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1.0 Introduction 

Over the past decades, there has been increasing focus on research devoted to 

meliorate various sensor based measurement systems for developing quick, accurate, 

reliable, simple and cost effective systems. The sensor based systems have become 

ubiquitous and their influence on research is booming rapidly. Similar to the human 

perception on any physical phenomenon through their sense organs and subsequent 

information processing utilizing the brain, electronic systems undergo such actions with 

the aid of sensors and an interpreting electronic circuitry. Typically, the sensor 

transforms a physical quantity into a measurable electrical quantity, for example, 

resistance, capacitance, inductance, voltage and current etc. [86]. The signal produced by 

the sensor is then interpreted by an electronic interfacing circuit which may be as simple 

as an LED or complex as microcontrollers (C), microprocessors and personal 

computers [85]. 

In particular, innovation in the field of sensor instrumentation and measurement is 

experiencing fast-growing demand (in every sector), which is the key to create intelligent 

sensing devices. Notably, new technical interventions in this direction have profoundly 

advanced sensor based research, which facilitate to accurately interpret the physical 

phenomenon. However, considerable challenges still exists, therefore research pursuit on 

new measuring techniques and development of appropriate design could provide a viable 

solution. Moreover, by integration of sensors with advanced processing stages, the 

sensors can be leveraged to operate in diverse fields. In this research, such areas are 

investigated which were previously unexplored. 

1.1 Gas Sensor 

A gas sensor interacts with gas species and a change in its physiochemical property 

takes place that transforms to a measurable change in signal and thus detects chemical 

information ranging from concentration to total composition of an analyte. 

Gas sensors were originally used for identification and detection of various gases 

which might be harmful to humans or animals, however in the last two decades these 

sensors are increasingly used for classification and discrimination of flavor or aroma. 

Due to their expanding area of usage, the demand for more reliable gas sensors is 

inevitable.  

Following are the various types of gas sensors [5]: 
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a. Metal Oxide Semiconductor (MOS) 

b. Conducting Polymer 

c. Optical 

d. Piezoelectric 

e. Surface Acoustic Wave (SAW) 

f. Quartz Crystal Microbalance (QCM) 

g. Electrochemical 

h. Ion Detection Type 

The measurable signal produced by these sensors can be of different forms according 

to their type; generally the change in measurable quantity is in the form of conductivity, 

capacitance, mass, work function, reaction energy or optical characteristics. However, 

the acceptability/choice of a gas sensor is determined by fulfillment of many 

performance and reliability parameter assessment criterions. The performance and 

reliability traits ingrained in an ideal gas sensor are: high sensitivity and selectivity 

towards a particular gas, produces accurate and repeatable results, have quick response 

and recovery time, extremely stable and durable, incurs low cost, requires low 

maintenance and compact in size. 

1.2 MOS Gas Sensor and E-Nose 

Among all the gas sensors the most investigated are MOS gas sensors because of 

their inherent advantage of longevity over other sensing technologies [46]. Moreover, 

MOS gas sensor possesses excellent performance and reliability parameters. However, 

they are cross sensitive towards a wide spectrum of gas species [14, 26]. Although, they 

respond to multiple gas analyte, the response patterns are intrinsically ambiguous, and do 

not guarantee to produce unique signatures on exposure to cross sensitive gases. 

However, the cross sensitive property can be utilized by using an array of gas sensors, 

which provide a multi-dimensional signature. For multivariate assessment, the gas 

sensors in the array must contain different sensing/doping material, so that they generate 

different response patterns. In multidimensional space, the combinations of the different 

response patterns will generate a unique signature, through which we can achieve 

selective gas identification. Thus combination of gas sensors in an array improves the 

selectivity of individual sensors.  
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The correlation between the responses of the sensor array and the odor class is 

determined by using a pattern recognition algorithm. The pattern recognition algorithm 

uses the features extracted from the response patterns as an electronic fingerprint to 

identify gases. The combination of sensor array, signal processing and a pattern analysis 

technique to detect gases is termed as an electronic nose (E-Nose), which mimics the 

biological human olfaction system. E-Nose as defined by Gardner and Bartlett [32] is 

“an instrument that comprises an array of electronic chemical sensors with partial 

specificity and appropriate pattern recognition system, capable of recognizing simple or 

complex odors”. 

1.2.1 Correlation between human nose and E-Nose 

The process of recognizing odors through the sense of smell by the human beings is 

called olfaction. This operation is performed by the olfactory system present in the 

human nose. In the human olfactory system, the mucus layer covering the olfactory 

epithelium consist of several olfactory receptor cells which trap the odor molecules 

during sniffing and the information is transported to the brain through olfactory sensory 

neurons [53]. The human brain processes the information and recognizes the odor. There 

are over 400 active olfactory receptors in human which can differentiate up to 10,000 

odorants [94]. 

In an artificial olfactory system i.e. E-Nose analogous to the olfactory receptors a 

sensor array collects the information from the odor molecules. In contrast to the brain the 

detection operation in E-Nose is performed by pattern recognition software. E-Nose is 

typically used to detect dangerous gases in mines and industries where conventional 

human testing is hazardous [60]. However, they are increasingly incorporated to study 

volatile profiles of other gases as conventional analytical techniques like HPLC, GC or 

GC-MS are sometimes inconvenient due to their high cost, long detection time, large size 

and also the investigative process of these instruments are confined to laboratory use 

only [8]. The number of sensor in the array is determined by the designer and it decides 

the discriminative capability of the E-Nose. Increasing the number of sensors in E-Nose 

incurs higher power consumption and cost. So, a proper sensor selection method must be 

adopted to determine the optimal number of sensors that can execute the odor 

classification task. Increasing the number of sensors increases the extracted information. 

Moreover, sensor selection enhances the performance of the E-Nose by eliminating the 
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redundant sensors [106]. The analogy between human nose and E-Nose is depicted in 

Fig. 1.1. 
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Electronic Nose

Human Olfaction

 

Fig. 1.1 Comparison between human olfaction and E-Nose 

MOS gas sensors array have been successfully used in various sectors such as 

automotive, carbon monoxide monitors, agriculture, chemical industry, cosmetics, 

environmental, food & beverage, medical & clinical, military, pharmaceutical, 

regulatory, scientific research etc. Due to the emerging applications of E-Nose, different 

signal processing techniques were adopted to improve the predictive accuracy of the 

sensor array. 

The commercial MOS gas sensors suffer from non-linearity, response drift and noise, 

which degrade the sensitivity and selectivity of the E-Nose. Therefore, research focus is 

devoted to emancipate the factors that degrade the sensitivity and selectivity of gas 

sensor array, and improve the gas detection/prediction accuracy [8]. This can be 

achieved by proper design and fabrication of sensors as well as using advanced data and 

signal processing strategies, proper sensor selection criteria, efficient measurement 

techniques and reducing size and power consumption [97, 12]. 

1.3  MOS Gas Sensor Chemometrics 

To grasp the underlying principle of gas sensor based instruments requires 

understanding on the theoretical background of the gas sensor chemometrics. 

Commercial MOS gas sensors are mostly of n-type material and works on the principle 

of chemisorptions, i.e. when the metal oxide temperature is elevated in presence of 

ambient air (by applying specific heater voltage) oxygen molecules get trapped in the 

surface forming a potential barrier. Hence on exposure to reducing gases the oxygen 

density decreases reducing the barrier and releases free electrons i.e. conductance 
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increases [68]. The change in conductance depends on the sensor material as well as the 

target chemical species. Based on the loading of doping material the sensors have high 

affinity towards a particular gas but they are cross sensitive towards a wide spectrum of 

gases. Moreover, the surface conductivity of MOS gas sensors depends upon temperature 

[68]. 

At room temperature only one molecular ionic-oxygen is formed by one oxygen 

molecule as shown below: 

)()()( 22 adsOsurfaceegasO       (1.1) 

When temperature of the sensor surface is elevated (typically greater then 300°C) 

and kept constant then it absorbs two electrons ( O or 2O ), which in turn increases the 

surface conductivity while reacting with reducing gases. However, on exposure to 

oxidizing gases the conductivity of the n-type sensors decreases. In contrast to n-type 

sensors, the conductivity of a p-type sensor decreases on exposure to reducing gases and 

increases on exposure to oxidizing gases. A constant surface temperature is generally 

preferred to avoid any instability during gas sensing operation.  

)(2)(2)(2 adsOsurfaceegasO       (1.2) 

The reactions that occurs at the surface of an n-type sensor on exposure to-  

a. Reducing gas: 

2 2( )ZnO O ZnO O        (1.3) 

2 2 5 2 2( ) 2 2 3ZnO O C H OH ZnO CO H O e         (1.4) 

b. Oxidizing gas: 

2 2( )ZnO O ZnO O        (1.5) 

2

2 2 2( ) ( )ZnO O NO ZnO O NO         (1.6)  

The gas detection principle of MOS gas sensor depends on the variation in depletion 

layer caused by the type of gas to be detected at the grain boundaries. The change in the 

height of the potential barrier for the free charge to flow in ambient atmosphere and on 

application of reducing and oxidizing gas is depicted in Fig. 1.2. The change in the 

conductivity caused by the variations of potential barrier at the grain boundaries due to 

surface reactions serves as the response pattern of the gas sensor [110]. 
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Fig. 1.2. Height of the potential barrier on exposure to (a) ambient air, (b) reducing gas and (c) 

oxidizing gas 

The commercial gas sensors are equipped with an inbuilt heater (as depicted in Fig. 

1.3) whose terminal is biased by a fixed DC source as per manufacturer’s 

recommendation to maintain a constant surface temperature. However pulsating heater 

voltage of different frequencies and functions (sine, saw tooth, rectangular etc.) has also 

been used recently to enhance features of response of the sensors [36, 39]. 
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(b) Micro-hotplate type MOS gas sensor (c) Ceramic type MOS gas sensor 

Fig. 1.3. Commercial MOS gas sensors with inbuilt heater 
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The typical MOS gas sensor circuit for Figaro MOS gas sensors is a simple voltage 

divider circuit as shown in Fig. 1.4. The sensors consist of an electrically heated ceramic 

pallet on which a thin film of n-type SnO2 doped with a metal is deposited. It requires 

two separate voltage supplies- sensor supply voltage (VC) for the sensor circuit operation 

and heater voltage (VH) for maintaining the required surface temperature by heating up 

the inbuilt heater (RH). Although, in most of the MOS gas sensors the voltage required 

for VC and VH is same, but for prevention of any instability during operation, separate 

power sources must be provided. A load resistance (RL) of optimal value recommended 

by the manufacturer is connected in series with the sensor (RS). The output voltage (VRL) 

is measured across RL. 
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Fig. 1.4. Basic MOS gas sensor circuit for TGS 26XX series 

1.4 Sensor Dynamics 

Commercial MOS gas sensors obtained from Figaro Engineering, Inc. (Osaka, Japan) 

was used in this research. As discussed earlier the basic principle of the gas sensor is a 

reversible chemisorption. 
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Fig. 1.5. Response of MOS gas sensor 
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During the interaction of the sensing material with gas molecules, the conductance of 

gas sensor increases and a steady-state is reached. When the gas is removed the gas 

molecules dissociates from the sensing material without altering its structure and the 

sensor response returns to its baseline value. The time required to reach the peak steady-

state value on exposure to gas is termed as ‘sensing time’, while the time required to 

reach the baseline voltage level on removal of gas is termed as ‘purging time’. Fig. 1.5 

shows the sensor response during sensing and purging. 

1.5 Electronic Nose Setup 

A chemical/gas sensor is one of the most important elements of an E-Nose. In 

addition to gas sensor there are several essential components of an E-Nose (viz. namely 

system design, measurement procedure, and inference system) to carry out the following 

operations: odor handling and transport, data acquisition, information extraction, and 

inference [45]. The type of the sensors is determined by the gas to be analyzed which 

determines the electrical quantity to be measured and the measurement protocol to be 

followed which in turn determines the requirement of the measurement setup and the 

choice of the inference system. 

An E-Nose setup typically comprises of sensor array chamber, sample chamber, 

pumps and valves, relays, mass flow controller, power supply unit, data acquisition 

(DAQ) card and C or personal computer [14]. The sensor chamber consists of the 

sensor array and connected by pipes for gas transport. Occasionally the setup is equipped 

with an exhaust fan to release the unused gases. A typical Computer assisted technology 

(CAT) based E-Nose system is illustrated in Fig. 1.6.  

The gas is injected into a sample chamber from which the gas molecules are fluxed 

into the sensor array chamber using pumps, exposing the surface of sensors to the gas 

analyte. In case of liquid samples, the samples require certain time to develop the 

required headspace. The flow rate of the gas is controlled and regulated by a mass flow 

controller. 

The gas sensing operation is performed in two phases. In the first phase the gas is 

applied to the sensor till the response voltage reaches an equilibrium condition. When the 

peak steady state voltage is achieved, in the second phase the gas molecules from the 

sensor chamber are removed by applying fresh air to recover the sensor response to its 

original (baseline) value. The response patterns are generally measured by periodic 
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exposure to a gas sample followed by cleaning the sensor surface applying fresh ambient 

air. The electronic control of the gas sampling, real time signal acquisition and data 

storage is implemented in the CAT-based system using olfaction software or in a C. 

The response time and the cleaning time are carefully set, since exposure to a gas for 

a long duration may permanently damage the sensors. Distinctive patterns are produced 

by the sensor array on exposure to different gases, which are recorded by the DAQ 

system. The patterns act as an electronic fingerprint or signature for the classification 

algorithm to predict the gas.  

Similar to limits of human perception of the olfaction there are also certain 

limitations of an E-Nose which need to be resolved to meet the ever increasing demand 

for their use in different sectors. Even though, these impediments are successfully 

tackled from time to time, considerable challenges still exist due to which research 

pursuits are going on in gas sensor research community. 
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Fig. 1.6. Schematic diagram of E-Nose System 

1.6 Measurement Procedure 

In a very simple single sensor gas detector the responses from the sensor is directly 

measured without using any signal processing or controlled environment. However, in E-

Nose the output responses have to be amplified, filtered or the measurements must be 

taken in controlled environment [17]. Generally, the sensors produce a measurable 

change in resistance, however for ease of measurement the change in resistance can be 

tailored to generate a change in measurable voltage corresponding to the target. 
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Data acquisition from the sensor array is typically accomplished with the help of a 

data acquisition and logging (DAL) system. It consists of an ADC which digitizes the 

incoming analog signal at a predefined sampling frequency. For data acquisition, the 

sensor array can be interfaced either to a C or a PC via DAQ board as shown in Fig. 

1.7. A power supply unit is used to supply the required voltage to the three sensors. The 

sensor circuit voltage and the heater voltage for the three sensors are provided by VC and 

VH respectively. HR and SR are the heater and sensor resistance of the respective gas 

sensors. 

The complete DAL system may be designed using a DAQ-card connected to a CAT-

based system. In the CAT-based system, a program is designed using a programming 

software (e.g. LabVIEW) to control the gas flow system and perform DAL. The 

responses from the sensor array are stored in the computer for further analysis. 

Microcontroller based DALs are popular due to their relatively small size, low cost 

and low power consumption. Data is measured using the inbuilt ADC or an external 

ADC interfaced to the C. The measured signal can be stored in a memory-IC, memory 

card or a computer. The data acquired by using any of the aforementioned method is 

generally stored in a Personal computer for a posteriori analysis. Fig. 1.7 shows the 

schematic diagram of the sensor array interfaced to DALs. 
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Fig. 1.7. Sensor array interfaced to DALs 

1.7  Direct Interfacing Circuit 

In recent years, many direct interfacing circuits (DICs) for measurement of sensor 

responses without intervening an ADC have been proposed in literature [10-11, 68, 78-

86]. For the DIC based system, the sensor response is measured through a RC network 

designed using a simple RC circuit, connected to a digital system (such as C, CPLD, 

FPGA). Fig. 1.8(a) shows a DIC for measurement of unknown resistance of a resistive 
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sensor. It consisting of a resistance Ri and capacitor Cd . The value of the resistive sensor 

is determined by measuring the charging time or discharging time of Cd through Ri. 

However, it is recommended to measure the discharging time since it has low variability. 

The operating principle of the DIC as shown in Fig. 1.8(b) for the measurement of the 

capacitive sensor is similar. The only difference is here two resistances Ri and Rd are 

used in the DIC. Fig. 1.8(c) shows a DIC for measurement of analog voltage. The DIC 

consists of two resistances R1 and R2, and a capacitor C. The analog voltage is measured 

based on the charging/discharging time of a RC circuit. A counter value is assigned in 

the MCU and the counter is incremented or decremented based on the voltage to be 

measured. The counter output generated is proportional to the applied analog voltage. 

DIC based measurement techniques are widely used alternatives to ADC in a variety 

of sensor applications, such as measurement of temperature, magnetic field, light, 

humidity, pressure etc. [85]. DIC systems are commonly used to measure the charging 

and discharging cycle of RC circuit, from which the corresponding change in sensor 

response can be estimated. The only demanding requirement of the digital system is that 

it must contain I/O-pins having tri-state capability [85]. Due to the advantage of 

measuring responses using I/O-pins of digital system, it is more compatible and can be 

directly interfaced to inherent digital systems like Cs, CPLDs and FPGAs [10].  
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Fig. 1.8. Direct interface circuits for measurement of (a) resistance, (b) capacitance and (c) analog 

voltage 

The performance of DICs is quite intriguing considering their simplicity. Further, the 

design simplicity, low power consumption, less space requirement and cost-effectiveness 

are the key advantages due to which DIC based systems are gaining popularity. 

Unfortunately, these systems suffer from non-linearity error and are slow (low 
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bandwidth). Moreover, their research focus is mostly restricted to single sensor based 

designs. As a result a multisensory DIC based measurement protocol could prove to be 

invaluable. However, two spare input lines will be required for each analog signal, 

therefore, the system may not be feasible when the number of sensors in an array is very 

large. A noteworthy merit of this approach will be multisensory response measurement 

using simple off-the-shelf components. Moreover, such a design can be used in systems 

like E-Nose. Thus, measuring multisensory responses brings new research challenge to 

design effective DIC based measurement systems. 

In a gas detection system, the measurement process is followed by signal processing 

which encompasses a number of steps, namely: signal acquisition, data preprocessing, 

feature extraction, feature reduction and classification. 

1.8 Inference System 

To represent the large amount of data acquired from the sensors in an interpretable 

way is one of the most important tasks. 
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Fig. 1.9. Block diagram of various stages of E-Nose system 

Therefore, inference systems are required to extract the valuable information from 

the data. The inference system consists of one or more signal processing technique. Over 

the past decades, signal processing techniques, such as feature extraction, pattern 

clustering and pattern classification have profoundly advanced in data analysis research 

and applications [12, 35]. The goal of signal processing technique is to extract useful 

information from the sensor response dynamics and efficiently interpret the separation 
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among multivariate sensor signals of different samples/objects to characterize the 

underlying phenomenon, and give meaning to the information [35]. The different stages 

of an E-Nose are depicted in Fig. 1.9. 

The signal processing techniques are discussed below: 

1.8.1 Feature Extraction 

In order to increase the accuracy of the E-Nose the data needs to be pre-processed to 

efficiently extract apt set of features [12]. There is no definite methodology which 

provides a universal good feature selection strategy. So, different feature extraction 

techniques are used by researchers as suited for their application at hand. Features 

extraction may be achieved using simple mathematical operations like baseline 

subtraction, relative scaling, fractional scaling etc. [5] or using advanced signal 

processing techniques such as DWT, DCT etc [21]. Moreover, heater voltage modulation 

technique is also used to improve the accuracy of the E-Nose [36, 39]. The extracted 

features are then put under test with the help of two methods: data clustering and data 

classification. 

1.8.2 Data Clustering 

Data clustering is the process of clustering and natural aggregation of a multivariate 

dataset in such a manner that the degree of association between similar objects/samples 

is maximal and otherwise minimal. The visual interpretation of the clusters in 

multidimensional space helps in understanding the degree of closeness among similar or 

dissimilar objects/samples. However, it is impractical to graphically represent the raw 

data or features obtained from an array of sensors for a large number of samples. 

Therefore, statistical techniques for a priori transformation of dataset into reduced 

dimensions are often used to eloquently exhibit the data graphically. Moreover, such an 

exploratory technique would provide a valuable insight to understand the behavior about 

the samples as well as the sensors. The selection of suitable data clustering approach is 

fundamental to how raw data from sensors are interpreted, and can be a turning point in 

allocating objects to appropriate classes or partition of objects belonging to different 

classes. Some of the widely used data clustering techniques are discussed below: 

1.8.2.1 Principal component analysis (PCA) 

PCA is an adaptive unsupervised dimension reduction technique for the 

transformation of dataset, due to their advantage of projection and visualization of 
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original data in a new co-ordinate system by principal component or eigenvector. PCA 

increases the interpretability as it creates a new set of uncorrelated variables by 

increasing the variance for discriminating different objects. PCA preserves as much data 

variance as possible and can provide filtered and reduced data with a very little loss of 

information. Therefore it has attracted considerable attention as a data preprocessing 

technique [50, 47]. The mathematical interpretation of PCA is discussed below. 

Let the response patterns from the sensor array be represented by a matrix X, which 

contains collinear variables. It may consist of both useful and redundant information. 

Therefore reducing the dimensionality and finding new sets of variables of 

eigenvalue/eigenvector that preserves most of the information is the major goal of PCA. 

The newly obtained variables (principal components) are represented by linear functions 

of the original variables. In case of a sensor array of n numbers of gas sensors yielding 

response vector Xij for various gases the K
th 

principal component can be expressed as 

follows [47]: 

1

  1,  2, .,  .         ,
n

k ik ij

i

for all jP nC X


     (1.7) 

where, αik are the eigenvectors. The eigenvector correspond to contribution of Xij’s to 

the transformed vectors space. Eigenvector represents the percentage variance among the 

dataset contributed by each of the principal component. 

1.8.2.2 Linear discriminant analysis (LDA) 

LDA based data clustering can be formulated as a multi-criteria linear dimension 

reduction technique where the objective is to maximize the conceptual inter-class 

distance ratio and minimize the intra-class distance ratio among objects, with 

simultaneous preserving the information from the original dataset [47, 73]. 

Given, a two class problem containing An and Bn number of classes, extracted from the 

responses of n number of sensors, for two gases, A and B respectively. Let, the data 

matrix of the two classes be )( AA nnX  and )( BB nnX  respectively. The mean of the 

population of the two classes are calculated as; 





An

i

Ai

A

A X
n

X
1

1
      (1.8) 
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



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i
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B X
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1

1
      (1.9) 

where, .),.....,1( AAi niX  and .),.....,1( BBi niX  are the total population of A and B. 

From the population mean the covariance matrix can be estimated as; 
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Assuming, SA=SB for overall population represented by )( AA nnX  and )( BB nnX  the 

combined covariance matrices to find the global estimate for sensor responses of A and B 

can be represented as; 

)2(

)1()1(






BA

BBAA
p

nn

SnSn
S      (1.12) 

In the analysis, using (1.8-1.12), the linear discriminant function can be derived as 

XSXXy P
T

BA
1)(        (1.13) 

where, X represents the discriminant value. 

The discriminant function is used for graphical analysis and visual interpretation of 

the clusters. 

1.8.2.3 Self organized feature map (SOFM) 

The self organizing feature map (SOFM) is another efficient visualization and 

exploratory technique for investigating high dimensional data. The feature space in 

SOFM is represented by L-dimensional grid of neurons, known as Kohonen layer named 

after its developer Professor Teuvo Kohonen. The SOFM captures the N-dimensional 

input data and projects them to the Kohonen layer [54]. 

Features are mapped in SOMF in three different modes: 

i) The input pattern is subjected to the network and all the neurons in the grid 

compute values of a discriminant function. The neuron which best resemble 

the input pattern is the winner and is termed as the best matching unit (BMU). 
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ii) The BMU then seek out to find the spatial location of a vicinity of excited 

neurons in the grid. Neurons in the neighborhood/vicinity may more often 

cooperate. 

iii) The excited neurons in the vicinity can calibrate the value of discriminant 

function depending on the input pattern by adjusting their weights. 

The input vector which best represents and is akin to the input feature is determined 

by using a distance metric (e.g. Euclidean, correlation, direction cosine, block distance 

etc.) [66]. The most popular is Euclidean distance (dj) metric given by- 

2( )
n

j i ij

i

d x w        (1.14) 

where, xi is the input vector and wij’s are the weights of the grids. 

Neurons in the neighborhood communicate with one another using a neighborhood 

function. Mexican hat function is typically used as a neighborhood function to interact 

among neurons in the grid. 

1.8.3 Classification 

Clustering can only represent the correlation of the sensor and data graphically for 

visual interpretation. Classification paradigms, the objective to make machine learn and 

classify patterns have attracted many researchers worldwide. In general, classification 

algorithms are broadly divided into two categories unsupervised and supervised. In 

unsupervised classification the algorithm draw inference from the input feature matrix 

directly, without any prior information about the number of classes in the feature set. In 

contrast, the number of classes in the feature matrix is labeled in case of supervised 

learning. The classification model is built describing the classes to be identified. 

Therefore, supervised classification exhibits higher level of accuracy compared to 

unsupervised approach. The various paradigms used to perform pattern recognition task 

are shown in Fig. 1.10. [93]. 

The most widely used supervised algorithms are expert systems (ES), artificial neural 

networks (ANN) and support vector machine (SVM). Both ES and ANN attempts to 

mimic human intelligence to create an intelligent system. However, they use very diverse 

approaches to accomplish their goal. ES focuses on human logical reasoning and 

inference, whereas ANN models the human neural network of the brain. SVM on the 

other hand projects the input data in hyper planes for data separation. ES is a set of rule-
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based knowledge system where the rules are represented by IF-THEN statements. In ES 

first the rules are interpreted and then are applied through logical reasoning. However, 

ES cannot modify the rules by itself. Knowledge in neural network is obtained by the 

synaptic weights of the neurons during learning phase. Therefore, an ES can only explain 

the solution to a particular problem, but cannot learn by itself, and ANN can learn but 

acts as a black-box to the user. In contrast, SVM classifiers are based on determining the 

optimal hyper planes that separate the different classes, using an optimization algorithm. 

Through proper selection and setting of the optimization algorithm, the hyper planes can 

provide a maximum margin of class separation. It is noteworthy to mention herein that 

although different algorithms are reported by researchers time to time, however, ANN is 

widely used due to their success in various pattern classification tasks. 
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Fig. 1.10. Tree diagram showing various pattern recognition paradigms 

Therefore, for designing a prediction system for classification of objects typically 

neural network (NN) algorithms are used.  

1.8.4 Artificial neural network 

Despite the fact that there are myriad NN algorithms reported in literature, the most 

popular among them is the feed forward back propagation (FFBP) NN. The analogy 

between the FFBP model and the human brain is discussed below. 

The basic functional unit of the human nervous system that handles information in 

the brain is known as neuron. An adult human brain consists of more than 100 billion 

neurons. A biological neuron is composed of several components, namely, soma or cell 

body, dendrite, synapse and axon. The soma triggers a signal when sufficient input 
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impulses are received. The dendrites are the fine fibers around the soma through which 

neurons are interconnected by link called synapses, while axon, a cylindrical body 

transmits the impulses [37]. A neuron is triggered or fired when the incoming signal 

crosses a certain threshold. Similar to the human neuron artificial neural network 

comprises of interconnecting neurons through which signals are passed. A schematic 

diagram of a biological neuron is illustrated in Fig. 1.11(a). 

Similar to human nervous system, artificial neural network (ANN) comprises of 

interconnected neurons connected by weighted links passing information (signals) from 

one to the other. A single neuron can receive more than one information depending on 

the designed network and transmits the combination of received information to the 

preceding neuron. The knowledge of a receiving neuron is determined by its 

interconnected weights i.e. the synaptic strength and bias i.e. the threshold. 
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Fig. 1.11. Schematic diagram of (a) biological neuron and (b) analogy of artificial neuron with a 

human neuron 
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The information from each neuron in an ANN is passed in the following manner; the 

summation of each input multiplied by a weight is obtained and a bias term is added to 

the weighted sum [37, 75, 99]. An activation (transfer) function is then applied to obtain 

the output of the neuron. An analogy between human neuron and ANN is depicted in 

Fig. 1.11(b). The output of a neuron is produced when the weighted sum is fired by an 

activation function. 

The FFBP NN is inspired by the massive parallel nature of the human brain. An 

example of FFBP model is shown in Fig. 1.12, which consists of three layers- one input 

layer, one or more hidden layer and one output layer, where the subsequent layer has a 

connection from the preceding layer. 
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Fig. 1.12. Example of a Feed forward NN 

The number of neurons in the input layer is equal to (and represents) the number of 

sensors in the array, whereas the number of neurons in the output layer is user defined, 

application specific and represents the output classes. The number of hidden layer and 

the number of neurons in the hidden layers should be determined experimentally. In 

general the number of hidden layer is one. The number of neurons at the hidden layer 

affects the discriminative capability of the NN. For smaller number of hidden neurons 

the accuracy may not be adequate and too many hidden neurons may result in over fitting 

of the network. Moreover, prior to training there are no formal methods to determine the 

number of hidden neurons. Therefore the NN is usually trained with varying numbers of 

hidden neurons, to find out the optimal network. Knowledge in neural network is 

obtained by the synaptic weights of the neurons during learning phase [99]. 

The commonly used transfer functions with their characteristics are shown in Table 

1.1. 
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Table 1.1 Transfer functions 

Transfer Function 

(MATLAB Function) 

Relation between 

input and output 

Function Output 

Hard Limit 

(hardlim) 01

00





na

na
 

 

Symmetric Hard Limit 

(hardlims) 01

01





na

na
 

 

Linear 

(purelin) 
na   

 

Saturating Linear 

(satlin) 
11

10

00







na

nna

na

 

 

Symmetric Saturating Linear 

(satlins) 
11

11

11







na

nna

na

 

 

Log-Sigmoid 

(logsig) ne
a




1

1
 

 

 

Hyperbolic Tangent Sigmoid 

(tansig) 
nn

nn

ee

ee
a








  

 

Positive Linear 

(poslin) na

na





01

00
 

 

Let us consider a [3-3-1] NN, with tansig, logsig and purelin activation function with 

input (i1, i2 and i3) hidden (h1, h2 and h3) and the output (k1) layer respectively. The 

forward pass is calculated as: 

  ;1

3

1
111 bIWi

i
ii  



       (1.15) 
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;2

3

1
222 bIWi

i
ii  



      (1.16) 

;3

3

1
333 bIWi

i
ii  



      (1.17) 

where, W1i, W2i and W3i are the interconnected weights of the three inputs and b1, b2 

and b3 are their biases. 

Applying activation functions the output of the input neurons (Oi1, Oi2 and Oi3) are 

obtained as 

)(tan 11 isigOi         (1.18) 

)(tan 22 isigOi 
      (1.19) 

)(tan 33 isigOi         (1.20) 

The outputs of input neurons are passed to the hidden neurons (h1, h2 and h3) as 

inputs and similar calculations are estimated as; 

  
1

1
111 h

n

i
ihih bIWh  



       (1.21) 

2
1

222 h

n

i
ihih bIWh  



       (1.22)
 

3
1

333 h

n

i
ihih bIWh  



       (1.23) 

where, Wh1i,Wh2i, and Wh3i, are the interconnected weights from the input to the 

hidden neurons and bh1, bh2 and bh3 are their biases. 

Applying activation functions the output of the hidden neurons (Oh1, Oh2 and Oh3) are 

obtained as 

)(log 11 hsigOh         (1.24) 

)(log 22 hsigOh         (1.25) 

)(log 33 hsigOh 
      (1.26) 

The outputs of hidden neurons are then passed to the output neuron (k1) as inputs and 

similar calculations are estimated as; 

1
1

111 k

n

i
ikik bIWk  



       (1.27) 

Applying activation function the final output ( ŷ ) is obtained 

1 1
ˆ ( )y purelin k k        (1.28) 
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The input feature of each class is assigned a target. The output of the network is 

obtained by randomly selecting the values of weights and biases. The output value is 

then compared with the target value (y) and sum squared error (Etotal) is calculated as: 

21
ˆ( )

2
totalE y y        (1.29) 

Minimizing the Etotal is the prime objective of FFBP NN. This is accomplished by 

dint of an optimization algorithm to adjust the weight and biases which is known as 

training the network. In the training phase the weights and biases are adjusted using an 

iterative algorithm to find an optimal value of Etotal. This process continues until an 

optimum solution is obtained. During testing new sets of objects which have not been 

previously used are passed through the network to determine the predictive accuracy of 

the NN. 

1.8.4.1 Learning algorithm of FFBP ANN [113] 

Let us consider the sum squared error at the output for a specific pattern p is- 

   
2

2

1

1 1
( )

2 2

K

p pk pk p p

k

E d o d o


        (1.30) 

where, dp is the desired target, op is the output obtained and p= 1, 2 ,………, P is the 

number of patterns. 

The weight adjustment for the individual node is computed as- 

  
kj

kj

E
w

w



  


       (1.31) 

where,   is a positive constant and known as the learning rate of the back 

propagation algorithm. 

Now, let us consider the number of nodes in the layer k be, k= 1, 2,………, K. 

Therefore, for each node in layer k the summation of each input multiplied by a weight is 

obtained and a bias term is added to the weighted sum to obtain- 

  
1

J

k kj j

j

net w y


        (1.32) 

where, wkj are the weights of the k
th

 layer and yj represents the input vector. 

The final output of the neurons at the k
th

 layer on application of activation function 

can be represented as- 
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  ( )k ko f net        (1.33) 

The error produced by the k
th

 layer is determined as- 

  
( )

ok

k

E

net






       (1.34) 

Again, using chain rule the gradient component 
kj

E

w




can be written as- 

  
( )

( )

k

kj k kj

netE E

w net w

 
 

  
      (1.35) 

Now,  
( )k

j

kj

net
y

w





      (1.36) 

From, (1.34-1.36) we have, 

  
ok j

kj

E
y

w


 


 

Now, (1.31) can be rewritten as- 

  ,kj ok jw y   for k= 1, 2,……, K. and j= 1, 2 ,……, J. (1.37) 

Equation (1.37) is the generalized delta learning rule for weight adjustment. 

Again, 

  ( ) [ ( )]k k kE net E o net       (1.38) 

From equation (1.34) we have- 

  
( )

k
ok

k k

oE

o net



  

 
      (1.39) 

This implies, 

  ( )
( )

k
k k

k

o
f net

net





      (1.40) 

and  ( )k k

k

E
d o

o


  


      (1.41) 

Therefore, equation (1.39) can be rewritten as- 

  ( ) ( ),ok k k k kd o f net    for k= 1, 2,………, K.   (1.42) 
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where, ( )k kf net is the slope of the activation function and ( )k kd o is the local error at 

the k
th

 neuron. The activation value at which the activation function is computed is given 

by- 

  ( )k knet f o        (1.43) 

Therefore, the final weight adjustment formula can be obtained from equation (1.37) 

as- 

  ( ) ( )kj k k k k jw d o f net y          (1.44) 

Now, the weights are updated as- 

,kj kj kjw w w     for k= 1, 2,……, K. and j= 1, 2 ,……, J. (1.45) 

The learning/training process is repeated until an optimum error is obtained.  

In this research work ANN is implemented due to its popularity in digital systems as 

it poses high flexibility, accuracy, better repeatability and testability, lower adaption to 

noise and specifically high compatibility [56]. Also it is reported in [42] that a 3-layer 

feed forward back propagation (FFBP) network provides optimized degree of higher 

accuracy when sigmoid and linear activation functions are used in hidden and output 

layers respectively. 

1.8.5 Advanced approaches to classification and data handling 

FFBP ANN has entrenched its preeminence due to their proven performance in 

solving many classification problems. However, there are different data processing 

algorithms that are used to address various classification problems. Among them, the 

advanced data processing algorithms are discussed below: 

a. Support Vector Machine (SVM): SVM classifiers are based on mapping the 

data class in feature space separated by hyper planes. The hyper planes can be 

uniquely constructed with maximum margin of class separation capability by dint 

of an optimization algorithm. 

b. Decision Trees: It is a powerful predictive model with a flowchart similar to the 

structure of a tree. Where each branch denotes an observation about the class and 

each leaf represents a target value. 

c. Boosted Trees: It is a classification model based on the ensemble of weak 

predictive models (mainly decision trees). The model is created using boosting 
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techniques, i.e. it transforms the week learners into strong learners and optimizes 

them to construct a generalized model. 

d. Random Forest: It uses the ensemble learning method or bagging method where 

predictions from a multitude of decision trees are merged together during training 

to increase the predictive accuracy. Particularly, a random forest model is 

constructed by a combination of several decision trees in order to elevate the 

stability and accuracy. 

e. K-Nearest Neighbor (KNN): It is a non-parametric method where the 

classification of the object depends upon its neighbors’ plurality vote. The object 

in an analysis is designated a class depending upon the most common class 

amidst its k nearest neighbors. 

1.9 PIC Microcontroller 

Although there are number of Cs commercially available, however among them 

PIC (Programmable interface controller) C is one of the most popular. PIC Cs 

developed by Micro-chip Technology are available in 8-bit, 16-bit and 32-bit 

architectures. In this research an 8-bit PIC 18F45K22 C (shown in Appendix I) is used. 

It is equipped with various built-in Peripherals like 10-bit ADC, 5-bit DAC, I2C, SPI, 

UART, CCP, analog comparator etc. It contains 32KB of reprogrammable flash memory 

and 2KB of RAM. Moreover, it supports 30 analog inputs and contains seven timers: 

three 8-bit timers and four 16-bit timers [111, 112]. The application program can be 

coded using MikroC PRO for PIC 6.4.0 compiler version with IEEE 754 floating point 

precision. The C is a 40 pin IC with 5 ports (Port A-E). All the ports contain eight I/O-

pins with the exception of port E having only four I/O-pins. The development board 

selected for the PIC C is MikroElektronika EasyPIC v7 development board, as 

illustrated in Appendix A. 

1.10 Literature Survey 

In this section we present a detail analysis and survey on the existing research 

conducted on tea aroma detection or classification using CAT based E-Nose /electronic 

tongue (E-Tongue), C based E-Nose and DIC as a measurement system for sensor 

signal interfacing to C. 
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1.10.1 Tea aroma classification: CAT based systems 

Tea is a popular aromatic beverage quantified on the basis of expert human panels 

called tea tasters. Such tasting is highly subjective and illusory for factors like 

individuality, non-repeatability, adverse mental state and prolonged exposure [32]. 

Moreover, the investigative techniques that are used by the tea tasters are laborious and 

time consuming. These human flaws can be eliminated by using sensor based 

technologies for quick and accurate aroma estimation of tea. 

Following the first investigations on the possible use of E-Nose in tea industry by 

Bhuyan and Borah published in 2001 [16], various approaches have addressed the use of 

E-Nose, E-Tongue or both in tea industry. 

Dutta et al. in [26, 27] presented an E-Nose system comprising of four MOS gas 

sensors designed for discriminating black tea manufactured under five different 

processing stages, namely: drier mouth, drier mouth again over-fired, well-fermented 

normal fired in oven, well-fermented over-fired in oven, under-fermented normal fired in 

oven. The system achieved classification accuracy up to 100% using RBF neural 

network. 

Bhattacharyya et al. in [15] reported an E-Nose system for detection of optimum 

fermentation time during CTC black tea processing. The E-Nose was designed using 

eight MOS gas sensors. PCA was applied to identify the peaks in the sensor array 

responses on the basis of which the optimum fermentation time was determined. 

In another work [14] Bhattacharyya et al. presented a sensor selection strategy by 

means of sensitivity analysis of eight MOS gas sensors on the various compounds that 

contribute to the black tea aroma. Five sensors were then selected, which are used in the 

developed CAT based E-Nose system. The experiments were conducted on two tea 

testing centers where prior to experimentation the tea samples were assigned scores by 

the tea tasters’ panel. The E-Nose was then tested to determine the correlation with the 

tea tasters’ scores on the basis of black tea aroma using various data driven models. The 

highest accuracy obtained was more than 90% using PNN. High power consumption and 

immobility are the limitations of the system. 

B. Tudu et al. in [102] applied eight standard data normalization techniques to 

compare the deviation in classification accuracy using back-propagation neural network, 
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for black tea aroma classification using E-Nose. The classification accuracy obtained 

varied from a minimum of 60.825% up to a maximum of 93.814%. 

Illuminations heating along with physical ranking of black tea samples to improve 

the sensitivity of MOS gas sensors have been reported by Bhattacharyya et.al in [13]. It 

was demonstrated that this methodology enhances precision as well as an increase in 

prediction accuracy up to 6% is observed. High predictive accuracy was obtained at the 

expense of high amount of power consumption. 

A rough-set based algorithm to remove the conflicting data and irrelevant features 

from the response patterns of black tea E-Nose was presented by A.K. Bag et al. for 

optimization of the sensor array [6]. A total of eight sensors were used to gather the 

dataset for various tea samples collected from two tea gardens. The optimized array that 

produces unique signature for each variety of tea consists of four and six sensors for 

Garden-I and Garden-II respectively. 

B. Tudu et al. presented a novel incremental FCM technique for black tea quality 

evaluation using E-Nose, where the average classification accuracy using 10 folds cross 

validation on 160 samples collected from four different tea estates was found to be 

75.63% [105]. 

P. Saha et al. proposed a new feature extraction and classification technique of 

responses collected using voltammetric E-Tongue from black tea samples [90]. It was 

demonstrated that wavelet based feature extraction using window technique and 

subsequent classification by maximum voting method yielded promising results. Three 

different wavelets were used haar, db8 and bior3.5, the performance measure of haar 

features with window size 64 was found suitable for black tea quality evaluation due to 

its high classification accuracy up to 99%. The technique is complex in contrast to E-

Nose based systems and also adds the computational burden. 

P. Saha et al in [91] presented a fusion strategy to estimate the percentage 

constituents of two biochemical compounds theaflavin (TF) and thearubin (TR) present 

in different samples of black tea using E-Tongue signals. The liquor quality of CTC 

black tea depends mainly on the percentage concentration of TF and TR. The regression 

model developed through fusion of transformed features of discrete cosine transform, 

stockwell transform and singular value decomposition was found to be more effective 

than any other combinations to accurately determine the TF and TR values. 
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R.B. Roy et al. proposed a methodology of combining E-Nose and E-Tongue, to 

enhance the classification of tea samples for quality assessment [88]. It was reported that 

combination of E-Nose and E-Tongue results in higher predictive accuracy compared to 

the individual systems on investigation with three data driven models (FFBP, RBF, and 

PNN). Further R.B. Roy in another work [89] proposed a multi sensor data fusion 

strategy on E-Nose and E-Tongue responses for flavor perception of black tea. Bayesian 

technique for data fusion was employed which results in a low classification error (8%) 

compared with the individual systems (22%). Portability issue was a major limitation in 

such designs. 

Although the CAT based E-Nose systems are successfully utilized to classify tea 

aroma, the requirement of micro pumps, mass flow controller, suction fan, solenoid 

valves etc. in odor delivery and refreshing of the sensor chamber makes them power 

consuming and costly. Moreover for emission of volatile organic compounds (VOCs) 

from the tea samples heating of the sample are essential. In [14, 13] illumination heating 

(halogen bulb of 35 watt) has been used to maintain an average temperature of 60 °C, 

which consumes a good amount of electrical power. Thus, power consumption is one of 

the most important design bottlenecks that need to be alleviated from the point of view of 

industrialization and commercialization. 

It is also observed that much complex and intricate data processing techniques are 

required to extract features from E-Tongue responses. Moreover, its complex circuitry 

and requirement of a complex data analysis unit makes it not suitable to be used in 

portable form. 

Although, combination or fusion response patterns of E-Nose and E-Tongue provides 

significant increase in accuracy level, however sample preparation procedures for both 

the system are different. Further, separate units of data collection system, sample vessel, 

sensor chamber and external hardware are required. Therefore increase in total volume of 

component not only increases the cost but also restricts its use in portable hand-held 

systems. Therefore it is observed that researchers are motivated to develop embedded 

system based E-Nose for tea quality prediction. 

1.10.2 Tea aroma classification: microcontroller based systems 

Microcontrollers are highly integrated compact chips with inbuilt fixed amount of 

ROM, RAM, input output ports, timers etc. Due to its compact size and low cost the use 
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of Cs is widespread, and it has replaced the microprocessors and other digital IC based 

systems. Due to its capability like a mini computer, interests in research have grown 

tremendously to build stand alone systems for various applications [76]. C can be 

reprogrammed for variety of applications. Due to their, compact size and easily 

programmable features these chips are used for broad areas of embedded applications. 

These general purpose devices can adapt to wide variety of applications for information 

processing or control by software. However, the programmable memory of the C is 

limited. Therefore, a compact code that makes the most use of the C architecture is 

essential. 

The CAT-based detection and classification systems have low portability, suitable for 

off-line use and costly. So, attempt has been made by various researchers to develop 

online embedded pattern classifiers using digital ICs [29], modular neural ring co-

processor [64], FPGAs [109], C [31, 77] etc. 

The cheapest choice of implementing complex decision making models is a C. The 

decision making models can be coded, stored or burned using a high level language 

platform. In general, a CAT-based system is required to train the network and realize the 

exact mathematical model based on which testing model equations can be implemented 

in a straight forward manner in the C [31]. 

Successful implementation of Pattern classification algorithms in E-Nose and E-

Tongue has been done using CAT-based system for varied food and agro products like 

spoiled beef [72], wine [63], fish [33], fruit classification [19] etc. Similarly, Cs have 

been successfully used in e-nose for various applications such as- of fire using six gas 

sensors and a temperature sensor implementing back propagation neural network 

(BPNN) [9], monitoring gas mixtures wirelessly by micro gas sensor array using neuro-

fuzzy system[52], detection of Moroccan sardines freshness [28], fish freshness 

estimation by PCA analysis[69], rot detection [22], anesthetic level detection [92], gas 

classification [71], organic vapors detection [38], fruity odors determination [100], 

hydrocarbons classification [18, 43], wine quality monitoring [2], multi chambered 

device to improve olfaction [34] etc. It is noteworthy that C based pattern recognition is 

economical compared to other methods [20, 4, 1, 65]. 

S.S. Chowdhury et al. presented a tea quality detection system using an 8-bit C, PIC 

18F4520 using an array of 5 MOS gas sensors in a back propagation artificial neural 
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network (ANN) paradigm, where the highest accuracy obtained is 85.7 % [21]. A. Das et 

al. applied a singular value decomposition (SVD) technique in a 16- bit PIC µC to 

determine the aroma index of CTC black tea by using 5 MOS gas sensors [25]. These 

systems suffer from poor sensitivity as the black tea needs to be heated to about 50 °C 

for optimal emission of VOCs. This is a major challenge in black tea classification 

without intervening a separate heating system to reduce power consumption in embedded 

tea classification systems. 

Typically when analog output of a sensor is fed to a C, the voltage is digitized using 

an ADC. The output of the ADC is then processed in the microcontroller unit (MCU) for 

further analysis. But the analog output measurement system can be minimized by 

directly interfacing the sensors to the MCU without using the intermediate ADC. The 

sensors are directly interfaced to the MCU with the help of a simple RC network which 

is popularly known as direct interface circuit or DIC. Due to relatively simple design, 

compactness, low power consumption and low-cost of the acquisition system DIC have 

been deployed to address various sensor applications. 

1.10.3 Direct interface circuit (DIC) 

Over the last decade, a number of studies have been exploring the applications of 

direct sensor to C interface methods or DIC to measure sensor responses without 

intervening an ADC [23, 10, 24, 61, 67, 79-86, 95, 96]. Typically two measurement 

techniques are reported in literature for direct interface of analog sensors to C systems- 

a) direct sensor-to-controller that focuses on passive sensors such as resistive [23, 24, 79, 

80, 61, 67, 96] and capacitive sensors [81, 30, 83]; differential resistive [82] and 

capacitive [84] sensors; resistive bridge sensors [95, 48] and inductive sensors [55] and 

b) direct analog-to-controller focusing on sensors with analog output [10]. 

The pioneering work of interfacing sensors directly to digital embedded systems 

without intervening analog-to-digital converters (ADC) was proposed in mid-1990s [23, 

87, 7, 17], where the efficacy of the measurement method has been established. Initially 

direct interface of passive resistive sensor to C based on RC circuit [23] was 

implemented for ohmmeter/temperature sensors. Based on this analysis, a significant 

amount of research has been devoted to various aspects of resistive sensor interface such 

as error analysis and compensation [24], accuracy and resolution analysis (of direct Pt 

1000-type temperature sensor interfaced to AT90s231 and PIC 16F873) [79], effects of 



31 
 

charging/discharging time of the RC circuit due to interference of power supply of the 

MCU [80], performance comparison on interface to MCU, CPLD and FPGA [11] and 

analysis of tradeoff between energy consumption and measurement uncertainty[86] etc. 

Reverter et al. [78] performed a detailed analysis of stray capacitance compensation 

and accuracy while measuring capacitances in picofarad range. Reverter and Casas [81] 

provided a critical analysis on resolution and accuracy of interfacing two commercial 

humidity sensors- Philips H1 and Humirel HS11101 with AVR ATtiny2313 MCU. They 

demonstrated that the interface circuit does not limit the accuracy due to non-linearity as 

the non-linearity error of the interface circuit is negligible compared to that of the sensor. 

Gaitan-Pitre et al. [30] presents the charge transfer method of capacitance 

measurement in three subranges: 2-10 pF, 10-100 pF, and 100 pF-1 nF, for capacitive 

sensors interfaced to a low-cost PIC 16F84A MCU. 

Reverter and Casas [83] reported a method for measuring lossy capacitive sensors 

having parasitic conductance. Additionally, the direct interface method has also been 

reported for differential resistive sensor [82]; differential capacitive sensor for 

measurement of a commercial capacitive accelerometer working as a tilt sensor [84]; 

resistive bridge sensors for Anisotropic Magnetoresistive and Giant Magnetoresistive 

sensor [95]; piezoresistive pressure sensor X15AD2 from SenSym and MPXV53GC7U 

from Motorola-Freescale [48], and inductive sensor with variable self inductance based 

on charging/discharging of RL circuit [55]. Also Reverter [86] performed a comparative 

analysis on power consumption in direct interface circuit for resistive and capacitive 

sensors. 

In [85], Reverter presented a review on the passive sensor direct connections, where 

the operating principles and different topologies (i.e. single, differential and bridge type) 

for direct interface to C were discussed. 

Furthermore, in [74] Peter et al. investigated on direct interfacing of analog voltage 

where the analog voltage is digitized by a PIC 16C6XX series MCU. The system 

requires two external resistors and a capacitor, along with the inbuilt comparator and 

timers of the MCU. The combination of external hardware and the firmware in the C 

emulates the function of an analog-to-digital (AD) delta-sigma converter. The method 

provides validation for a potential and viable analog voltage measurement tool. This is 

later confirmed and demonstrated by Soldera et al. [98] to implement a 10-bit first-order 
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continuous time sigma-delta AD converter in HC9S08Rx MCU family. The method was 

also manifested for PIR sensors interfaced to ST7FLITE05(09) MCU [49]. Weber and 

Windish [107] implemented a combination of isolated power supplies for AD7400 

sigma-delta modulator and MSP430 C to create a design for industrial designer 

requiring complete, isolated and robust analog-signal interface. 

Despite the success in measuring analog signal directly from sensors, there are 

certain limitations; mainly it requires an external or internal building block along with 

DIC. Another limitation is its slow operation. Bengtsson [10] addressed the first problem 

by integrating only two resistors and a capacitor, and presented a solution where the 

MCU pin connections are minimized and limited to only two digital I/O-pins. The only 

requirement of the proposed solution is that the digital I/O-pins must have Tri-state 

capability. Although it works similar to the measurement obtained using 12-bit ADC, the 

measured outputs deviate from that of an ideal one which introduces a significant level 

of nonlinearity. Despite potential benefit due to design simplicity, the research did not 

explore the use of efficient nonlinearity reduction strategy to enhance the viability of 

measurement. 

Moreover, an efficient design implementation requires profound understanding of 

inherent parameters and their estimation of uncertainty contribution (EUC) towards the 

system. Effort is being noticed over DIC based sensor response measure, where [10, 24, 

79, 80, 61, 30] explored the EUC of DIC parameters only and improve the systems 

performance up to a certain extent. Such design may not provide significant details to 

fully explore the effectiveness of the system which may lead to trivial interpretation. A 

typical DIC based system comprises of two units-sensor and signal processing. So, it is 

necessary to investigate the uncertainties associated with all possible combinations of 

parameters for an efficient design. 

1.10.4 Commercial and portable electronic nose 

Electronic nose was first commercially introduced in the market by Alpha M.O.S. 

in 1992, since then due to their ever-increasing application and new product proliferation 

have made this industry extremely dynamic. In particular, the evolution of electronic 

nose from detection of harmful gases to assessment of complex flavor or aroma has 

elevated its market demand. However, the use of cost-effective sensors, product 
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differentiation and longevity still holds a competition among commercial E-Nose 

manufacturers. Some of the commercially available E-Nose is listed in Table 1.2. 

Table 1.2 Commercially available E-Nose [104] 

Manufacturer Models Instrument type Sensor Technology used 

Airsense Analytics 

Alpha MOS 

Applied Sensor 

Chemsensing 

CogniScent Inc. 

CSIRO 

Dr. Fodisch AG 

Forschungszentrum 

Karlsruhe Gerstel GmbH Co. 

GSG Mess- und 

Analysengerate Illumina Inc. 

MicrosensorSystems Inc 

 

Osmetech Plc 

Sacmi 

Scensive Technol. 

Smiths Group plc 

Sysca AG 

Technobiochip 

i-pen, PEN2, PEN3 

FOX 2000, 3000, 4000 

Air quality module 

ChemSensing Sensor array 

ScenTrak 

Cybernose 

OMD 98, 1.10 

SAGAS 

QSC 

MOSES II 

oNose 

Hazmatcad, Fuel Sniffer, 

SAW MiniCAD mk II 

Aromascan A32S 

EOS 835, Ambiente 

Bloodhound ST214 

Cyranose 320 

Artinose 

LibraNose 2.1 

Only E-Nose technology 

MOS sensors 

MOS sensors 

MOS sensors 

Colorimetric optical 

Dye polymer sensors 

Receptor-based array 

MOS sensors 

SAW sensors 

MOS sensors 

Modular gas sensors 

Fluorescence optical 

SAW sensors 

 

Conducting polymers 

Gas sensor array 

Conducting polymers 

Carbon black-polymers 

MOS sensors 

QBM sensors 

Airsense Analytics 

Alpha MOS 

Electronic Sensor Technology 

Michrosensor Syst. 

 

Rae Systems 

 

 

RST Rostock 

GDA2 

RQ Box, Prometheus 

ZNose4200, 4300, 7100 

Hazmatcad Plus, 

CW sentry 3G 

Area RAE monitor 

IAQRAE 

 

FF2, GFDI 

Combined 

(E-Nose + others) 

MOS, EC, IMS, PID 

MOS, EC, PID, MS 

SAW, GC 

SAW, EC 

SAW, EC 

CB, O2, EC, PID 

Thermistor, EC, PID, 

CO2, humidity 

MOS, QMB, SAW 

In recent years, portable E-Nose has attracted considerable attention owing to their 

advantage of field use, ease of mobility, compact size and cost-effectiveness. Although, 

there are many reports on portable E-Nose available in literature some of the more recent 

work related to that undertaken in the thesis are discussed here. Herrero et al. in [41] 

reported a web-based portable E-Nose to discriminate twelve laboratory VOCs. The 

response pattern acquired from a remote E-Nose was transferred to a web server which 

supports data acquisition and classification. Moreover, the results stored in the server can 

be retrieved online by any user upon request. Aleixandre et. al [3] used commercially 

available MSGS-4000 microsensor array to develop a wireless E-Nose for classification 

of musts extracted from a) ripening of grapes at different degree and b) variety of grapes. 

The system uses dsPIC33FJ128GP306 microcontroller, requires two 4500 mAH batteries 

and supports the wireless transmission through IEEE ZigBee protocol. Kiani et. al [51] 

developed a portable E-Nose for discrimination of saffron into five categories namely: 
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excellent, very good, medium, and poor, by implementing multilayer neural networks 

and partial least squares in a microcontroller aided by a laptop computer. Li et. al [58] 

developed a portable E-Nose to quantify the K-value (percentage of nucleotides) of large 

yellow croaker fish for rapid quality analysis by using eight Taguchi based MOS gas 

sensors. Furthermore, researchers have also successfully demonstrated portable E-Nose 

systems for various applications like the classification of pollutants in water wirelessly 

[40], food quality assessment [108], monitoring meat freshness [59], rapid lard 

identification [57], and tuberculosis diagnosis [101], etc. 

The feasibility and effectiveness of portable E-Nose have been demonstrated on 

various real world scenarios. In contrast, the CAT based systems were mostly confined 

to laboratory use only. However, device portability has made it possible to use E-Nose as 

a field type instrument which is a prerequisite for wide acceptability. Therefore, portable 

E-Noses clearly outperform the standard CAT based E-Nose and has also paved the way 

for further research in diverse fields. 

1.11 Formulation of Research Problem and Motivation for the Present Work 

The first aspect of the work aims at development of a novel, cost effective and low 

power consuming hand-held tea aroma assessment system using MOS gas sensors. 

The second area involves research to develop a direct interfacing circuit (DIC) based 

protocol for multisensory environment. Using the DIC, an attempt is made to develop a 

modest method of pattern classification using an array of mono-type sensors and thereby 

estimation of hardware constraints limiting the classification. This study also addresses 

the nonlinearity problem prevalent in analog voltage measurement of a sensor using the 

DIC, by proposing an optimized error compensation technique. 

As mentioned earlier, the CAT-based systems are mostly laboratory type, costly and 

power consuming, so are not suitable as a field type testing gadget. One of the 

motivations for the proposed work presented in this research is essentially driven by the 

need for a hand-held tea aroma assessment system using MOS sensors. To achieve this 

goal we have conducted experiments for sensor selection and classification of different 

grades of tea sample using artificial neural network (ANN). The selected sensors were 

then used to develop a hand-held C based embedded system, where the ANN algorithm 

was coded. The proposed hand-held system has certain advantages compared to the 

previous works in terms of cost, size and power consumption. 
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In general the C based embedded systems for sensor signal processing uses an 

inbuilt or a separate ADC for signal digitization. In many situations the computational 

burden of C has to be freed of complex classification algorithm for which the ADC 

operation can be avoided using direct interfacing of the sensor signals. Moreover, it is 

observed from the literature that although direct interface methods have been 

implemented for interfacing sensor signals to controller considering the sensor as single 

source, however direct interface protocol for multi-sensor, either in mono-type or multi-

type, is still to be explored. In this work an attempt is made to develop a modest method 

of pattern classification using an array of mono-type sensors and thereby estimation of 

hardware constraints in classification. MOS gas sensors are considerably robust 

conductivity sensors which are generally used for designing E-Nose for classification of 

various gases. To validate the multi-sensor direct interface methodology, an E-Nose 

array consisting of three commercial MOS gas sensors has been chosen for direct 

interfacing of the sensors to a low cost C and thereby classify four different chemicals. 

Thus another focus of this work is to extract response pattern of the MOS gas sensors 

array via direct analog-to-controller interface method, map it suitably to concentration 

levels of gases and implement pattern recognition paradigms for gas monitoring 

applications. It is observed that the EUC in DIC based methods have been implemented 

by researchers in the past considering the sensor as a resistive or capacitive circuit. 

However, EUC has yet not been addressed covering the sensor local parameters such as 

sensor bias, input physical variables etc. In [70] multisensory DIC based resistive sensor 

array has been interfaced to FPGA system and uncertainty analysis has been conducted 

on the DIC parameters only. Keeping this in mind one of the objectives of this work is to 

implement DIC in an array of MOS gas sensors (E-Nose) for classification of gases and 

to estimate errors propagating from the input gas parameters through the DIC to the 

output responses.  

Motivated by this we attempt to estimate the uncertainty in two phases: i) parameters 

that affect the signal generated by the sensor array on exposure to various gases, and ii) 

direct-interface hardware parameters. 

The major issue in the DIC system is the significant level of nonlinearity due to 

external DIC components and the counter of the µC. In this work, we also present a 

linearized multi-sensor DIC and linearized the DIC outputs, and calibration was 
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performed using compensating model so that it behaves similarly to that of the inbuilt-

C ADC. The proposed method also evaluates the best compensating model using inter-

cross validation technique over real-time data. The merit of the proposed approach is that 

it linearizes the DIC outputs towards ideal and is more suitable for sensor applications 

with higher reliability. 

1.12 Thesis Outline 

The present work carried out has been organized into 5 chapters. 

Chapter 1 gives a brief overview on the research work and a comprehensive 

literature review. In this chapter an overview on MOS gas sensor chemometrics, working 

principle and its uses is studied. The measurement protocol of sensor based systems is 

also explained in this chapter. Further, an introduction to PIC C is presented. Literature 

review presented describes the state-of-the-art methodologies adopted by various 

research groups for tea quantification. A comprehensive review on various direct 

interface technique for sensor response measurement is also discussed. The motivation, 

objectives and the methodologies adopted in this research work is discussed briefly. 

Chapter 2 presents a CAT based E-Nose system designed and developed for sensor 

selection and classification of different grades of tea sample using artificial neural 

network (ANN). Further, this chapter describes a novel, cost effective and low power 

consuming hand-held tea aroma assessment system using the selected MOS sensors. The 

performance measures of the hand-held C based embedded system, trained for tea 

aroma assessment by the programmed ANN is explained in detail. 

Chapter 3 provides detail studies on the operating principle of direct interfacing 

circuit (DIC) and its modeling in multisensory E-Nose framework. The design and 

development of DIC based E-Nose experimental setup is presented along with results 

and discussions.  

Chapter 4 presents a potential solution to compensate the nonlinearity in DIC based 

measurement of analog voltage so as to accurately map the nADC to that of an ideal 12-

bit ADC. Various error compensation models for online error compensation using C are 

discussed in details and the best fit model is used in a multisensory environment. The 

chapter encompass a detail comparison of measured responses among three approaches- 

ADC, error compensated without ADC (C-nADC) and uncompensated without ADC (U-
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nADC). Another study presented here is the effect of uncertainty in the DIC based E-

Nose. 

Chapter 5 summarizes the thesis conclusion highlighting the major achievements, 

shortcomings and future scope of this research work. 
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