
Chapter 4

Threshold-free attribute profile

for spectral-spatial classification

of hyperspectral images

4.1 Introduction

Spectral-spatial classification of hyperspectral images is an important issue in re-

mote sensing literature. Several methods exist in the literature for this purpose. A

family of methods based on random fields and probabilistic graphs are developed in

the framework of the Markov Random Fields (MRFs) theory. These methods pro-

vide a flexible spatial information modeling in image analysis which has been ex-

tensively applied to HSI data [96]. Another family of methods are based on sparse

representation (SR). The pixelwise SR-based classification (SRC) techniques pro-

duce noisy classification maps [43]. To improve SRC, spectral and neighbouring

information are jointly used with a fixed region based model (JSRC) [43] or a shape

adaptive sparse model (SAS) [87]. To improve the SAS, a multi-scale adaptive SR

(MASR) is proposed in [80]. Another method that combines unmixing and SR

(USRC) is presented in [116]. All these SR-based methods are computationally

demanding as they analyze each individual pixel of an HSI. To overcome this limi-

tation, in [81] the HSI is segmented into superpixels and the whole superpixels are

classified using a discriminative sparse model (SBSDM). Deep convolutional neural

networks (CNN) based methods also have shown their potentiality for spectral-

spatial classification of HSI in many recent papers [44, 105, 106, 215]. A detailed

survey of recent spectral-spatial classification techniques is presented in [96].
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4.1. Introduction

An interesting yet challenging way of integrating spectral and spatial infor-

mation for HSI classification is based on mathematical morphology (MM) [14]. As

explained in Section 1.2.3, AFs with multiple threshold values can be applied on

reduced dimention of HSI to create an EAP for integrating its spectral and spatial

contents. An EAP is constructed by considering a single attribute that may not be

sufficient to capture the full spatial information. To incorporate the variety of spa-

tial information present in the images, multiple EAPs are constructed considering

different attributes (for each EAP the threshold values are sampled manually from

a wide range in small intervals) and are concatenated to form an extended multi

attribute profile (EMAP) (discussed in Section 1.2.3). Such EMAP has a large di-

mensionality with a high redundancy, which affects the HSI classification in terms

of curse of dimensionality problem [115]. In the literature this issue is addressed

by reducing the dimensionality of the constructed EMAP using feature-selection

techniques. In [183], a supervised feature-selection technique is presented to select

an optimal subset of filtered images from the constructed EMAP for HSI classifi-

cation. An unsupervised technique has been recently presented in [15] (Chapter

3 of this thesis) for the selection of the subset of filtered images. A drawback of

such kind of approaches is that the construction of very large profiles considering

a large number of threshold values may be a time consuming task.

An alternative approach to attribute profile based spectral-spatial HSI

classification is the construction of a reduced profile [79]. In this approach, an

extended reduced AP (ErAP) corresponding to an HSI is constructed, which has

lower dimensionality with similar discriminating capability as compared to EAP.

To construct such ErAP, first the dimension of the HSI is reduced and then for

each gray-scale image in the reduced domain a reduced AP (rAP) is constructed

and concatenated together. In [79], to construct the rAP for a given image its

thinning and thickening profiles are generated considering a set of manually se-

lected threshold values. Then separate differential attribute profiles (DAP) are

generated corresponding to thinning and thickening profiles. After that, for each

DAP a component hierarchy is constructed and the most homogeneous connected

component is chosen from each path of the hierarchy to construct a segmented im-

age. Finally, a rAP is constructed consisting of three images: the original image

and two segmented images (one obtained from the thickening profile and the other

one from the thinning profile). This approach avoids the curse of dimensionality

problem by constructing a smaller profile. However, a drawback of this approach

is the variation in the results due to the quality of segmented images included in

the rAP, which is dependent on the manually selected threshold values used to

generate the thickening and thinning profiles. Also the approach has the overhead
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of creating DAPs and component hierarchy.

All the aforementioned methods construct the profiles based on manu-

ally selected threshold values. In the literature, few works address the problem

of constructing attribute profiles by selecting the threshold values automatically

[90, 150, 159]. The first approach in this direction was presented in [150], where

a preliminary clustering or classification is performed on an image and the at-

tribute values obtained for different connected components of the resultant image

are included in a vector which is again clustered to obtain the final set of thresh-

old values. This approach is sensitive to the results of preliminary classification.

Cavallaro et. al. have presented an interesting method where threshold values are

identified and the profile is created in fully automatic way [36]. A drawback of

this method is that it is computationally demanding.

The attribute profile based spectral-spatial classification methods existing

in the literature, require the definition of the threshold values either manually

or automatically for generating the filtered images. Since a single filtered image

is unable to capture sufficient spatial information, multiple threshold values are

used to generate several filtered images in an attribute profile. As a result, the

construction of an attribute profile is time consuming and may result in a high

dimensionality. To the best of our knowledge, no method has been proposed in

the HSI literature that generates attribute profiles without employing threshold

values. In this chapter, a novel approach to construct attribute profiles with-

out considering threshold values is proposed. In the proposed approach, a small

number of filtered images are generated, which are able to capture the maximum

spatial information by analyzing the connected components of the considered im-

age. To this end, first a max-tree (or min-tree) of the image is created, where the

nodes of the tree represent different connected components of the image. Then,

the tree is pruned in a way such that all the leaf nodes of the pruned tree represent

significant objects of the image. In this method, first, by applying a depth first

traversal a leaf node is reached. Then a leaf attribute function (LAF) is defined

to compute the attribute value of each node in the path. After that, starting from

the leaf node, all the nodes in the path are analyzed using LAF and the first node

in the path that has a significant difference in the attribute values is automatically

recognized. Finally, all the descendant nodes of the recognized node are merged to

it for pruning. This process is repeated for all the paths obtained for the remain-

ing unvisited leaf nodes to get the final filtered tree, which is transformed back

to a gray-scale image. The advantages of the proposed filtering method are as

follows: (i) It generates the filtered images without using any threshold value; (ii)
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4.2. Proposed threshold-free attribute profile

It is fully automatic and independent on the image content; (iii) The small num-

ber of filtered images generated are able to capture sufficient spatial information;

(iv) It avoids the curse of dimensionality problem as the profile constructed has

relatively low dimension; and (v) It is computationally efficient when compared

to the conventional threshold based filtering methods.

The rest of the chapter is organized as follows. Section 4.2 presents the

proposed threshold-free attribute filter and the construction of the threshold free

attribute profile as well as the extended attribute profile. The experimental results

on four real hyperspectral data sets are illustrated and discussed in Section 4.3.

Finally, Section 4.4 concludes the paper also addressing some future developments.

4.2 Proposed threshold-free attribute profile

With an aim to construct an attribute profile for a given image without using any

threshold value and to incorporate maximum spatial information, the following

Subsections present a novel threshold-free attribute filtering approach.

4.2.1 Threshold-free attribute filter

As discussed in Section 1.2.3, the attribute filtering process has three steps namely,

max-tree construction, filtering of max-tree and restitution of filtered tree. The

primary focus of this goal of research is to develop a novel approach such that

the filtering step becomes threshold-free. Note that in this work the max-tree

(min-tree) creation and the image restitution steps are exactly the same as in the

literature techniques. In the proposed filtering method, the tree that represents the

image is traversed to a leaf node and the attribute values of the nodes in the path

are analyzed to detect the first node (in the direction from leaf towards the root)

with a significant difference in the attribute value. The detected node is marked

and all its descendant nodes are merged to it. Repeating this for the remaining leaf

nodes leads to filtering a few insignificant objects from each connected component

of the given image irrespectively of their shape and size. The traversal of the tree

should be depth first for two reasons. Firstly, it helps in keeping track of the

followed path. Secondly, it suppresses the possibility of visiting a pre-visited node

which ultimately helps in completing the filtering process in one traversal. The

filtering process considering the path to a leaf node of the max-tree is demonstrated

in Fig. 4-1. The nodes Ni on the path from the leaf to the root are in bold circles
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Figure 4-1: Steps of the proposed threshold-free attribute filtering technique
considering a path from a leaf node to the root node obtained by applying depth
first traversal.
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4.2. Proposed threshold-free attribute profile

Figure 4-2: (a) Leaf attribute functions (LAF); (b) gradient curves (GC); (c)
attribute ratio curves (ARC); and (d) maximal suitability curves (MSC) obtained
by analyzing three randomly selected paths from the max-tree. Each path is
obtained from a randomly selected leaf node to the root node of the max-tree
created by considering 1st PC of University of Pavia data set.

and their corresponding attribute values A(Ni) are shown to the left of each node.

The node Nr where the first significant change in attribute values occurred is

shown with a double concentric circle. The nodes in dotted circles are children

of the nodes in the path between the leaf N1 and the node Nr. On filtering,

these dotted nodes are also merged to Nr along with the nodes on the path. The

dashed circles represent the subtree of the nodes between Nr and the root which

must remain untouched while current filtering operation. As one can see from

the figure, the proposed filtering procedure starts with the construction of a leaf

attribute function (LAF) pooling the attribute values of the nodes on the path.

In the second step, the LAF is analyzed to construct two curves namely, gradient

curve (GC), which shows significant difference and attribute ratio curve (ARC),

which determines sudden changes in the attribute value. In the third step, the

GC and ARC are combined to construct a maximal suitability curve (MSC) from

which a node is automatically detected (Nr in our example) to prune the tree. In

the last step, the tree is pruned from the detected node and all the nodes between

N1 and NR−1 (including N1 and NR−1) along with their children (identified in

dotted circles) are merged to NR maintaining the consistency in the number and

membership of pixels. The proposed four-steps procedure is repeated for each

unvisited leaf node of the updated tree to get the final filtered tree, which is then

transformed back to a gray-scale image. The details of these four steps of the

proposed attribute filter are described below.
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Step 1 – Construction of LAF

This thesis introduces the leaf attribute function (LAF) that computes the at-

tribute values of each node on the considered path from the leaf to the root node.

The LAF can be analyzed to see the changes in attribute values from leaf towards

the root. Note that in a max-tree every leaf node has exactly one path. Given

that there are Z nodes in the path starting from the leaf node N` to the root, the

LAF for the leaf node N` is defined as:

LAFN`
(i) = A(Ni), i = 1, 2, ..., Z. (4.1)

where Ni is the ith node on the path starting from the leaf node and A(Ni) is

the attribute value of a node Ni considering all the pixels associated to it and its

descendant nodes. The LAF for a leaf node N` is constructed while traversing the

tree to the leaf node N` adopting depth first traversal. Once we reach the leaf

node, the LAF corresponding to N` is generated and is ready for analysis.

Step 2 – Construction of GC and ARC

The LAF for a leaf node can be seen as a vector containing the attribute values of

every node on the path starting from the leaf to the root. Fig. 4-2(a) shows few

LAFs for randomly selected leaf nodes of a max-tree constructed from the first PC

of the University of Pavia data set considering area as attribute. From the figure,

one can see that LAF is an increasing function and starting from the leaf node

the attribute values are increasing smoothly. After a few nodes, there is a sudden

exponential increment in the attribute values. The node which is responsible for

such sudden increment in attribute values is considered as a node for representing

the first significant object in the path. The goal of the filtering procedure is to

automatically detect such nodes for all the paths in the tree. For this purpose, the

proposed method generated two curves namely, gradient curve (GC) and attribute

ratio curve (ARC) by analyzing the LAF.

Gradient curve (GC): To detect the suitable node on the considered path that is

associated with the first significant difference in attribute values, we compute the

gradient from the leaf’s plotted position on the LAF curve (i.e., the starting point

of the curve) to each of the breakpoints on it. Please note that the breakpoints on

the LAF curve represent the corresponding attribute values for the intermediate

nodes of the considered path. Fig. 4-3 shows an LAF curve where the dotted lines
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4.2. Proposed threshold-free attribute profile

Figure 4-3: An LAF representing the attribute values in the path from a ran-
domly selected leaf node to the root. O is the starting position and R is the
position on LAF having maximum gradient from O.

help us in understanding the computation of gradient for a breakpoint from the

starting position of the curve. The gradient tan(θ) from the starting point O to a

breakpoint R can be computed as:

Gradient(OR) =
RQ

OQ
=
LAFN`

(i)− LAFN`
(1)

i− 1
(4.2)

where i is the position of a node on the path from N` to the root such that

A(Ni) = R. A GC is created by calculating the gradient for each node on the

path and is formally defined as follows:

GCN`
(i) =

{
LAFN`

(i+ 1)− LAFN`
(1)

i

}
, i = 1, 2, ..., Z − 1. (4.3)

Fig. 4-2(b) shows some gradient curves corresponding to the LAFs illus-

trated in Fig. 4-2(a). From these figures one can see that initially the gradient has

an increasing behavior by increasing the attribute value and reaches the maximum

at the node which has first significant difference in the attribute value. After that,

the LAF keeps an increasing trend whereas the gradient starts to decrease.

Attribute ratio curve (ARC): To detect the node that is associated with a

sudden change in the attribute values on the considered path, we propose to

compute the ratio between the attribute value of a node and the attribute value

of its child node on the considered path. The ARC for a path associated with the
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leaf node N` can be computed as:

ARCN`
(i) = log2

(
LAFN`

(i+ 1)

LAFN`
(i)

)
, i = 1, 2, ..., Z − 1. (4.4)

where i is the node number from the leaf to root and Z is the total number of

nodes on the considered path. Fig. 4-2(c) shows few ARCs corresponding to the

LAFs shown in Fig. 4-2(a). From these figures one can see that an ARC has a

local maximum at the node that is associated with sudden changes in attribute

values. Hence, ARC can be used to detect a node on the considered path which

is responsible for such sudden changes in attribute values.

Step 3 – Construction of MSC to detect node for tree pruning

To detect the first node (starting from the leaf node on the considered path) that

represents a significant object in the image, a maximal suitability curve (MSC)

is generated by combining GC and ARC. The MSC for the leaf node N` can be

defined as:

MSCN`
(i) = GCN`

(i) · ARCN`
(i), i = 1, 2, ..., Z − 1. (4.5)

which can be written as:

MSCN`
(i) =

(
LAFN`

(i+ 1)− LAFN`
(1)

i

)
· log2

(
LAFN`

(i+ 1)

LAFN`
(i)

)
(4.6)

From the Eq. 4.6 one can see that the MSC provides high values when both GC

and ARC have high values. Fig. 4-2(d) shows a few maximal suitability curves

corresponding to the LAFs shown in Fig. 4-2(a). In this work, the node on the

considered path that is associated with the global maxima of MSC is recognized

as the node that represents a significant object in the image.

Step 4 – Tree filtering

Once the suitable node is detected on the path, all its descendants are merged to

it for pruning. Merging means that all the pixels associated with the descendants

are assigned to the detected node. This is similar to the min strategy used for

filtering [197]. In greater detail, Fig. 4-4 demonstrates the proposed tree filtering

technique by considering the synthetic tree shown in Fig. 4-4(a). First, a path

from root node A to leaf node D (shown by the dashed line in Fig. 4-4(a)) is
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4.2. Proposed threshold-free attribute profile

Figure 4-4: A synthetic tree and the filtered trees obtained by the proposed
technique after detecting a node (represented with filled circle) from the path (b)
A to D (c) A to E and (d) A to G..

obtained for analysis by using depth first traversal. From the path, if we assume

that the node B is detected by our proposed technique for merging, then all the

descendant nodes of B will be merged to it and the obtained resultant tree is shown

in Fig. 4-4(b). Now resuming the depth first traversal from B, a path from A to

leaf node E (shown by the dashed line in Fig. 4-4(b)) is obtained for analysis. For

this path, if B is the suitable node detected by our technique, then after merging

we get the tree shown in Fig. 4-4(c). Resuming the depth first traversal from B, a

path from A to leaf node G (shown by the dashed line in Fig. 4-4(c)) is obtained

for analysis. For this path, if we assume F is the suitable node detected by the

proposed technique, then the resultant tree obtained after merging its descendants

is that presented in Fig. 4-4(d). Since at this point all the leaf nodes of the original

tree are processed, the algorithm will stop and the resultant tree is considered as

a filtered tree. The filtered tree is restituted back to a gray-scale image where

all the connected components of the given image have been filtered automatically.

The proposed filtering technique is increasing, anti extensive and non-idempotent

in nature. The steps of the proposed attribute filtering method are shown in

Algorithm 3.

4.2.2 Construction of threshold-free attribute profile

So far, we discussed a threshold-free attribute filtering technique that works on

a gray-scale image using max-tree. Such filtering of an image is called attribute

thinning operation and it filters out bright objects. If the proposed automatic

filtering procedure is applied again to the resultant max-tree obtained after the

first filtering, the next group of connected components can be filtered out from the

given image. Therefore, a set of filtered images can be generated by applying the

proposed automatic filtering procedure to the resultant filtered max-trees. Such

97



Chapter 4. Threshold-free attribute profile for spectral-spatial
classification of hyperspectral images

Algorithm 3 Proposed attribute filtering technique

Input: The gray-scale image I,
Attribute A (area, perimeter, etc.)

Output: The filtered Image I ′.

1: Create a max-tree T for image I.
2: Traverse the tree T using depth first traversal and reach the first leaf node.
3: repeat
4: Analyze the attribute values of all the nodes in the path starting from the

leaf node and define a LAF using (4.1).
5: Create a gradient curve (GC) based on LAF using (4.3).
6: Create an attribute ratio curve (ARC) based on LAF using (4.4).
7: Combine the GC and ARC to generate maximal suitability curve (MSC)

as defined in (4.5).
8: Detect the node associated to the global maximum of the MSC and merge

all its descendant nodes to it.
9: Resume the depth first traversal from the detected node towards the next

leaf node.
10: until All the leaf nodes of the tree T are visited.
11: Transform the filtered tree to the gray-scale image I ′

set of filtered images constructed using the max-tree of the given image can be

stacked together to form a thinning profile (ThP ). The ThP for a gray-scale image

I considering the proposed thinning operation can be defined as

ThP (I) =
{
γ1(I), γ2(I), ..., γT (I)

}
(4.7)

where γi(I) represents the ith threshold-free thinning operation on the image I.

γi(I) is obtained by applying the proposed automatic filtering procedure to the

resultant max-tree of γi−1(I). The proposed filtering is done using the min-tree

created for the same image to filter dark objects and is called attribute thickening

operation. Multiple filtering operations on the min-tree constructed for the given

image I will result in thickening profile (TkP ), which can be defined as

TkP (I) =
{

Φ1(I),Φ2(I), ...,ΦT (I)
}

(4.8)

where Φi(I) represents the ith threshold-free thickening operation on the image

I. Φi(I) is obtained by applying the proposed automatic filtering to the resultant

min-tree of Φi−1(I). The value T represents the number of filtering operations. An

attribute profile (AP) is a concatenation of the original image with its thickening

and thinning profiles as defined in Eq. 4.9.

AP (I) = {TkP (I), I, ThP (I)} (4.9)
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Considering a hyperspectral image H, an extended attribute profile (EAP)

is constructed by concatenating the AP constructed for each gray-scale image in a

reduced subset derived from the original channels, which can be defined as shown

in Eq. 4.10

EAP (I) = {AP (PC1), AP (PC2), ..., AP (PCl)} (4.10)

where PCi is the ith principal component (PC) extracted from the HSI in order to

reduce its dimension and l is the number of considered PCs. l can be selected on the

basis of the information content present in the first components (e.g. considering

the first few PCs that contain 99% of the total information).

4.3 Experimental results

4.3.1 Design of experiments

In order to validate the effectiveness of proposed method the experimental analysis

is carried out on the four hyperspectral data sets described in Appendix A. For each

data set, spectral-spatial profiles are created using the proposed method and the

state-of-the-art method considering five attributes namely area, perimeter, area of

bounding box (Abb), diagonal of bounding box (Dbb) and standard deviation (Std).

Among these, area, Abb and Dbb are increasing attributes, whereas perimeter and

Std are non-increasing attributes. The dimension of the hyperspectral feature

space is reduced by considering the first five principal components which preserve

almost 99% of the original HSIs information. The dimensionality of the profile

constructed by the proposed method (referred as EAPproposed hereafter) depends

on the number of times (T ) the filtering operation is performed. The experiments

are carried out with three different settings, T = 1, T = 2 and T = 3. The

dimensions of the EAPproposed for first five PCs considering T = 1, T = 2 and

T = 3 are 15, 25 and 35, respectively. The proposed method is compared to the

very recent and effective state-of-the-art method presented in [36], which creates

EAP using a set of automatically detected threshold values. For the detection

of such thresholds, the method first exploits the tree structure and generates a

large number of threshold values automatically. Then, a vector called GCF is

created that stores a measure computed corresponding to each threshold value.

The measures used in [36] are number of changed regions, number of changed pixels

and sum of gray-level values. The created GCF is approximated using regression
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and break points of the approximated curve are referred as final detected threshold

values. Finally, considering the same PCs as used by our method, the EAP is

constructed by applying the automatically detected threshold values.

The spectral-spatial profiles constructed by the state-of-the-art method

considering the number of changed regions, the number of changed pixels and the

sum of gray-level values are referred in this paper as EAPNum regions, EAPNum pixel

and EAPSum gray, respectively. For a fair comparison, these profiles are also con-

structed with the same number of features (images) as those of the EAPproposed. A

one-against-all support vector machine (SVM) classifier with radial-basis-function

(RBF) kernel is used for classification purposes. The SVM parameters are ob-

tained by performing grid search with 5-fold cross-validation. In the experiments,

ten separate pairs of the training and test sets are generated, each of which is com-

posed of a training set having 30% of the labeled samples randomly selected from

each class and a test set having the rest 70% of the samples. The classification

results are reported in terms of average overall accuracy (OA), the related stan-

dard deviation (std) and the average kappa accuracy (kappa). All the algorithms

are implemented in MATLAB (R2015a) and the SVM classifier is implemented

using the LIBSVM library [38]. However, note that any classifier can be used

for classifying the constructed attribute profiles, which are general and classifier

independent. The regression is implemented using the code available in [138].

4.3.2 Results: KSC data set

To evaluate the effectiveness of the attribute profiles constructed by the pro-

posed method (EAPproposed), the first experimental analysis is carried out on the

KSC data set (described in Section A.1). Table 4.1 reports the classification

results obtained for the EAPproposed, the EAPNum regions, the EAPNum pixel and

the EAPSum gray considering five different attributes namely area, perimeter, Abb,

Dbb and Std. From the table one can see that except Std, for the remaining

attributes the EAPproposed with 15 features provided significantly higher average

overall accuracies (OA) than those obtained by all the three profiles of the same

size constructed by the state-of-the-art method. As an example, for the area at-

tribute, among the three profiles constructed by the state-of-the-art method the

best OA (achieved by the EAPSum gray with 35 features) is 96.07%. Whereas, the

EAPproposed constructed by the proposed method with only 15 features provided

an OA of 94.99% and with 25 features it provided 96.61%. For Std attribute,

the EAPproposed provided better results than the other profiles considering 25 and
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Figure 4-5: Filtered images obtained by applying the state-of-the-art and the
proposed filtering method to the 1st principal component of the KSC data set by
considering the area of bounding box attribute. The best filtered image obtained
by the state-of-the-art method [36] considering (a) the 1st threshold, (b) the 2nd

threshold and (c) the 3rd threshold. The filtered image obtained by the proposed
method after applying (d) the 1st, (e) the 2nd and (f) the 3rd filtering operation.

35 features. One of the important advantages of the proposed method is that it

incorporates maximum spatial information in the first filtering operation, which

is confirmed by the results obtained for the EAPproposed with 15 features. The

filtered images obtained for the first PC of the KSC data set using the proposed

filtering method (applying 1st, 2nd and 3rd filtering operation) and the state-of-

the-art method (applying 1st, 2nd and 3rd threshold values detected by using the

best measure) considering area of bounding box attributes are shown in Fig. 4-5.

From the figure one can see that the state-of-the-art method was able to filter only

a few objects by considering the 1st detected threshold. Whereas, the proposed

filtering method was able to filter more objects by applying 1st filtering operation.

This added a significant background information in a single filtering operation,

which is of great importance in spectral-spatial classification problems. For visual

interpretation, the generated classification maps for the proposed and best among

state-of-the-art obtained considering 15 features are shown in Fig. 4-6. One can

observe from the figure that the maps obtained for proposed method are more

regularized. This shows that the proposed method is effective in incorporating

more spatial information in its first filtering operation.

4.3.3 Results: University of Pavia data set

To evaluate the effectiveness of EAPproposed, the second experimental analysis is

carried out on the University of Pavia data set. Table 4.2 reports the classification

results obtained for the EAPproposed, the EAPNum regions, the EAPNum pixel and the

EAPSum gray considering the five different attributes. From the table one can see

that except Std, for the remaining attributes the EAPproposed with 15 features pro-

vided significantly higher average overall accuracies (OA) than those obtained by

all the three profiles of the same size constructed by the state-of-the-art method.
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4.3. Experimental results

(a) Area state-of-the-
art

(b) Area Proposed (c) Perimeter state-of-
the-art

(d) Perimeter Pro-
posed

(e) Abb state-of-the-
art

(f) Abb Proposed (g) Dbb state-of-the-
art

(h) Dbb Proposed

(i) Std state-of-the-art (j) Std Proposed

Figure 4-6: Classification maps of the best results obtained by the State-of-the-
art and the proposed method with 15 features for the KSC data set considering
attribute Area, Perimeter, Abb, Dbb and Std.

As an example, for the area attribute, among the three profiles constructed by the

state-of-the-art method the best OA (achieved by the EAPSum gray with 35 fea-

tures) is 99.39%. Whereas, the EAPproposed constructed by the proposed method

with only 15 features provided an OA of 98.82% and with 25 features it provided

99.52%. For Std attribute, both the proposed and the state-of-the art methods

produced similar results. The results obtained for the EAPproposed with 15 fea-

tures also confirm one of the important advantages of the proposed method that

it incorporates maximum spatial information in the first filtering operation. The

filtered images obtained for the first PC of the University of Pavia data set using

the proposed filtering method (applying 1st, 2nd and 3rd filtering operation) and

the state-of-the-art method (applying 1st, 2nd and 3rd threshold values detected by

using the best measure) considering area of bounding box attributes are shown in

Fig. 4-8. From the figure one can see that the state-of-the-art method was able to

filter only a few objects by considering the 1st detected threshold. Whereas, the

proposed filtering method was able to filter more objects by applying 1st filtering
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Chapter 4. Threshold-free attribute profile for spectral-spatial
classification of hyperspectral images

(a) Area state-of-the-
art

(b) Area Proposed (c) Perimeter state-of-
the-art

(d) Perimeter Pro-
posed

(e) Abb state-of-the-
art

(f) Abb Proposed (g) Dbb state-of-the-
art

(h) Dbb Proposed

(i) Std state-of-the-art (j) Std Proposed

Figure 4-7: Classification maps of the best results obtained by the State-of-the-
art and the proposed method with 15 features for the University of Pavia data set
considering attribute Area, Perimeter, Abb, Dbb and Std.
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4.3. Experimental results

Figure 4-8: Filtered images obtained by applying the state-of-the-art and the
proposed filtering method to the 1st principal component of the University of Pavia
data set by considering the area of bounding box attribute. The best filtered image
obtained by the state-of-the-art method [36] considering (a) the 1st threshold, (b)
the 2nd threshold and (c) the 3rd threshold. The filtered image obtained by the
proposed method after applying (d) the 1st, (e) the 2nd and (f) the 3rd filtering
operation.

operation. This added a significant background information in a single filtering

operation, which is of great importance in spectral-spatial classification problems.

The Classification maps obtained for the EAPproposed and the best profile among

state-of-the-art with 15 features are demonstrated in Fig. 4-7. From the maps

one can see that those obtained for EAPproposed are more regularized than their

counterpart. This confirms the ability of the proposed method in constructing an

EAP that is low dimensional and highly informative.

4.3.4 Results: Indian Pines data set

For the Indian Pines data set, the classification results obtained by considering

different attributes are shown in Table 4.3. Also for this data set, one can see that

the EAPproposed defined by the proposed technique outperformed the EAPs defined

by the state-of-the-art method [36]. Considering all the increasing attributes and

the non-increasing attribute perimeter, the lowest OA produced by the EAPproposed

with 15 features is 94.48%. Whereas, the highest OA produced by other EAPs of

the same size is 85.87%. Moreover, from the table one can see that the EAPproposed

with 25 features provided an OA above 96%. Whereas, only a few EAPs with

35 features constructed by the state-of-the-art method were able to obtain an

OA of 96%. This confirms that the profile constructed by the proposed filtering

method can incorporate sufficient spatial information during first few filtering

operations. As a result, the proposed technique generates a smaller profile that

not only incorporates sufficient spatial information but also avoids the curse of

dimensionality problem and reduces the profile construction time. The filtered
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4.3. Experimental results

Figure 4-9: Filtered images obtained by applying the state-of-the-art and the
proposed filtering method to the 1st principal component of the Indian Pines data
set by considering the area of bounding box attribute. The best filtered image
obtained by the state-of-the-art method [36] considering (a) the 1st threshold, (b)
the 2nd threshold and (c) the 3rd threshold. The filtered image obtained by the
proposed method after applying (d) the 1st, (e) the 2nd and (f) the 3rd filtering
operation.

images obtained considering area of bounding box as attribute for best among

state-of-the-art and for the proposed method are shown in Fig. 4-9. The obtained

filtered image shows that the proposed method is able to filter nicely in its first

filtering operation. This is of great importance in integrating spectral and spatial

information. The classification maps obtained for the Indian Pines data set are

shown in Fig. 4-10. The classification maps obtained for the proposed method

is more regularized than the other. This also confirms the effectiveness of the

proposed method in integrating spectral and spatial information.

4.3.5 Results:University of Houston data set

The classification results obtained by considering different profiles for the Univer-

sity of Houston data set are reported in Table 4.4. Similarly to the previous results,

also for this data set the EAPproposed outperformed the EAPs constructed by the

state-of-the-art method. Among all the considered increasing attributes and the

non-increasing attribute perimeter, the OA produced by the EAPproposed with 15

features is above 94%. Whereas, the best EAP (EAPNum pixel) constructed by

the state-of-the-art method could achieve a maximum of only 91.37% (considering

the attribute area). This shows that the proposed technique exploits spatial in-

formation in much better way compared to the existing method. Moreover, from

the table one can see that for the profiles created by the state-of-the-art method,

the difference between the OA values obtained by the profiles of 15 and 25 fea-

tures is more visible. Whereas, in case of the EAPproposed this difference is less

relevant. This confirms that the proposed method is able to incorporate more

spatial information during the first filtering operation. The filtered images ob-

tained for University of Houston is shown in Fig. 4-11. The images demonstrate
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4.3. Experimental results

(a) Area state-of-the-
art

(b) Area Proposed (c) Perimeter state-of-
the-art

(d) Perimeter Pro-
posed

(e) Abb state-of-the-
art

(f) Abb Proposed (g) Dbb state-of-the-
art

(h) Dbb Proposed

(i) Std state-of-the-art (j) Std Proposed

Figure 4-10: Classification maps of the best results obtained by the State-of-
the-art and the proposed method with 15 features for the Indian Pines data set
considering attribute Area, Perimeter, Abb, Dbb and Std.

that the proposed method is able to filter more objects than the state-of-the-art

in its first filtering operation. This also confirms its ability to incorporate spatial

information. The classification maps shown in Fig. 4-12 also confirms the ability

of proposed method in incorporating more spatial information in its first filtering

operation. Thus, the proposed method is of high potentiality in constructing an

informative low dimensional spectral-spatial profile for classification of an HSI.
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Table 4.4: Classification results obtained for profiles constructed by the proposed and the state-of-the-art methods considering five
different attributes (University of Houston). The best values are highlighted in bold face

EAPNum regions EAPNum pixel EAPSum gray EAPproposed
#features 15 25 35 15 25 35 15 25 35 15 25 35

Area
OA 86.576 88.734 91.544 91.368 96.924 97.568 90.329 95.353 96.825 95.684 96.970 97.793

kappa 0.8548 0.8782 0.9086 0.9067 0.9667 0.9737 0.8954 0.9498 0.9657 0.9533 0.9672 0.9761
std 0.2963 0.3396 0.1882 0.2066 0.1874 0.1863 0.2029 0.2703 0.2830 0.1742 0.1495 0.1884

Perimeter
OA 86.837 88.799 91.344 89.983 93.629 96.743 89.235 93.205 96.621 94.582 95.993 97.169

kappa 0.8576 0.8789 0.9064 0.8917 0.9311 0.9648 0.8836 0.9265 0.9635 0.9414 0.9567 0.9694
std 0.1580 0.2299 0.4229 0.1410 0.2501 0.1708 0.3684 0.2472 0.1681 0.1692 0.1821 0.1566

Abb
OA 86.404 88.528 90.780 89.495 93.646 97.230 88.863 93.378 97.451 95.163 96.951 97.838

kappa 0.8529 0.8759 0.9003 0.8864 0.9313 0.9701 0.8796 0.9284 0.9724 0.9477 0.9670 0.9766
std 0.3673 0.2907 0.2003 0.2287 0.2802 0.2131 0.2282 0.1740 0.2108 0.3042 0.1439 0.1511

Dbb
OA 86.409 88.563 90.932 89.426 93.679 97.356 88.231 91.485 96.461 94.103 97.140 97.742

kappa 0.8530 0.8763 0.9019 0.8857 0.9316 0.9714 0.8727 0.9079 0.9617 0.9362 0.9691 0.9756
std 0.3811 0.1815 0.2598 0.3018 0.3395 0.1580 0.1837 0.2106 0.2470 0.1676 0.1905 0.1990

Std
OA 86.409 91.288 94.891 91.990 95.056 95.854 87.413 93.256 95.530 88.233 93.507 95.451

kappa 0.8530 0.9058 0.9447 0.9134 0.9465 0.9551 0.8638 0.9270 0.9517 0.8727 0.9298 0.9508
std 0.3811 0.2117 0.3947 0.2270 0.2271 0.2672 0.2569 0.1581 0.2047 0.3094 0.2333 0.1480

Table 4.5: Overall accuracy (OA), average classwise-accuracy (AA) and kappa coefficient (kappa) provided by the proposed and several
recent state-of-the-art spectral-spatial classification methods using standard training and test sets. (University of Houston data set)

Proposed Technique Different Spectral-Spatial Techniques
Area Perimeter Abb Dbb Std EMEP USRC SRC JSRC MASR SBSDM SAS CNN

OA 82.52 82.91 82.93 82.80 82.95 80.83 70.49 73.37 76.35 77.04 75.66 75.72 82.75
AA 85.43 85.33 85.30 85.23 85.38 83.64 77.25 78.35 78.35 79.74 78.26 78.08 84.04

kappa 0.8105 0.8149 0.8150 0.8136 0.8152 0.7920 0.6802 0.7128 0.7446 0.7520 0.7371 0.7376 0.8061
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4.3. Experimental results

From the above experiment one can see that the proposed filtering tech-

nique is effective for all the considered increasing attributes and also for the non-

increasing attribute perimeter, which is close to the increasing behavior, whereas

for the non-increasing attribute Std it produced similar results as the literature

technique. Since Std is purely non-increasing in nature, starting from leaf to root

node the LAF corresponding to a path will not be increasing and there may exist

high fluctuations on the LAF. As a result, the generated MSC contains multiple

local maxima. In this situation selecting the node that is associated with a global

maximum in MSC may not be the best one for pruning. This is the reason for

which the proposed technique produced lower accuracies for the Std attribute as

compared to the other considered attributes. Nonetheless, it still provided similar

results as those produced by the considered state-of-the-art method.

To further assess the effectiveness of the proposed method, the classifica-

tion results obtained by using the proposed profiles (EAPproposed) with 35 features

are also compared to some recent spectral-spatial classification techniques such as

EMEP, UNMIXING + SRC (referred as USRC), SRC, JSRC, MASR, SBSDM,

SAS and CNN presented in [96]. The experiment is conducted on the CASI Uni-

versity of Houston data set considering the standard training and test set made

available by the IEEE GRSS data fusion committee 2013. For this experiment,

exactly the same experimental settings as used in [96], including the use of the

random forest classifier with 200 trees, are considered for classification of the con-

structed EAPproposed. The classification results reported in Table 4.5 show that the

proposed technique outperforms many of the spectral-spatial classification tech-

niques presented in [96]. This again shows the potentiality of proposed method

for spectral-spatial classification of HSIs.

Furthermore, another experiment is carried out to compare the proposed

method with the method proposed in section 3 (refered hereafter as EMAP-FS). In

this experiment an extended multiattribute profile (EMAP) is constructed having

275 dimension and on this profile, the method EMAP-FS is applied to select same

number of features as is the dimension of profiles created in proposed method (i.e.,

15, 25 and 35). Then they are classified using same experimental setting as that of

proposed. This is done for all the datasets and the results are reported in Table 4.6.

From the table one can see that the proposed method has significant improvement

from the EMAP-FS for lower dimension (i.e., 15). For higher dimension both

the methods exhibit similar behavior. This is because the proposed method is

able to incorporate maximum spatial information in its first filtering operation.

Therefore the proposed method is quite effective for constructing low dimensional
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Figure 4-11: Filtered images obtained by applying the state-of-the-art and the
proposed filtering method to the 1st principal component of the University of
Houston data set by considering the area of bounding box attribute. The best
filtered image obtained by the state-of-the-art method [36] considering (a) the 1st

threshold, (b) the 2nd threshold and (c) the 3rd threshold. The filtered image
obtained by the proposed method after applying (d) the 1st, (e) the 2nd and (f)
the 3rd filtering operation.
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4.3. Experimental results

(a) Area state-of-the-art (b) Area Proposed

(c) Perimeter state-of-the-art (d) Perimeter Proposed

(e) Abb state-of-the-art (f) Abb Proposed

(g) Dbb state-of-the-art (h) Dbb Proposed

(i) Std state-of-the-art (j) Std Proposed

Figure 4-12: Classification maps of the best results obtained by the State-of-
the-art and the proposed method with 15 features for the University of Houston
data set considering attribute Area, Perimeter, Abb, Dbb and Std.

profile. However, for large dimensional profiles both the methods remain equally

effective.

4.3.6 Results: computational time

In order to assess the effectiveness of the proposed technique in terms of compu-

tational time, Table 4.7 reports the times (in seconds) required by the proposed

and the state-of-the-art method presented in [36] for the construction of different

profiles having 35 features. Both the algorithms are implemented in MATLAB

(R2015a) and tested on a workstation with Intel(R) Xeon(R) processor having

3.60 GHz processing power and 16 GB RAM. The time required for generating

profiles EAPNum regions, EAPNum pixel, EAPSum gray and EAPproposed is denoted

as TNR, TNP , TSG and Tprpsd, respectively. From the table one can see that the

proposed method can generate filtered images in an at least 50 times faster time

than the state-of-the-art method. Moreover, for the Std attribute the proposed

technique is extremely efficient in terms of computational time. Compared to the

113



Chapter 4. Threshold-free attribute profile for spectral-spatial
classification of hyperspectral images

Table 4.6: Camparision of proposed method with EMAP-FS (the method proposed
in Section 3).

EMAP-FS Prposed
Dataset 15 25 35 15 25 35

KSC
OA 89.816 97.113 97.708 94.999 96.619 97.250
kappa 0.8864 0.9678 0.9745 0.9443 0.9623 0.9694
Std 0.5962 0.3102 0.2812 0.4454 0.3845 0.2205

University
of Pavia

OA 96.079 98.291 98.776 98.818 99.519 99.632
kappa 0.9479 0.9773 0.9838 0.9843 0.9936 0.9951
Std 0.0824 0.0571 0.0846 0.0561 0.0408 0.0441

Indian Pines
OA 92.936 93.162 93.335 95.399 96.431 96.731
kappa 0.9194 0.9219 0.9240 0.9475 0.9593 0.9627
Std 0.2566 0.4163 0.4119 0.2871 0.2576 0.2783

University
of Houston

OA 91.371 97.350 97.350 95.684 96.970 97.793
kappa 0.9067 0.9713 0.9713 0.9533 0.9672 0.7961
Std 0.2100 0.2016 0.2016 0.1742 0.1495 0.1884

proposed technique, the technique presented in [36] requires more time because:

(i) it creates GCF by evaluating a measure corresponding to a large number of

possible threshold values; and (ii) it uses regression for approximating the GCF

which requires a significant amount of time that is sensitive to the number of

initial thresholds identified from the tree. On the other hand, the proposed filter-

ing method has no such burden for threshold detection and the tree is filtered by

applying only one depth first traversal.

4.4 Conclusion

Attribute profiles for spectral-spatial classification existing in the literature detect

threshold values either manually or automatically for generating the filtered im-

ages. Usually, since a single filtered image is unable to capture sufficient spatial

information, multiple threshold values are used and several filtered images are

generated. As a result, the construction of an attribute profile is time consum-

ing and may result in a large number of features. To the best of our knowledge

no method exists in the HSI literature that generate attribute profiles without

employing threshold values. This chapter has proposed a novel approach that

generates the filtered images for constructing attribute profiles without using the

threshold values. The proposed filtering approach creates a tree to process con-

nected components of the image and the insignificant objects are merged to their

background objects. To this end, the path from the root to a leaf node is ob-

tained using depth first traversal and a leaf attribute function (LAF) is defined to
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Table 4.7: Computational time in seconds required for constructing spectral-
spatial profiles of size 35 using the state-of-the-art method and the proposed
method

Data set Attribute TNR TNP TSG Tprpsd

KSC

Area 3782 3893 3834 87
Perimeter 2936 2958 2943 87

Abb 2590 2655 2657 94
Dbb 3148 2652 3218 98
Std 597565 607517 587365 474

University
of Pavia

Area 3979 4148 4156 65
Perimeter 2508 2490 2488 70

Abb 3054 3143 3154 79
Dbb 3636 3686 3646 80
Std 795807 802349 816577 132

Indian
Pines

Area 874 869 854 6
Perimeter 519 521 528 6

Abb 320 317 318 6
Dbb 384 377 393 6
Std 30859 31349 31442 44

University
of Houston

Area 8068 8258 8253 368
Perimeter 4240 4321 4316 339

Abb 6282 6171 6175 371
Dbb 7525 6181 7632 330
Std 1097565 1007517 1087365 631

compute the attribute values of each node on the path. Then a novel criterion is

defined to automatically detect the node on the path where the attribute values

have first significant difference compared to its descendant nodes. Finally, all the

descendants of the detected node are merged to it. The process is repeated for

each path corresponding to the unvisited leaf nodes of the tree to generate the

final filtered tree, which is transformed back to a filtered image. The proposed

filtering method is repeated to generate multiple filtered images for constructing

the attribute profiles.

In order to show the effectiveness of the proposed technique, the spectral-

spatial profiles constructed by the proposed and a state-of-the-art method are

compared on four real hyperspectral images using five different attributes. The

comparison showed that the proposed method has several advantages: (i) It gener-

ates filtered images without using any threshold value; (ii) It is fully automatic and

independent on the image content; (iii) A small number of filtered images gener-

ated by this method are capable to capture a large amount of spatial information;

(iv) It is more robust to handle curse of dimensionality problem; and (v) It gen-

erate the profiles in much faster way. Moreover, the proposed technique produces
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better classification results than the different recent spectral-spatial classification

techniques presented in the literature [96].
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