
Chapter 1

Introduction

The past decade has seen an explosive growth in the amount of biological data

being stored in databases. However, this data is essentially useless until analysed.

Bioinformatics is a cross-disciplinary field that emerged in the 1960s, pioneered

by Margaret O. Dayhoff, Walter M. Fitch, Russell F. Doolittle and others, that

is focused on managing and interpreting this data. This field combines aspects

of biology, computer science and statistics. Research in bioinformatics focuses

on interpreting, processing, analyzing and developing algorithms that can make

predictions based on biological data such as microarray/RNA-seq data and draw

biologically and clinically meaningful conclusions. Data mining has become a

popular solution to this problem, as it uses efficient and reliable computational

and mathematical techniques. This has led to improvements in critical disease

diagnostics, biomarker identification and medicine discoveries.

1.1 Central Dogma of Molecular Biology

A cell is the basic unit of life. Cells are highly organized and complex struc-

tures made up of smaller components, including DNA, proteins, carbohydrates,

and lipids. DNA, or deoxyribonucleic acid, is the genetic material that carries

the instructions needed for the cell to function properly. It is composed of two

strands of nucleotides twisted into a double helix. Each strand is composed of four

nucleotides i.e., adenine (A), thymine (T), guanine (G), and cytosine (C) which

are the building blocks of DNA as presented in Figure 1-1. DNA is the funda-

mental building block of genes. Gene is a sequence of nucleotides that contains

the instructions for the development of a particular organism. Each gene consists

1



Chapter 1. Introduction

Figure 1-1: Structures of DNA and RNA (Credit: Technology Networks,
https://www.technologynetworks.com/genomics/lists/, accessed on 21/07/2023)

of two parts: the coding region, which contains the information for a particular

protein, and the non-coding region, which is the regulatory region that controls

the expression of the gene. Genes are present in all cells and control the traits

of various characteristics in an organism. These traits can be related to either

diseases or regular growth. The process of how genes influence characteristics is

known as the Central Dogma shown in Figure 1-2. The Central Dogma of Molecu-

lar Biology explains how genetic information is passed from one generation to the

next, how it is expressed and regulated, and how different proteins are created. It

begins with the process of DNA replication, in which the double-stranded DNA

is unwound and each single strand acts as a template for a new double-stranded

DNA. This new DNA is identical to the original. The next step is transcription, in

which the sequence of DNA is copied into a complementary RNA molecule, using

the enzyme RNA polymerase. This process is known as transcription. The RNA

produced by this process is known as messenger RNA (mRNA). The mRNA is

then translated into a protein molecule by the process of translation. During this

process, the mRNA molecule is read codon by codon, and each codon is trans-

lated into an amino acid. These amino acids are then linked together to form

a protein molecule. Finally, the newly formed protein molecule carries out the

cellular activity that corresponds to the genetic code. This process is known as

gene expression.
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Figure 1-2: Central Dogma

1.2 Gene Expression Data (GED)

Gene expression is the process by which genetic information is used to synthesize

proteins and other gene products. Measuring gene expression entails analyzing

the amount of gene products (i.e. proteins, mRNA, etc) present in a sample.

There are a variety of techniques used to measure gene expression, including DNA

microarray or sequencing technologies such as bulk RNA-sequencing (RNA-seq)

and Single-cell RNA-seq (scRNA-seq). The data generated from DNA microarrays

or sequencing technologies is called as gene expression data. Gene expression data

is typically represented as a table as shown in Figure 1-3, with each row being a

gene and each column being a sample or cell.

Figure 1-3: An example of Gene Expression Dataset
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1.2.1 DNA Microarray Data

Microarrays are a type of DNA chip technology measures the expression levels of

thousands of genes simultaneously [1]. Microarrays use DNA probes attached to a

surface to detect the presence and quantity of specific RNA molecules. Microarrays

generate data in the form of two-dimensional grids, or ”spots”, which represent

the expression levels of each gene. Each spot contains information about the

expression level of a particular gene. The intensity of the spot is proportional to

the amount of gene expression. The spots can be labeled with fluorescent dyes

or with radioactive isotopes, depending on the type of microarray used. The

spots are arranged in an array, with the rows representing different genes and the

columns representing different samples. The data generated by the microarray

is usually presented as a heatmap, which highlights the relative expression levels

of the different genes. Microarray data (figure 1-4) can be used to compare gene

expression levels between different conditions or treatments, and can be used to

identify genes involved in particular biological processes, disease, discover potential

drug targets, and develop diagnostic tests.

Figure 1-4: Screenshot of a micoarray dataset
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1.2.2 RNA sequencing (RNA-seq) Data

RNA-seq technology is used to quantify the expression levels of all genes in a

sample of tissue. It is similar to microarray analysis, but instead of measuring the

presence and amount of specific DNA probes, RNA-seq measures the presence of

amount of all RNA molecules in the sample. RNA-seq is based on next-generation

sequencing (NGS) technology, which uses high-throughput sequencing to deter-

mine the order of the nucleotides in a given RNA molecule [2]. It determines

the exact sequence of nucleotides (A, C, G, and U) in a given RNA molecule.

RNA-seq data is used in a wide range of applications, including the study of gene

expression, the identification of novel transcripts, the detection of gene regulation,

and the study of post-transcriptional processing. RNA-seq can also be used to de-

tect mutations and to provide insight into the regulation of gene expression. One

common approach to analyzing RNA-seq data is by creating a count matrix that

represents the gene counts per sample (figure 2-4) . This matrix is then analyzed

using count-based models, which are often constructed based on the negative bi-

nomial distribution. The data can also include additional information such as the

type of tissue or cell the sample was taken from, the age of the sample, and the

environment in which the sample was taken. This additional information helps to

understand the gene expression levels better in the sample. Count data can be

used to identify differentially expressed genes and pathways, as well as to identify

changes in gene expression over time. Count data can also be used to quantify

gene expression levels, allowing the identification of potential biomarkers and the

development of therapeutics. Count data can also be used to compare expression

levels between different tissue types or developmental stages. Count data is an

invaluable tool in the study of gene expression and can provide valuable insights

into gene regulation and disease.

1.2.3 Single-cell RNA sequencing (scRNA-seq) Data

scRNA-seq technology allows researchers to measure the expression levels of all

genes in a single cell instead of an entire population [3]. Unlike other RNA-seq

techniques, scRNA-seq does not require the sample to be homogenized, so it can

be used to analyze the gene expression profiles of individual cells (Figure 1-6).

scRNA-seq technique generated count data (figure 1-7) can be represented as a

matrix, where rows correspond to genes and columns represent individual cells.

The elements of the matrix indicate the expression levels of genes in each cell. This

high-throughput technique allows researchers to detect and analyze rare cell types,
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Figure 1-5: Screenshot of a RNA-seq count data

gene expression variations between cell types, and the heterogeneity of complex

tissues and measure alterations in gene expression over time or in response to an

environmental stimulus. scRNA-seq is more expensive and time-consuming than

traditional RNA-seq, but provides a much more detailed view of gene expression

in individual cells.

Figure 1-6: In different types of cells within the same tissue, a gene can be
expressed at different levels and regulated by different control mechanisms.
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Figure 1-7: Screenshot of a scRNA-seq count data

1.3 Gene Expression Data Analysis

The amount of messenger RNA (mRNA) produced by a gene in a particular sit-

uation is represented by its expression profile. With the advent of newer tran-

scriptomic technologies, it has become possible to measure the gene expressions

inside millions of cells in a single experiment. A biologist generates the biological

data whereas a computational expert has the job of mining the information hid-

den inside the high dimensional biological data using efficient algorithms. Gene

expression data such as DNA microarray, RNA-seq, and scRNA-seq are high di-

mensional. Data analysis in biological research is performed in a systematic way

and the validation of the final findings is an absolute necessity. Gene expression

data analysis is a systematic approach to understand the functions and interac-

tions among genes. Datasets have different characteristics and the type of dataset

determines which tools and techniques can be used to process and analyze the

data.

Gene expression data is used to study gene expression levels in various or-

ganisms, including humans, animals, plants, and bacteria. It is also used to study

the effects of gene expression on phenotypes, diseases, and other traits of interest.

The data is used in a variety of fields, including bioinformatics, genetics, and ge-

nomics. Gene expression data can provide valuable insight into the functioning of

a gene. For example, it can reveal whether a gene is upregulated or downregulated

in response to a particular stimulus. It can also indicate the level of expression

of a particular gene in a given cell type or tissue. Furthermore, it can be used
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to compare the expression of a gene in two different samples, such as normal and

cancerous tissues. It can also be used to make predictions about gene function

and to identify potential therapeutic targets.

Extracting a set of modules (i.e., groups of closely associated genes) with

high biological significance from a biological (co-expression or regulatory) network

supports identication of interesting behavior of a set of participating driver or

causal genes across the states of a disease. Identifying causal or driver genes or

interesting biomarkers for a given disease across conditions with high precision is

the initial step in isolating genetic causes of diseases. To identify such biomarkers,

the process exploits co-expression, diferential co-expression, or diferential gene

expression analysis approach that uses statistical, data mining or machine learning

techniques to analyze gene expression data [4].

1.4 Data Mining

Machine learning is a type of data analysis that uses algorithms to identify patterns

in data sets and make predictions or decisions based on the data. Data Mining,

a crucial part of Machine Learning, is the process of exploring large datasets to

discover patterns, trends, and correlations that may be used to make predictions

or decisions [5]. It involves the use of sophisticated algorithms and software to

analyze large datasets to identify patterns, find relationships, and uncover trends.

Supervised learning and unsupervised learning are two main categories of ma-

chine learning techniques, and they differ in their approach to handling labeled

or unlabeled data. In supervised learning, the algorithm is trained on a labeled

dataset, where each input is paired with the corresponding correct output. The

goal is to learn a mapping from inputs to outputs. Unsupervised learning is a

type of machine learning where the algorithm is presented with data that has no

predefined labels or target outputs. The goal is to discover patterns, structures, or

relationships within the data without explicit guidance on what to look for. Un-

supervised learning is particularly useful for exploratory analysis and uncovering

hidden insights. Clustering is one type of unsupervised learning techniques. Data

mining algorithms are used to identify patterns in data that may be too complex

or too large for humans to identify. These algorithms can be used to classify data,

cluster data, and detect anomalies. Data mining is an important tool in bioinfor-

matics and has been used to uncover new knowledge and insights into biological

systems. With the increasing volume of biological data, the relevance of data

mining techniques has also been increasing simultaneously. Data mining tasks are
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the specific objectives or goals that a data mining process aims to achieve. These

tasks define what the analyst or data scientist intends to discover or extract from

the data. Data mining tasks can broadly be categorized into predictive and de-

scriptive tasks [6]. Data mining techniques, on the other hand, are the methods

or algorithms used to perform these tasks. These techniques are the tools that

enable the extraction of valuable patterns, insights, or knowledge from the data.

1.4.1 Predictive Data Mining Tasks

Predictive data mining tasks involve forecasting future trends or outcomes based

on historical data. Algorithms analyze past observations to make predictions

about unknown future events. Examples include predicting stock prices, customer

churn, or medical diagnoses. Examples of data mining techniques used in predic-

tive task include:

Classification: In classification tasks, data mining algorithms assign prede-

fined labels or categories to new data based on the characteristics of previously

labeled data. Classification is used to predict the class label of objects for which

the the class label is unknown. This is useful for tasks such as spam email de-

tection, sentiment analysis, disease detection, or disease diagnosis. Classification

analysis uses popular methods such as Decision Trees (e.g., C4.5, CART), Ran-

dom Forest, Support Vector Machines (SVM), k-Nearest Neighbors (k-NN), and

Naive Bayes.

Regression: Regression tasks involve predicting a continuous numerical value

based on input variables. Algorithms build models to estimate relationships be-

tween variables and make predictions. Examples include predicting house prices

based on features like location and size or forecasting sales revenue based on mar-

keting expenditure. Linear Regression, polynomial regression, Ridge regression,

and Lasso Regression are some popular methods under regression analysis.

1.4.2 Descriptive Data Mining Tasks

Descriptive data mining tasks focus on summarizing and understanding the char-

acteristics and patterns present in the data. These tasks aim to provide insights

into the underlying structure of the data without making predictions about future

outcomes. Examples of data mining techniques used in descriptive task include:
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Clustering: Clustering tasks involve grouping similar data points together

based on their attributes or features. This helps identify natural groupings or clus-

ters within the data, revealing patterns or relationships that may not be apparent

initially. The formation of clusters ensures that objects or data points within the

same cluster exhibit high similarity to each other but are notably dissimilar to

objects in other clusters. Each cluster can be interpreted as a distinct class of

objects, from which rules can be derived. Clustering methods include K-Means,

hierarchical clustering, DBSCAN, Gaussian Mixture Model, Agglomerative Clus-

tering. Examples: disease biomarker discovery, social network analysis, traffic flow

analysis etc.

Association rule mining: Association mining tasks discover relationships

and associations between variables in large datasets. These tasks identify frequent

patterns, co-occurrences, or correlations among variables, which can be used for

market basket analysis, recommendation systems, or cross-selling strategies. Al-

gorithms for association mining include Apriori and FP-Growth (Frequent Pattern

Growth).

Outlier analysis: Outlier analysis, also known as anomaly detection, is a

data mining technique that focuses on identifying data points or instances that

deviate significantly from the general pattern or behavior of the dataset. Outliers

are observations that are rare, unusual, or different from the majority of the data.

The goal of outlier analysis is to recognize these exceptional cases, which could

represent errors, anomalies, or valuable insights depending on the context of the

data. Example: Credit card fraud detection. Isolation Forest, One-Class SVM,

and Local Outlier Factor (LOF) are some examples of outlier analysis methods.

1.5 Motivation

Interesting biomarker identification for a given disease is a challenging task. Gen-

erally, differential and (differential) co-expression analysis of gene expression data

are commonly used to find interesting biomarker(s). Integration of multiple data

sources or methods during such analysis increases accuracy and robustness of

the results. There are many tools available for differential and (differential) co-

expression analysis of GED. But, they have many limitations and handling of these

limitations is important before potential biomarker(s) identification. From our

study, we observe that although the researchers have been able to identify biomark-

ers for some diseases, some diseases still need serious attention for biomarker(s)
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identification. These problems motivate to develop effective differential and (dif-

ferential) co-expression analysis for effective interesting genes finding. Generally,

all genes present in a dataset are not interesting. An optimal group(s) of genes

play key roles in disease developmental stages or progression or tissue types differ-

entiation. Have all the data mining techniques for gene expression data analysis

reported so far, been able to extract interesting novel and crucial genes that can

be used as disease biomarkers? In our opinion the answer is no and this has

motivated us to carry out our present study.

1.6 Research Objectives

The objective of my Ph.D. work is to analyze gene expression data to identify

potential biomarker(s) and to evaluate the analysis results using ground truth

knowledge and gold standards available with the external resources. In order to

achieve this objective, the following steps have been carried out.

• The first objective is to study the performance of existing biclustering meth-

ods over a number of microarray datasets for ESCC disease and observe the

variations in the performance obtained. Moreover, most of the bicluster-

ing techniques are limited to finding biclusters but it is important to per-

form gene-based analysis to identify relationships and potential biomarkers

among genes to establish the association with disease in progression. Hence,

it is aimed to develop a biclustering approach to support identification of

interesting biomarkers for a disease dataset. It was expected that this multi-

objective study will enable us to identify several interesting biomarkers for

ESCC dataset.

• It has been found that Esophageal Squoumous Cell Carcinoma (ESCC) dis-

ease has not been clearly understood using only microarray data. So, next

objective is to find interesting and novel disease biomarker(s) using DE anal-

yses on RNA-seq datasets for ESCC disease.

• The experiments carried out with a single source of data often have been

found biased. It can be believed that a use of a combination of multiple

sources of data will give unbiased results. Next objective is to develop an

integrated framework to support handling of multiple sources of data to iden-

tify DE genes towards finding of potential gene biomarkers for microarray

as well as RNA-seq datasets for ESCC disease.
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• Development of a measure which can identify positive and negative shifting,

scaling and shifting-and-scaling patterns at the same time is my next ob-

jective. It was also aimed to find important and enriched genes using the

proposed measure to extract biollogically significant network modules.

• In recent gene expression data analysis research, an attention has been in-

creased by scRNA-seq data due to its information rich contents. So, it is

aimed to explore identifying potential biomarkers for scRNA-seq data of

ESCC disease using an integrative method.

1.7 Research Contributions

To address issues associated with different problems in gene expression analysis

mentioned above, a number of solutions have been introduced which are described,

next.

1.7.1 Biclustering-based Biomarker Identification in

ESCC Microarray Data

A potential biomarker identification method called PD BiBIM has been developed.

The method is based on biclustering approaches and uses microarray datasets of

esophageal squamous cell carcinoma (ESCC) disease to extract insights relevant

to ESCC. Here, several biclustering techniques have been considered and accepted

those techniques which are found effective from enrichment perspective for subse-

quent analysis. Based on biclustering results, gene networks have been constructed

and carried out a topological, pathway and causal analysis on the modules ex-

tracted from the networks. This method identifies several potential biomarkers

for esophageal squamous cell carcinoma (ESCC) such as IFNGR1, CLIC1, CDK4,

and COPS5, after applying a ranking scheme.

1.7.2 Identifying Crucial Genes in ESCC GED using Dif-

ferential Expression Analysis

In this method an attempt has been made to identify a set of crucial genes for

Esophageal Squamous Cell Carcinoma (ESCC) using Differential Expression anal-

ysis followed by gene enrichment analysis. To validate the method, RNA-seq
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datasets are used. Initially, a subset of up-regulated and down-regulated genes

are identified based on adjusted P-value and log-fold change value. Then, co-

expression networks and PPI networks are constructed on selected genes to inves-

tigate the interactions and associations among these genes. Finally, enrichment

analysis is performed to filter out the most crucial subset of genes which are also

established to have strong association with the ESCC. Three genes, namely TNC,

COL1A1, and FN1 are found most closely relevant to ESCC.

1.7.3 Identifying Crucial Genes in Esophageal Squamous

Cell Carcinoma using an Ensemble Approach

This method has been introduced to remove the biasness of resulting DEGs given

by a DEG tool towards the identification of critical genes for ESCC. It is a con-

sensus function on which user can rely on the output generated by differential

expression analysis methods applied on multiple sources of data. Both microar-

rays and RNA-seq data are used in the analysis. Initially, independent downstream

analysis on each type of data using six differentially expressed gene identification

tools followed by an integrative analysis supported by an effective consensus func-

tion is conducted to identify an unbiased set of differently expressed genes. Next,

differential co-expression analysis is performed and identified a set of low preserved

modules. Finally, hub genes are identified from the selected low preserved modules

and validated both topologically and biologically. A set of hub genes are identified

such as SOX11, COL27A1, TOP3A, BAG6, CDC6, EZH2, COL7A1, G6PD, and

AKR1C2 which have been established to be critical for ESCC.

1.7.4 An Advanced Measure for Co-expression Network

Analysis

A novel similarity measure called SNMRS has been developed based on existing

NMRS measure [7]. SNMRS yields correlation values in the range of 0 to +1 cor-

responding to negative and positive dependency. To study the performance of our

measure, internal validation of extracted clusters resulted from different methods

is carried-out. Based on the performance, hierarchical clustering has been chosen

and applied the same using the corresponding dissimilarity (distance) values of

SNMRS scores, and utilized a dynamic tree cut method for extracting the dense

modules. Modules are validated through literature search, KEGG pathway, and

gene-ontology analyses on the genes representing the modules. Our measure can
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handle all types of correlations and provides a better performance than several

other measures in terms of cluster-validity indices. Also, SNMRS based mod-

ule detection method have been found to extracts more biologically relevant and

interesting patterns from gene microarray and RNA-seq data.

1.7.5 Identification of Potential Prognostic Biomarkers for

ESCC using Single-cell RNA Sequencing Data Anal-

ysis

This chapter analyses the difference between parental cells and cells that acquired

radioresistance using scRNA-seq data and investigates the dynamic changes of

the transcriptome of cells in response to fractionated irradiation (FIR) towards

the identification of potential biomarkers for Esophageal Squamous Cell Carci-

noma (ESCC). We use an effective pipeline to investigate cell heterogeneity and

to identify potential biomarkers in scRNA-Seq data using differential expression

analysis (DEA). The divergence of gene expressions is analyzed in response to FIR

and the dynamic changes in differentially expressed genes (DEGs) of KYSE-180

cells with two different cumulative doses of FIR (12-Gy and 30-Gy). We construct

several biological networks and observe relative to control (0-Gy), 30-Gy induced

higher variability of genes. Four hub genes TXN, IER2, PCNA, and CENPF are

identified which are involved in ESCC progression.

1.8 Organization of the Thesis

Chapter 2 presents background of gene expression data analysis, Microarray, RNA-

seq, scRNA-seq, ESCC disease, biomarker identification, and the use of data min-

ing in these analyses are discussed in details. Various datasets and tools that are

used in my research work are also discussed in the chapter. Chapter 3 discusses

biclustering techniques and presents own biclustering approach called PD BiBIM

to find biomarkers from ESCC datasets. Chapter 4 presents an ensemble of dif-

ferential expression analysis methods to identify potential biomarkers from ESCC

microarrays and RNA-seq data. Chapter 5 presents a similarity measure named

SNMRS and an approach to find biomarkers. Chapter 6 introduces and explains

scRNA-seq data analysis techniques and explains the proposed framework to iden-

tify biomarkers from ESCC data. Finally, Chapter 7 presents concluding remarks

and highlights the future directions of research.
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