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Chapter 2 

Dynamic magnetic responses in ensemble of 

anisotropic nanosystems 

 

2.1 INTRODUCTION 

Magnetic nanoparticles show enchanting spin dynamics behaviour because of 

their inherent behaviour [1–7]. If strong demagnetizing interaction dominates the 

primary MNPs in their ensemble, then magnetization is found to be 

interdependent [8,9]. In the presence of competing interparticle interactions in 

MNPs, arbitrarily aligned anisotropy axes result in collective spin freezing [9–

12]. Consequently, prominent nonergodic behaviours with magnetically 

frustrated states [13–17] evolve at a definite temperature because of collective 

spin freezing, in spite of individual spin blocking [18, 19]. If the temperature 

comes below freezing temperature, MNPs show out-of-equilibrium spin 

dynamics with continuous slowing of spin. However, in such a scenario, the 

system is incapable of achieving its thermodynamic equilibrium state [20,21]. The 

nonequilibrium spin-glass states exhibit MME, ageing, and rejuvenation 

behaviours [22–28]. 

The non-ergodic behavious of an ensemble of MNPs rely on the MNPs’ 

concentration, their interfacial exchange interaction, and the strength of dipolar 

interaction [1,2, 29–34]. The basic mechanism of spin dynamics in the ensemble 

of MNPs is an important subject to extensively understand the dynamic magnetic 

responses. As discussed in Chapter 1, Dormann-Bessais-Fiorani (DBF) [47, 48] 

and Mørup-Tronc (MT) [49] theories generally explain the impact of dipolar 

interaction on spin relaxation, but with few contradictory conclusions. As per the 

DBF model, spins show slower relaxation with the enhancement in dipolar 

strength, while the MT model explains faster spin relaxation having higher 
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dipolar interaction. If the effect of MNP geometrical arrangement in the ensemble 

is considered with partial alignment of easy axes, successive interchange between 

domain alignment and geometric pattern in the ensemble can further regulate 

the magnetic anisotropy, which can lead to spin frustration. Additionally, while 

considering the interacting anisotropic ZnFe2O4, the demagnetizing field 

strength can affect the anisotropic energy landscape, resulting in few 

modulations in the non-ergodic behaviour of the ensemble. 

In this chapter, the demagnetizing field is considered to understand the dynamic 

magnetic responses in an ensemble of anisotropic ZnFe2O4 nanorods and their 

respective modulation in MME is addressed. Two varied organization 

geometries are considered, a compact ensemble of Zinc Ferrite (CEZF) and a 

hollow core ensemble of Zinc Ferrite (HCEZF)with different spatial 

arrangements of MNPs having dipolar strength. The nonequilibrium spin 

dynamics are revealed with the aid of both dc and ac magnetization study and 

dominance of cluster SG state is evident in CEZF and HCEZF. The structural 

correlation is also addressed in this chapter. With varied geometry of ensembles, 

along with easy axes alignment, the demagnetizing interaction-dependent MME 

effect is addressed. 

2.2 EXPERIMENTAL DETAILS 

The synthesis technique of CEZF and HCEZF of ZnFe2O4 nanorods is executed 

with the aid of a template-free solvothermal synthesis process with slight 

modifications [50]. The required precursors are obtained from Zenith, India, and 

used. The required stoichiometric zinc acetate dihydrate amount is considered 

with ferric nitrate nonahydrate, and allowed to stir in a glycerol and isopropyl-

alcohol solution. A reddish solution is achieved, which is allowed to be 

autoclaved for a period of 12 h for CEZF and 21 h for HCEZF at 180 ℃. A 

greenish-yellow product is collected, by performing centrifugation as well as 

drying. Then the achieved powder is calcined for 2 h at 400 ℃ and we attain a 
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dark brown powder. We perform Powder X-ray-diffraction (PXRD) study for 

microstructural confirmation (with Rigaku diffractometer having a radiation 

source of Cu-Kα following rate of 1◦/min). Further, High-resolution transmission 

electron microscopy (HRTEM) images are taken considering a JEOL-JEM-2100 

Plus model of Electron Microscope of 200 kV. For structural characterizations, 

Small-Angle X-ray Scattering (SAXS) is measured by using SAXS instrument 

having a point collimator with wavelength λ of 0.15 nm. For medium-resolution 

small-angle neutron-scattering (MSANS), neutron wavelength ̴ 0.312 nm is used 

using a double crystal-based MSANS instrument. For magnetic analyses, a 

vibrating sample magnetometer of Quantum Design Dynacool Physical Property 

Measurement System (PPMS) is used, in a field range of −9 to +9 T. 

2.3 RESULTS AND DISCUSSIONS 

2.3.1 Microstructural study 

Figure 2.1 depicts HRTEM images confirming the development of anisotropic 

MNPs forming isotropic ensembles with a variation in organization. As observed 

in Figure 2.1(a)–(c), nanorods, with 4±2 nm size, are comprised of maintaining 

space among MNPs, and resulting in an average of 270 nm sized for CEZF. In 

Figure 2.1(b), the compact ensemble is shown in yellow mark and Figure 2.1(c), 

nanorods are highlighted using yellow arrows. Ostwald Ripening mechanism is 

the ensemble formation mechanism and nanorod growth is governed by the 

Oriented Attachment (OA) mechanism. While the solvothermal reaction period 

is increased, the MNPs accumulated on the surface of the ensemble and a hollow 

interior is evolved and the system is addressed as HCEZF, following the “inside-

out Ostwald ripening” growth mechanism [51]. In Figure 2.1(d)-(f), HCEZF 

shows 6±2 nm average size of for MNPs having a diameter of 270 nm for the 

ensemble. The MNPs are accumulated on the surface which is confirmed by the 

observed dark contrast, as shown in yellow arrows in Figure 2.1(e). However, the 

lighter contrast confirms the hollow interior of HCEZF. The yellow arrows as 



 
 

Chapter 2 

36 
 

depicted in Figure 2.1(f) are due to anisotropic nanorods residing on the surface 

of HCEZF. 

 

Figure 2.1: Transmission Electron Microscopy (TEM) images of (a, b) Compact 

Ensemble of Zinc Ferrite (CEZF) and (d, e) Hollow Core Ensemble of Zinc Ferrite 

(HCEZF), HRTEM images of (c) Compact Ensemble of Zinc Ferrite (CEZF) and 

(f) Hollow Core Ensemble of Zinc Ferrite (HCEZF). (The nanorods are indicated 

with yellow arrows in both (c) and (f)). The yellow arrows in Figure (b) indicate 

the ensemble of CEZF. The yellow arrows in Figure (e) indicate the nanorods 

assembled on the surface of the ensemble in HCEZF. 

In Figure 2.2(a) and 2.2(b), XRD plot is shown in which structural phase and 

crystalline behaviour are confirmed. The marked diffraction peaks (220), (311), 
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(400), (511), and (440) are exactly matching with cubic spinel phase of ZnFe2O4 

having JCPDS no. of 82-1042, confirming pure zinc ferrite phase [50]. With 

increase in reaction period, crystalline property enhancement is depicted in 

HCEZF. It is because the nanocrystals get enough time to follow the nucleation 

and growth, resulting in the packing of crystals along with highly ordered 

arrangement. 

 

Figure 2.2: XRD profile of (a) CEZF, (b) HCEZF; SAXS and MSANS intensity 

profiles of (c) CEZF, (d) HCEZF; MNPs size distribution curve of CEZF (black) 

and HCEZF (red) in (e) primary MNPs from SAXS, and (f) secondary ensembles 

achieved from MSANS. 

For structural analysis, SAXS and MSANS profile plots are shown in Figures 

2.2(c) and 2.2(d) for both CEZF and HCEZF to achieve entire microstructural 

information. The intensity profiles achieved from SAXS analysis are fitted by a 

cylindrical scattering model, that provides structural correlation of constituent 

MNPs [52]. The log-normal distribution is considered for intensity fitting of SAXS 

and MSANS. The considered cylindrical form factor having q as a wave vector 

with Bessel function J1 of first order having radius of MNPs R, and length of 

MNPs ‘L’ can be addressed as: 
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                                𝑃(𝑞, 𝑅, 𝐿) = 4. ∫
𝐽1⬚

2

[𝑞𝑅(1−𝑥2)
1
2]

⬚

1

0
×

[1−𝑐𝑜𝑠 2(𝑞𝐿𝑥/2)]

2(𝑞𝐿𝑥/2)2 𝑑𝑥                  (2.1) 

The high scattering intensity region (low q region) as shown in Figures 2.2(c) and 

2.2(d) are because of the accumulation of MNPs. The higher q area of the SAXS 

profile gives an idea about the interacting nature of primary MNPs and can be 

evaluated with a structure factor consideration. Herein, scattering for cylindrical 

primary MNPs is demonstrated by considering a sticky hard-sphere structure-

factor having different fitting parameters for both systems. 

However, MSANS profiles as depicted in Figure 2.2(c) and 2.2(d) are fitted by 

considering a spherical model form factor: 

                                            𝑃(𝑞, 𝑅) = 4𝜋𝑅3𝜂[
𝑠𝑖𝑛(𝑞𝑅)−𝑞𝑅 𝑐𝑜𝑠(𝑞𝑅)

(𝑞𝑅)3 ]                               (2.2) 

After performing the fitting, the information regarding morphologies for 

primary MNPs and secondary ensembles supports HRTEM images. MNPs size 

distribution curves for both individual MNP and ensembles are displayed in 

Figures 2.2(e) and 2.2(f). Nonetheless, a slight change in net MNPs size and 

distance among MNPs can be described through the fact that SAS can inform the 

detail about overall length, while HRTEM images give detail of a particularly 

considered length scale only. Herein, scattering data confirm the existence of a 

sticky hard-sphere (SHS) interaction having packing fraction (φ) of 0.20 and 0.32 

for the systems CEZF and HCEZF, accordingly. The rest of the fitting parameters, 

for example, polydispersity index (σ), MNPs diameter (D), MNPs length (L), and 

spacing between MNPs (ri), achieved from, are shown in Table 2.1. The low 

stickiness, τ, for the system CEZF ∼ 0.09, compared to the system HCEZF ∼ 0.070, 

signifies the compactness of HCEZF. 
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Table 2.1 Fitting values achieved via both SAXS and MSANS fitting. 

 

 

System 

 

Primary nanoparticles 

Secondary 

structure from 

MSANS 

σ D (nm) L (nm) ri (nm) D (nm) σ 

CEZF 0.220 4.20 15.980 2.50 190.20 0.230 

HCEZF 0.240 5.60 19.50 1.00 193.50 0.250 

 

2.3.2 Direct Current (DC) Magnetization study 

To evaluate the dominance of interaction in the systems, remanence curves are 

analysed which rely on the irreversible magnetization rotation. MNPs with 

interparticle interaction can be addressed via δM plots. However, Isothermal 

remanent magnetization (IRM) as well as direct current demagnetization (DCD) 

conditions are considered to evaluate δM plots, as depicted in Figure 2.3(a). 

However, for measurement of IRM, the system is demagnetized completely and 

kept for cooling without considering any external field. Once the needed 

temperature is reached, a tiny field is provided. Afterwards, the imposed field is 

turned off and respective remanence values are recorded. Following increasing 

field, the aforementioned protocol is replicated till the system attains saturation, 

giving saturated remanence value. Additionally, for DCD curve measurement, a 

tiny amount of field is imposed considering a reverse direction into the saturated 

system, at a certain temperature. Then, the moment is measured once the field is 

switched off, and procedure is continued until a saturation state is attained in 

reverse direction. The magnetization decay is depicted as a function of the 

applied field and a correlation between IRM and DCD plots is drawn at 5 K till a 

field of 2.0 T. 
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In the case of single-domain MNPs with a noninteracting state having uniaxial 

anisotropy, the Wohlfarth expression can be used to correlate the IRM and DCD 

values as: 

                                                 𝑚𝐷𝐶𝐷(𝐻) = 1 − 2𝑚𝐼𝑅𝑀(𝐻)                                      (2.3) 

Herein mDCD and mIRM address reduced magnetization achieved in DCD and 

IRM. As per the Stoner- Wohlfarth model [1,2,53], Eq. (2.3) results in a straight 

line. If deviation from linearity occurs, then the system is dominated by 

interacting MNPs. To further examine the deviations, the δM plot can be 

addressed as: 

                                            𝜕𝑀 = 𝑚𝐷𝐶𝐷(𝐻) − [1 + 2𝑚𝐼𝑅𝑀(𝐻)]                              (2.4) 

 

Figure 2.3: (a) δM curves of CEZF and HCEZF, (b, c) Irreversible susceptibility 

curves: (b) CEZF and (c) HCEZF; Zoomed view of field-dependent 

magnetization: (d) CEZF and (e) HCEZF. Inset (i): Field-dependent 
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magnetization of (d) CEZF and (e) HCEZF. Inset (ii): Law of Approach to 

Saturation (LAS) fitting of (d) CEZF and (e) HCEZF at 5 K. 

As the negative deviation in δM plots is achieved in our considered systems as 

shown in Figure 2.3(a), it reveals the possible dominance of dipolar or 

demagnetizing interaction among MNPs [1,2]. However, HCEZF depicts more 

deviation in δM, further confirming the dominance of higher dipolar interaction 

compared to CEZF. Additionally, after performing differentiation of normalized 

DCD and IRM plots, distribution of energy barrier can be achieved as depicted 

in Figures 2.3(b) and 2.3(c). If the remanence curves at a similar reverse field are 

considered, then irreversible susceptibility (χirr = dM/dH) is written as: 

                                                        |
𝜕𝑚𝐷𝐶𝐷

𝜕𝐻
| = 2 

𝜕𝑚𝐼𝑅𝑀

𝜕𝐻
                                              (2.5) 

To get the magnitude of demagnetizing interaction, Hint, the mean interaction 

field can be calculated as [1,2,54]: 

                                                        𝐻𝑖𝑛𝑡 =  
1

2
 (𝐻𝑟 − 𝐻𝑟

∗)                                           (2.6) 

Herein Hr and 𝐻𝑟
∗ address the peak positions of field derivatives curves of IRM 

and DCD. The achieved values of Hint are -0.25 kOe and -0.45 kOe for CEZF and 

HCEZF, as observed in Figure 2.3(b, c). The obtained negative sign signifies the 

predominance of demagnetizing interaction, further correlating the achieved 

negative deviation of δM plots. The obtained higher Hint magnitude for HCEZF 

confirms the dominance of stronger demagnetizing interaction, compared to CE, 

as a consequence supporting the achieved δM plots. As in CEZF, MNPs in their 

ensembles are arranged to maintain interparticle spacing, and MNPs can flip 

freely in a certain orientation. In HCEZF, MNPs are accumulated on the surface 

and are arranged in closer proximity. Hence, dipolar interaction is increasing in 

HCEZF having closed MNPs, compared to CEZF. However, exchange interaction 

contribution in such ensembles should not be ignored. We perform a more in-



 
 

Chapter 2 

42 
 

detail investigation on the collective magnetic nature in these ensembles as given 

in the next part. 

In Figure 2.3 (d, e), the field relying magnetization (M-H) curve is shown with 

temperatures: 300 K, 150 K, 30 K, and 5 K. The observed ‘S’ shaped curves in the 

M-H condition give the possible existence of disordered states, which are SG 

state, cluster SG, interacting SPM state, etc. [1,2]. At 300 K, magnetic isotherm 

depicts narrow hysteresis having a coercivity value of Hc ∼ 37.80 Oe for HCEZF 

and Hc ∼ 10.50 Oe for CEZF. At the lowest temperature of 5 K, Hc ̴̴ 690.0 Oe for 

CEZF and ̴̴ 759.0 Oe for HCEZF are evaluated. As observed, a higher coercivity 

value is seen in HCEZF even if HCEZF has higher dipolar strength. Generally, 

strong demagnetizing interaction makes the magnetic reversal process easier, 

leading to the low value of coercivity [2], but in current scenario, a stronger 

demagnetizing field leads to highly energetic valleys of energy landscape. As a 

result, high thermal energy is required to overcome the high energy barriers. 

Moreover, saturation is not achieved in the magnetization curve, which may be 

due to the spin canting of the systems because of the existence of lattice strain 

and spin frustration [1]. Hence, to calculate anisotropy constant, magnetization 

data at 5 K are fitted with the aid of the “law of approach to saturation” (LAS) 

[55] model considering 1000 Oe < H < 12000 Oe range: 

                                                  𝑀 = 𝑀𝑠 [1 −  
𝐴

𝐻
−  

𝐵

𝐻2] +  𝜅𝐻                                    (2.7) 

Herein, H gives the applied field and 
A

H
 is magnetic hardness, ascribing structural 

defect.  
B

H2
 gives magneto-crystalline anisotropy, from which cubic anisotropy 

constant K and free space permeability µ0  can be achieved considering, 𝐵 =

8

105
 

𝐾2

𝑀𝑠
2 µ0

2 . 𝜅  gives forced magnetization value. The respective fitted curves are 

depicted in insets of (ii) of Figure 2.3(d) and Figure 2.3(e). The anisotropy 

constant, K is measured at 5 K and achieved as 7.5 × 104 erg/cm3 for CEZF and 

8.0 × 104 erg/cm3 for HCEZF. HCEZF shows a higher anisotropy constant, 
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compared to CEZF. Such high anisotropy is because of the highly competitive 

complex energy landscape. The saturation magnetization is achieved as 29.30 

emu/g for CEZF and 29.50 emu/g for HCEZF. The value of reduced remanence 

(squareness value) is measured at 5 K, SQ = 
𝑀𝑟

𝑀𝑠
. SQ is achieved as 0.390 for CEZF 

and 0.420 for HCEZF. Such obtained SQ is less than the ideal value of uniaxial 

domains, 0.50, confirming dominance of single domain MNPs having uniaxial 

anisotropy [1,2,55–57]. Such reduced remanence is a consequence of competing 

intraparticle anisotropy with demagnetizing interaction, resulting in frustrated 

spins. 

 

Figure 2.4: Temperature relying magnetization curve: (a) CEZF and (b) HCEZF. 

Inset gives Curie-Weiss (CW) model fitting. 

In Figure 2.4, temperature-dependent magnetization curves at various magnetic 

fields, including 1000 Oe, 500 Oe, and 100 Oe with the aid of ZFC and FC 

protocols within 2K–300 K for CEZF and HCEZF. The bifurcation of ZFC-FC 
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plots below a certain characteristic temperature, Tirr, signifies the possibility of 

the phenomenon of SPM state, spin-glass state, etc. [2]. ZFC curves show broad 

peaks mentioned as blocking temperature, TB, at 110 K for the system CEZF and 

88 K for the system HCEZF at the field of 100 Oe. TB values are lower than the 

obtained ‘Tirr’ for CEZF and HCEZF. This is because of disordered states. For the 

nature of transition analysis, magnetization is calculated by considering various 

fields. With an enhanced magnetic field, magnetization decreases, resulting in 

lower susceptibility. A lowering in TB value is reflected. With enhanced field 

strength, anisotropy of the crystal-field is decreased. As a result, high thermal 

energy is essential to cross energy barriers. If field is low enough, Zeeman energy 

is less than thermal energy and thermal energy has a pre-dominant role in getting 

high blocking temperature. HCEZF with high dipolar strength shows low 

blocking temperature, disagreeing with the DBF model [47,48]. This is because of 

fast spin relaxation, triggered by an enhanced demagnetizing field. In the 

achieved FC curves, magnetization saturation is seen below TB ensuring the 

strong interaction [1]. With a higher applied field, ZFC and FC moment 

difference (χ) decreases in the range of low temperature for both CEZF and 

HCEZF [58]. Hence, TB shifting with lowering χ, and the behaviour of the FC 

curve signify the existence of SG transition in the region of low temperature. As 

given in inset of Figure 2.4, we consider the inverse susceptibility, 1/χ, fitting 

following Curie-Weiss (CW) model [1,2,58] in the region of high-temperature at 

100 Oe field: 

                                                               𝜒 =  
𝐶

𝑇−𝛳𝐶𝑊
                                                  (2.8) 

Herein, C gives Curie constant and 𝛳𝐶𝑊  is CW temperature. CW law fitting 

results C ≈ 4.7 g cm−3K and ≈ 3.2 g cm−3K for CE and HCE, and  ϴCW ≈ 40 K ≈ 88 

K for CEZF and HCEZF. The effective magnetic moment is measured considering 

µeff = √3kBC/NA, Avogadro’s number 𝑁𝐴. Hence, µeff ∼ 6.13 µB, and ∼ 5.06 µB for 
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CEZF and HCEZF are obtained. The positive 𝛳𝐶𝑊   signifies the ferromagnetic 

spin clusters’ dominance after a certain transition temperature. 

2.3.3 AC susceptibility 

To know detail about phase transition behaviour, ac susceptibility is performed 

in frequency range, 93-9937 Hz, having an ac field of 10 Oe as shown in Figure 

2.5. The real component of ac susceptibility, χ′(T), and imaginary component of 

ac susceptibility, χ′′(T), as a function of temperature is recorded. Frequency relied 

significant anomaly is found in χ′(T) at 160.9 K and 117 K for CEZF and HCEZF, 

at a certain frequency of 93 Hz and it is addressed as freezing temperature Tf. The 

variation of Tf with frequency towards a higher range of temperature values and 

reduced peak height may be because of the spin-glass freezing nature or SPM 

blocking [1,59]. For further investigation on shifting of Tf with frequencies, the 

Mydosh parameter [52] is taken as [1,43,58]: 

                                                 𝑘 =  𝛥𝑇𝑓/ 𝑇𝑓 (𝛥 𝑙𝑜𝑔10 𝑓)                                            (2.9) 

For the calculation of k, outermost frequencies such as υ1 = 93 Hz and υ1 = 9937 

Hz are considered. In the case of a noninteracting SPM system, k varies in 0.1-

0.28. However, for interacting SPM or spin-glass systems, k lies from 10−2 to 10−3. 

Here, k gives 0.029 and 0.032 for CEZF and HCEZF. k is in higher order than 

generally reported canonical SG, but in cluster SG range where k varies in the 

range of 0.01-0.09 [1,58]. Hence, the system frequency dependent anomaly is 

because of spin freezing of randomly arranged interacting magnetic clusters. 

Moreover, imaginary part, χ′′(T), as shown in the inset, Figure 2.5, is losses of 

irreversible domain wall movement, having various relaxation times and giving 

idea an about the absorption of energy. χ′′(T) peak shifting is reflected in the 

higher temperature range with enhanced frequency for both CEZF and HCEZF. 
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To evaluate the nature of disordered magnetic state, the Arrhenius model is used 

which is valid for noninteracting or weakly interacting particles, and = frequency 

dependent Tf is fitted following [51,58]: 

                                                𝜏 =  𝜏0 exp [
𝐸𝑎

𝑘𝐵𝑇𝑓
]                                                      (2.10) 

Herein, τ is dynamical fluctuation having tobs = 1/2πυ,  𝜏0 is relaxation period of 

two consecutive attempts. 
𝐸𝑎

𝑘𝐵
 gives activation energy, that gives energy barrier 

separation of respective metastable states. The ln (𝜏) versus Tf curve fitting is 

depicted in insets (i) of Figure 2.6(a) and 2.6(b) gives the unphysical parameters 

for 𝜏0 and 
𝐸𝑎

𝑘𝐵
 , such as 𝜏0 = 1.74 × 10−34 s and 6.9 × 10−32 s for HCE and Ea/kB = 

113 93 K for CEZF and 7627 K for HCEZF. The unphysical values discard the non-

interacting SPM state and signify the possible collective nature. 
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Figure 2.5: Real component ac susceptibility at Hdc = 0 kOe and Hac = 10 Oe. Inset 

gives imaginary component ac susceptibility: (a) CEZF, (b) HCEZF. The arrow 

mark indicates the change in Tmax and χmax with an increase in frequency. 

Hence, a dynamical scaling law, Vogel Fulcher (VF) model, is addressed as [2, 

43]: 

                                                     𝜏 =  𝜏0 exp [
𝐸𝑎

𝑘𝐵(𝑇𝑓−𝑇0)
]                                          (2.11) 

Herein, T0 is the characteristics temperature to get the idea of interparticle 

interaction and for simplification of fitting of Tf, Eq. (2.11) can be addressed as: 

                                                       ln 𝜏 = ln 𝜏0 +
𝐸𝑎

𝑘𝐵(𝑇𝑓−𝑇0)
                                      (2.12) 

In the insets (ii) of Figure 2.6(a) and Figure 2.6(b), the fitting of ln τ vs. Tf is shown 

to have the best linear fit values as, τ0 = 8.8 × 10−9 s and 3.8 × 10−10 s for CEZF and 

HCEZF, and T0 = 142.5 K and 309.1 K for CEZF and HCEZF, and Ea/kB = 216 K 

and 309.1 K for the CEZF and HCEZF. The nonzero T0 confirms the contribution 

of definite spin interaction among MNPs. The observed τ0 is under the 

characteristic relaxation period for the systems having cluster SG state [1, 55, 60, 

61]. HCEZF shows slower relaxation as compared to CEZF, which is the 

reflection of stronger interaction strength among MNPs. The activation energy is 

found as Ea/kB ∼ 1.5T0 and ∼ 3.1T0 for CEZF and HCEZF. In general, T0 can be 

addressed to confirm the coupling strength in the spin clusters, as condition 
Ea

kB
 

>> T0 is for weak interaction and the condition 
Ea

kB
 << T0 is because of stronger 

interaction. A contradictory reflection is observed herein, as HCEZF with a 

higher interactive nature shows a reverse trend as compared to CE. However, 

CEZF has activation energy in atomic spin glass range with  
𝐸𝑎

𝑘𝐵
< 2T0. 

Additionally, HCEZF shows higher activation energy. Such enhanced energy is 
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seen in various reported cluster SG systems, in which collective spin freezing 

happens due to superspin moments and SG clusters [53,62]. 

Further, dynamic critical slowing is addressed by considering dynamic scaling 

theory: 

                                                        𝜏 = 𝜏∗ [
𝑇𝑓− 𝑇𝑔

𝑇𝑔
]

−𝑧𝑣′

                                                                 (2.13) 

Where τ* is single spin flip time, 𝑇𝑔 gives glass transition temperature, and z is 

dynamic critical exponent with a critical exponent of 𝑣′ for correlation length. 

However, correlation length can be represented as ζ = (𝑇𝑓/𝑇𝑔  − 1)
−𝑣′

and 

respective spin-relaxation can be compared to 𝜁  following τ ∝ 𝜁𝑧. To fit Tf, the 

respective power law [Eq. (2.13)] can be represented as: 

                                            log(𝜏) = log(𝜏∗) − 𝑧𝜐′ log (
𝑇𝑓−𝑇𝑔

𝑇𝑔
)                          (2.14) 

 

Figure 2.6: (a) Critical slowing down model fitting of CEZF, (b) Critical slowing 

down model fitting of HCEZF. In inset (i): Arrhenius law of (a) CEZF and (b) 
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HCEZF, and inset (ii): VF model fitting of (a) CEZF and (b) HCEZF. (The error 

bars in the data represent standard deviation in experimental data).  

As shown in Figure 2.6(a) and Figure 2.6(b) for CEZF and HCEZF, a linear fitting 

following log(τ) versus Tf is considered. The fitting gives τ* = 7.70 × 10−11,  zv′ = 

6.20 ± 1.1 having Tg = 150.40 K for CEZF, and τ* = 1.30 × 10−10 s and  zv′ = 6.30 ± 

0.5 with Tg = 108.90 K for HCEZF. In a conventional SG system, zv′ and τ* lie in 

the 4-12 range and 10−10-10−13 s range [41, 53, 63]. In case of canonical SG system, 

τ* lies in 10−12 and 10−13 s range and cluster SG, τ* lies in 10−7 - 10−11 s range 

 

Figure 2.7: (a) Real component ac susceptibility at a field of Hdc = 1 kOe and Hac 

= 10 Oe; inset gives imaginary component ac susceptibility, (b) Power law; inset 

gives VF model fitting. (c) Real component ac susceptibility at different fields for 

HCEZF. The arrow mark in Figure (a) indicates the change in Tmax and χmax with 
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an increase in frequency and Figure (c) indicates the change in Tmax with applied 

DC field. The error bars in the data represent standard deviation in experimental 

data. 

[1, 43, 56, 63]. The fitted values lie in the cluster SG range for both cases. A dc 

field of Hdc = 1 kOe is additionally performed for HCEZF with an ac field of 10 

Oe, as depicted in Figures 2.7(a) and 2.7(b). With the dc field, Tf starts to shift 

towards low-temperature region as seen in χ’(T ) trend [depicted in Figure 2.7(a)]. 

Above Tf, an inclination of χ’’(T ) towards zero is addressed as a typical 

characteristic of SG state. The fitted parameters are varied in the VF law [Eq. 

(2.12)] as well as in power law [Eq. (2.14)] [fitting trend is depicted in Figure 

2.7(b)]. VF law fitting gives the values of τ0 = 1.6 × 10−7, T0, = 55 K, and Ea/kB = 

145.5 K; and power law gives τ∗ and zv’ as 2.8 × 10−7 and 3.7. A lower value in 

activation energy at condition Hdc = 1 kOe is found as compared to activation 

energy achieved at Hdc = 0 condition. A variation in values of τ∗ and zv’ is 

observed, but still lies in the typical range of cluster SG state. The effect of the 

highly anisotropic nature of HCEZf is further validated with various dc fields as 

shown in Figure 2.7(c). With dc fields, non-negligible peaks are reflected with 

slight peak broadening, which confirms SG ground state existence. The SG-

transition temperature is shifting to a low-temperature region, confirming the 

highly anisotropic nature in HCEZF. 

The trend of τ can be evaluated by validating dynamic scaling laws. A slight 

variation is seen between τ∗ and τ0 from both the model, but residing in a similar 

range for cluster SG [1, 42–44, 58, 64]. The Tholence criterion δTTh = (Tf −T0)/Tf is 

considered [65] to estimate the degree of magnetic clustering. δTTh is calculated 

as ≈ 0.1 and ≈ 0.2 for CEZF and HCEZF, validating cluster SG systems range [58]. 

As δTTh in HCEZF is twice as compared to CEZF, confirming the existence of 

higher magnetic clustering strength in HCEZF with a stronger demagnetizing 

effect. The observations of ac susceptibility study provide information on spin 

dynamics dependency on geometric organization and respective demagnetizing 
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interactions in ensembles. The cluster SG state is arising in both the cases below 

Tf. The system HCEZF shows slower spin relaxation with the aid of higher 

activation energy. With SG state and variation in activation energy, various 

ergodic nature can be understood. To perform the effect of demagnetizing fields 

with the aid of organization pattern, the ergodic natures of spin relaxation can be 

further evaluated by considering MME studies. 

2.3.4 Nonequilibrium dynamics 

2.3.4.1 Magnetic Memory Effect 

 

Figure 2.8: Field Cooling Magnetic Memory Effects for: (a) of CEZF and (c) 

HCEZF, (b, d) derivative curve of FC warming plots: (b) CEZF and (d) HCEZF. 

(e, f) ZFC MME of (e) CEZF and (f) HCEZF. The elliptical shapes indicate the 

halted temperature region in (a) and (c). The right tick represents the existence of 

the memory effect. The arrow marks in (e) and (f) indicate the ΔM region. 

For the execution of nonergodicity in spin dynamics, magnetic memory effect 

(MME) analysis is executed following FC and ZFC conditions [21,22,28]. The FC 

MME is depicted in Figure 2.8(a)–2.8(d). For FC MME condition, temperature-

dependent magnetization is employed to achieve a reference curve. Further, 

systems are considered to cool till 5 K in 100 Oe field. Four different intermittence 
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stops are provided at temperatures 80.0 K, 60.0 K, 40.0 K, and 20.0 K in a waiting 

time of 1 h. At individual stop temperature, if field is off, moments relax towards 

low-energy configuration. Due to moment relaxation, a decrease in 

magnetization in each stoppage is found. A steplike behaviour is seen at each 

stop. After that, probe field is turned on and FC process is considered. The 

cooling plot having stoppage is addressed as a cooling curve. Once 5 K is 

attained, moment starts to follow a warming trend up to 300 K at 100 Oe field 

without further stop and the plot is addressed as a memory plot. If earlier spin 

identification is memorized by the systems, the MME is said to be found. Here, 

CEZF can recognize two pronounced MME at 20 K and 80 K. But, HCEZF 

recognizes all four steps of MME imprints. However, the differentiation of MME 

plots with respect to temperature, as addressed in Figures 2.8(b) and 2.8(d), gives 

the presence of a memory step for further confirmation. From the recorded 

memorized steps, systems can recover the configurations of energy, that are 

present during thermal cooling. 

MME is also performed in ZFC condition, at a certain temperature of 40 K, which 

is below achieved freezing temperature, having a field of 50 Oe. Generally, SG 

system shows a nonequilibrium trend and a sufficiently large period is essential 

to get an equilibrium state [24,25,29]. At first, the general ZFC protocol is done at 

50 Oe field to get reference plot, Mref,ZFC. Then, the systems are considered for 

cooling till a temperature of 40 K, with no magnetic field and kept for ageing for 

a period of 104 s. After that, further cooling is executed till 5 K. At this time, 

warming is performed with a 50 Oe field and moment is calculated till 300 K. The 

warming curve is addressed as Mmem,ZFC. An evaluation among the memory plot 

and respective ZFC reference plot gives a significant memory dip in the 

perturbed range for both CEZF and HCEZF as shown in Figures 2.8(e) and 2.8(f). 

It is a result of the cluster SG state, as dynamics of moments are slowed down 

under a definite temperature. The achieved nonzero ΔM (Mmem,ZFC − Mref,ZFC) in 

the range ≈ 10 -50 K, ≈ 10-100 K for CEZF and HCEZF. The systems become 
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relaxed to their steady dynamics in the waiting period, as addressed in SG 

models, known as, hierarchical energy [66], and droplet model [67]. In droplet 

model, domain of compact spins evolved because of excitation occurring in SG 

state. The nonequilibrium trend of spin aids increases in droplet volume with an 

increase in time. In ageing, if the temperature is consistent with no perturbation, 

then the growth of droplets occurs. As a result, the frozen energy barrier is 

evolved with further cooling and once the warming begins, the frozen energy 

barrier can be recovered. Low magnetization moments happen during memory 

path Mmem,ZFC with respect to Mref,ZFC because of the flipping nature of 

energetically excited clusters during warming at perturbed temperature period.  

The observed wider nonzero ΔM in HCEZF is because of higher frozen energy 

barriers. For overcoming evolved complex energy landscape, a very high 

activation energy is needed. The achieved ZFC-FC MME is because of randomly 

arranged free-energy barriers with a collective nature related to evolved 

frustrated spins. The modification in MME is seen between the considered 

systems with no disorderness in the crystalline phase of zinc ferrite. Rather, 

because of the organization of MNPs, such modifications are observed.  

Additionally, ageing relaxation with ZFC protocol is performed as depicted in 

Figure 2.9 [20]. The cooling of the systems is done till 30 K (T1) and kept for ageing 

for 5000 s (t1) with 50 Oe field. Ageing is the signature identity of the jagged 

nature of spins in the SG state. If the moments find difficulties in achieving 

equilibrium conditions, the slowing of spins towards the applied field direction 

happens following a logarithmic inclination, as depicted in Figures 2.9(a) and 

2.9(b) and addressed as “Ageing.” Later, a temporary cooling is introduced to 20 

K (T2), and the respective moments are calculated for 7000 s (t2). The spin 

dynamics are inconsistent with the dynamics observed during T1, and moments 

are found to be arrested and become consistent in this period. The spins are trying 

to adjust at T2 without following a slower dynamic. While the temperature is back 

to T1, the respective moments are following the ascending relaxation pattern 
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following its preceding value. Therefore, the systems can memorize significantly 

the ageing nature at T1. The respective moment continuity is seen in combined 

curves [depicted in Figure 2.9(c) and 2.9(d)], signifying complete freezing 

between the range of 20 K to 30 K. With enhancement in temperature, small-scale 

spin clusters start to freeze, giving an ageing signal and large spin clusters are 

blocked, resulting MME nature [28]. 

 

Figure 2.9: (a, b) Ageing relaxation trend with Zero Field Cooling condition for 

(a) CEZF and (b) HCEZF. (c, d) ageing relaxation continuation with stretched 

exponential model fit of (c) CEZF and (d) HCEZF. 

The observed continuity curves represented in Figure 2.9(c) and 2.9(d) are 

considered to be fitted with the aid of the stretched exponential function: 

                                          𝑀(𝑡) =  𝑀0 − 𝑀𝑔𝑒𝑥𝑝 [− (
𝑡

𝜏
)

𝛽

]                                     (2.16) 

Wherein, M0 and Mg are intrinsic magnetization and respective glassy 

component magnetization. τ is for characteristic relaxation period constant. β is 

for stretching exponent and a function of temperature with a value between 0 

and 1. If β = 0, then it is addressed in no spin relaxation. If β provides unity, spin 
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relaxation is considered to occur with a single time constant. If systems have 

uniformly arranged energy barriers, the β=1, and 0<β<1 results in possible 

existence of energy barrier distribution. Herein β is found as 0.47 and 0.45 for 

CEZF and HCEZF and lies in the range of glassy systems [20, 41, 63]. As β of 

HCEZF is more as compared to CEZF, hence HCEZF tends to overcome higher 

anisotropic energy barriers. 

Herein, interparticle interaction is found to have a dominant nature to get a 

complex landscape having an enhanced degree of freedom. Even HCEZF shows 

a higher demagnetization effect, enhancement in coercivity, and a lower range of 

freezing temperature with pronounced MME is achieved as compared to CEZF. 

The achieved outcomes contradict both DBF and MT models. These 

contradictory natures can overcome by addressing significant modulation of spin 

dynamics with spatial arrangement in easy axes and dipolar strength through 

relative geometric variation. For further elucidation, the degree of easy axis 

alignment is executed with FC magnetization condition as [2, 68]: 

                                            
𝑀𝐹𝑐

𝑎𝑙𝑖𝑔𝑛

𝑀𝐹𝐶
= 1 +  𝛼 (3 𝑐𝑜𝑠2𝛽 − 1)                                        (2.17) 

In this equation 2.17, α is partially aligned easy axes fraction and β gives 

respective angle among applied field and easy axes. In systems with high random 

easy axes, α shows zero value, and then, 
𝑀𝐹𝑐

𝑎𝑙𝑖𝑔𝑛

𝑀𝐹𝐶
= 1. In case of possible alignment 

in easy axes, a non-unity value of 
𝑀𝐹𝑐

𝑎𝑙𝑖𝑔𝑛

𝑀𝐹𝐶
 is observed. For 

𝑀𝐹𝑐
𝑎𝑙𝑖𝑔𝑛

𝑀𝐹𝐶
 calculation, 

HCEZF is considered as possessing aligned easy axes and CEZF is considered as 

randomly oriented easy axes dominated system. At 10 K, 
𝑀𝐹𝑐

𝑎𝑙𝑖𝑔𝑛

𝑀𝐹𝐶
is calculated as 

1.1. The non-unity value confirms the existence of partially aligned easy axes in 

HCEZF and existence of random easy axes in CEZF [68]. 
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In CEZF, anisotropic MNPs are distributed in random directions with arbitrarily 

arranged easy axes having less competing energy landscape. The partial 

alignment in magnetic easy axes with a higher degree of dipolar strength is 

dominated in HCEZF as represented in the schematic Figure 2.10. In HCEZF, the 

longer synthesis period allows the primary nanosystems to certain directions 

around their easy axes before settling on the surface. This leads to partially 

aligned easy axes with stronger interparticle strength. The complex energy 

barrier in such a competing system leads to magnetic frustration. Hence, besides 

demagnetizing strength, distinction in the geometric pattern of MNPs and easy 

axes arrangement can modify dynamic magnetic behaviour. 

 

Figure 2.10: Schematic presentation of easy axis in CEZF (left) and HCEZF (right). 

2.4 CONCLUDING REMARKS 

The dynamic magnetic nature is revealed for two differently organized identical 

systems CEZF and HCEZF having different geometry. The dominance of 

demagnetizing strength triggers low temperature SG state. The existence of 

moderately aligned easy axes as well as a competing landscape of anisotropic 

energy in HCEZF trigger coercive field enhancement with enhanced 

demagnetizing field and low blocking temperature. Additionally, Mydosh 

parameter as well as Tholence criterion support the evolution of cluster SG state 

in both cases. Enhanced activation energy with broadening energy barriers, 

FC/ZFC MME, and ZFC ageing reflect cluster SG state establishment. With the 
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hollow geometric arrangement in HCEZF having competitive pinned spins 

yields enhanced magnetic anisotropy with enhanced FC-MME and wider ΔM in 

ZFC-MME, as compared to CEZF. This chapter states slower spin dynamics with 

modulation in MME with various geometric arrangements of anisotropic MNPs, 

degree of demagnetizing field, as well as easy axes alignment. 
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