Chapter 2

Compact discretization of 3D generalized
convection-diffusion equation with variable

coefficients on nonuniform grids

2.1 Introduction

In this chapter, we lay our emphasis on the steady generalized CDE in three
dimensions. For the transport variable ¢(x, vy, z) over a cuboidal region Q C R3, the

CDE (1.4) in steady form is written as
—V . (DV¢)+ V- (Co)=s (2.1)
with boundary condition

¢ =¢" on 0. (2.2)

We work with a fully populated positive definite diffusion matrix D which along
with C in three dimensions (3D) is given by

ay —d1/2 —d3/2 1
D= |-d/2 a —dy2|, C=|c
—d3/2 —d2/2 as C3

As mentioned in the previous chapter for the unknown function ¢(zx,y, 2) in equa-
tion (1.4), we assume the variable coefficient functions a;(z, v, 2), d;(x,y, 2), ¢i(z,y, 2),

i € {1,2,3} and the forcing function s(zx,y, z, ¢) to have sufficient smoothness in €.



Using mathematical simplification, we can write the nonconservative form of

equation (1.4) as

( - aflaazar - a'28yy - a'38zz + dlaazy + d28yz + d3azx + 61890 + 62631 + 6382) ¢ = f (23)

where
e = 8&1 4+ (&ll 0d1) + e,
Ox
0 1/0d od
ezz—ai;+§(—2 2)+02>
5 = _% 4z (adg 8d3)
0z
and

. 601 802 803
f=s (a oy T az)‘b'

The importance and relevance of CDE has been thoroughly discussed in Chap-
ter 1. It is well known that CDE finds applications in a diverse range of processes
as it correctly models convection and diffusion of various physical quantities. CDE
is well established in areas as diverse as biology, environmental science, financial
mathematics, and even sociology, in addition to chemical and physical systems.
The underlying system in many of these cases is three dimensional. However, due
to the prohibitive cost of computing, attempts to simulate the solution of CDE are
frequently limited to one dimension (1D) or two dimensions (2D). Another simplifica-
tion assumption often imposed on CDE is that the diffusion matrix instead of being
fully populated is considered to be an identity matrix. It is well documented in the
literature that the generalized CDE with mixed derivatives plays a significant role
in domains like mathematical biology [65] and financial mathematics [37, 64, 66].
Mixed derivatives signify correlations between the underlying processes. Further,
while applying coordinate transforms to CDE on nonrectangular domains one must
deal with the mixed-derivative terms in the transformed equation [116, 150]. How-
ever, the presence of second-order mixed-derivative terms introduces new challenges

towards the solvability of the generalized CDE.

The FD method has traditionally been recognized as the most promising numeri-
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cal methodology for solving CDE and is widely employed [2, 3, 33, 57, 104, 107, 108].
The enduring popularity of these methods can be gauged from continuous efforts in
the literature to develop even more efficient compact schemes [130, 131, 156, 160].
Discretization strategies are frequently established by analyzing one dimensional
(1D) and two dimensional (2D) CDE, and their derivation to 3D generalized CDE
may be involved. The pioneering work on 3D generalized CDE was carried out by
Ananthakrisnaiah et al. [3] by generalizing the strategy developed in [2]. The au-
thors created a fourth-order accurate FD method on uniform grids employing 27 grid
points in the presence of the cross-derivative terms in this study. That was the first
time a compact system of 27 points for 3D CDE was reported. This benchmark work
inspired several breakthroughs in FD discretizations especially for the 3D Poisson
equation [55, 108, 149, 152, 179]. In their work, Mohanty and Jain [108] developed
a fourth-order compact scheme for solving system of nonlinear elliptic PDE with
variable coefficients. The authors put their system through its paces on a variety
of problems, including 3D Poisson equation and steady-state viscous incompressible
N-S equations in polar coordinates. The duo successfully yielded oscillation-free
and accurate solutions for large values of Re even in the vicinity of singularity. In
the recent two decades, this has been followed by further advancement of 3D com-
pact techniques for nonlinear and quasi-linear elliptic PDE [104, 105, 106]. In 1998,
Zhang [179] made an effort to investigate generalized dominion for problems and
introduced an explicit fourth-order FD compact scheme for 3D CDE with variable
convection coefficients. For low and moderate Re values (0 < Re < 10%), the scheme
returned stable and high-accuracy solutions. The computed accuracy was reported
to reduce to second-order for large Re (> 10%), yet carrying higher accuracy than
the first-order upwind difference scheme then existed. Zhang [180], in 1998, further
came up with a fourth-order compact FD scheme with the multigrid algorithm to
solve the 3D Poisson equation. In the subsequent years, Ge [49] and Ge et al. [51]
used the similar approach to tackle 3D Poisson equation. Earlier in this century,
FD schemes for 3D linear elliptic PDE were also put forth [28, 29]. High accuracy
solution of 3D CDE using multigrid strategy was also reported in the work of Gupta
and Zhang [56] and Wang and Zhang [166]. Recent years have witnessed several
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developments of FD based compact schemes for the 3D CDE. Among them, special
attention should be paid to the work of Zhang et al. [182], Karaa [79], Ma and Ge
[101], Ge et al. [50], Mohamed et al. [103] and Ma and Ge [100]. However, as previ-
ously stated, CDE in the presence of mixed derivative terms has not yet been utterly
explored. Here, it is important to cite a few recent works on 2D CDE with mixed
derivatives [42, 80, 94, 131]. But similar studies on 3D CDE with mixed derivative
[3, 81, 104] has gained lesser attention. Fournié and Karaa [42] in 2006 solved el-
liptic partial differential equation (PDE) in the presence of mixed derivatives and
constant coefficients. The authors used the PDE itself as an auxiliary relation to
derive a 9 point fourth-order compact finite difference scheme. The scheme was
limited to the unit diffusion coefficient. In another work, by developing a fourth-
order compact FD scheme using polynomial approximation, Karaa [80] solved 2D
parabolic and elliptic problems with mixed derivatives and variable coefficients, yet
again with the same restrictions on diffusion coefficients and mixed derivative co-
efficients as in [42]. Later on, the idea was expanded upon by Karaa and Othman
[81] for time-dependent 3D parabolic problems in the presence of mixed derivatives.
Along with FD compact systems, researchers have developed a number of other no-
table approaches to deal with steady CDE in 3D, both with [4, 97, 124, 141] and

without [165] mixed derivatives, throughout the years.

It is observed that at times uniform grid-based systems efficiently generate highly
accurate, stable numerical solutions but fall short of exhibiting the advantages of
nonuniform grids. This is especially true in the higher gradient regions of the flow
variables where it is essential to resolve small scales. One such conundrum ap-
pears when CDE becomes convection-dominated or singularly perturbed. Solutions
of singularly perturbed CDE generally consist of some boundary layers and/or in-
ner layers. Only by setting up very finer meshes can these high gradient regions
be resolved, which escalates the computational cost of any discretization on uni-
form grids and reduces the precision of the solution. One of the more effective
methods of efficient computation for these kinds of problems is to spread out the
grids in regions of low gradient and cluster them in regions with higher gradient.

Not only it could resolve smaller scales accurately, substantial reduction in compu-
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tation time could also be seen. Hence, for many flow configurations it is recom-
mended to use nonuniform meshes. One way to circumvent the use of computation
on the nonuniform grid is to use a suitable transformation from the physical do-
main to the numerical domain to capture the boundary layers efficiently. This
approach, followed elsewhere [131, 181], brings in its own set of advantages and
disadvantages and will not be adopted here. Furthermore, strategies developed on
nonuniform grids report back higher accuracy with the adoption of uniform spac-
ing. Thus, in cases where schemes could be developed on nonuniform grids, they
tend to be the sought after abstraction. Although, over the years, for 2D CDE a
plethora of transformation-free compact schemes are developed on nonuniform grids
[16, 30, 46, 47, 77, 78, 86, 120, 127, 150, 156, 158, 159, 160] but sufficient atten-
tion has not been provided towards the development of compact discretization for
3D CDE in the nonuniform grid. Here, it is important to mention that recently
Ge et al. [51] proposed the first transformation-free higher order compact scheme
and multigrid method to solve the 3D Poisson equation on nonuniform grids. The
scheme reported accuracy of order four under uniform grid setting and third to
fourth-order accuracy on nonuniform grids. To the best of the authors knowledge,
no compact schemes could be found in the literature which approximates 3D CDE

with cross-derivative terms on nonuniform grids.

Having recognized the challenges and potential, the main motivation of this
chapter is to develop compact discretization of the 3D generalized CDE (2.3) on
nonuniform grids without coordinate transformation. The present scheme is em-
ployed to eight diverse numerical test cases with varied complexities and the results

are compared to those available in the literature.

2.2 Numerical scheme development

We carry out the discretization process on a nonuniform 3D grid. Thus, we first

consider a cuboidal domain Q = [a,, b, X [ay, b,] X [a,, b,] in R®. We take refinements
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for the intervals [a,, b,], [ay, by] and [a,,b.] as
Ay =01 < Ty < x3 < -+ <y, = by,
ay =11 <y2 <ys < -+ <Yn, = by,
a, =21 < 29 <23<:--<2z, =b,,
where z;’s, 1 € {1,2,3,...,n,},y;’s,7 € {1,2,3,...,n,} and z,’s, k € {1,2,3,...,n,}

need not be equally spaced. A grid generated in this fashion can be witnessed in

Fig. 2.1. Along z-, y- and z-directions the mesh sizes are given by
hxizxiJrl_xh i€{1,2,3,...,n33—1},

hyj:yj+1_yj7 j€{172737---7ny_1}7
hs, = zgs1 — 2k, k€ {1,2,3,...,n, —1}.

These grid spacing varies with node and to cutback the complications of the scheme

furthermore, we define
&xi:hxi+1/hxi7 i€{172737---7nz_2}7
ay, = hy, o [hy,  §€{1,2,3,...,n, — 2},

Q= hyy  Jhey, kE€{1,2,3,...,n, — 2}

Although oy, i € {1,2,3,...,n, — 2}, o, j € {1,2,3,...,ny — 2} and o, k €
{1,2,3,...,n, — 2} are arrays of real numbers and their values vary with change in
grid points, we shall drop the suffixes 4, j and £k from ay,, o, and a., for brevity
and shall refer them as a,, o, and a, respectively in the subsequent sections of
the chapter. It should also be mentioned that whenever the values a,, o, and «,

become unity the mesh turns to be a uniform one.

First and second-order finite difference operators in the z-direction, ¢, and §2,

are defined as

1

Oz Pijk = o h (Pi+1k — Di-1,jk) (2:4)

x; Ti—1
and

9 (b . Qﬁ? . 1 1

9 i+1,5,k 1—1,5,k

.. — - 7 P 53 2.
05 Pijk T+ oo I + h (hm + hm_l) ¢z7j,k:| (2.5)

respectively, where ¢; j, = ¢(z;,y;, 2). For the sufficiently smooth transport vari-

able ¢(z,y, z), the first and second-order partial derivatives, 0,¢ and 0,,¢ respec-
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Fig. 2.1: The nineteen point compact nonuniform computational stencil used for discretiza-

tion.

tively, along the z-direction, at a point (x;, y;, 2;) lying inside the reference cube can

be approximated using the Taylor series expansion as

1 L[ +h
am‘bi,j,k = 5m¢z',j,k - 5 (h:vi - hxi,l) 8:ms¢i,j,k - 6 m &mx(bi,jﬁ
1 [hi —nt K5+ P (2:6)
24 <hmi + hmi1> Pugie + (hmi + hm“>
and
1 1 [(he +hd
o =820 — Z(h. — h. ik — — | = 0w Di
ama:¢z,j,k 5;}3¢Z,]7k‘ 3 ( T; J:,_l) aa:a:m¢z,j,k 12 h$z + hxi_l 6 ¢ 7k
1 (ht —h h3, + h3 27)
60 (h n h) OuzaoaPiiih + (h T h)
From equation (2.6), it is evident that
| L(n
amm(bi,j,k = 5:v¢:v¢7j7k - 5 (h'ml - hxi,l) a:v:m:(bi,j,k - 6 m ammmm‘bi,j,k
(2.8)

L= o (hat i,
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As our intention is to derive the generalized version of HOC formulation advo-
cated in the work of Sen [130], we see from the above equations that the difference
operator (202¢; ;, — 51@2.’],’,6) carries a first-order truncation error for the second-
order derivative on nonuniform grid vis-a-vis its fourth-order truncation error in
uniform grid and is given by

1

h4 _ h4
_ _ o T Ti—1
g/12: ~ica)Oraa i 0 (hxi - th) - 29)

amm(bi,jjg = (255(251',]',]4: - 5I¢Iuk) o

This necessitates a further approximation of 0,,,¢; ; x in equation (2.9) and is carried

out using equation (2.6) to arrive at

hii - hxihxi—l + hii—l 2
8zm:¢i,j,k =2 h2 + h2 (25x¢i7j7k - 5$¢$zjk)

Ti—1
he, — ha,_, 1
_h2 4+ h,2 <5m¢i,j,k - (bngk)) + E(hml - hmi,1>28:m:m¢i,j,k
T Ti—1

Ti—1 Ti—1

(hZ, + 0%, )

Ti—1

0} <(h$z - hﬂﬁi—l)(Qh;l:' - 2hi"hxi—l + 3h920h2 - 2hxzhi + 2h; ))
_'_ i @ @ i—1 )

(2.10)

The discretization of 0,,¢; k in equation (2.10) reports a only second-order trun-
cation error on nonuniform grid but reverts to fourth-order accurate HOC scheme
given in Sen [130] for uniform grids. As far as we are aware, it is the simplest
generalization of Padé based compact scheme to nonuniform grids. Despite having
second-order truncation accuracy, we advocate the above numerical discretization
because of excellent numerical characteristics of (2533@7]‘,1@ — 5$¢ari,j,k) in the context

of CDE as documented earlier [130].

Analogously, along y- and z-direction we can approximate

h2 —hy h, . +h2
o Yj Y5 " tYi—1 Yj—1 2
ayy¢i7j7k‘ —2 ( hz%] _'_ hz%j_l (25y¢i7j7k - 5y¢yi,j,k)

hy,. — h,. 1
_H@y@,jk - ¢y”k)> + E(hyj - hyjfl)Qayyyy(bi,jvk
Yj Yj—1
) <h3/j B hyjfl><2h3j - thjhyjfl + 3h§jh2j71 - thjhzj—l + Qh?/jﬂ)
N G
Yj Yj—1

(2.11)
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and

h?> —h, h, . +h?
azz(bi, K -9 < 2k k'Zp—1 2k—1 (253@, k= 5z¢z¢j )
’ hgk + hgkﬂ ’ .
hs — he,_, 1
_7(5Z(bi, ik — (bzl,’j’ )) + _(hz - hz B )28zzzz¢i,j,k
hgk +h’§k,1 J k 12 k k—1

+ @ (h'zk - hzk71><2h§k - 2h§kh’2k—1 + 3h2khgk_1 - 2h'2kh§k_1 _'_ Qhék_l))
(h'gk _'_ hgkfl)
(2.12)
respectively. The mixed derivatives can be approximated as
1
afy(bi,jvk :5m¢yi,j,k + 5y¢l‘¢,j,k - 5$5y¢i,j7k + _(h’l'i - hriﬂ)(hyj - hyjﬂ)al“l“yy(bm,k

4
- hyj—l) (h:m -

Y

@ (hi‘l + hi‘i_l)(hyj
h'ri + hxifl

hy, + hy,_,

1
ayz(bi,j,k :5y¢zi,j,k + 5Z¢yi,j,k - 53/52¢i7j7k + _<hyj - h'yj—l)<h'2k

hxifl ) (h'ZJ + h2j71 ) )

(2.13)

- hzkfl )ayyZZ(bZ,],k

4
v o (Pt )~
’ h. +h

hy, + hy,_,

and
1
azm(bi,j,k :5z¢mi,j,k _'_ 5!['(;52:1'7]"}c - 5251'(251',‘7,]6 + _<hzk

Zk—1

Zk—1

- h'zk—l)(h'l'i -

hzkfl) (hyj - h'yj71><h'§k + hik_1)>

(2.14)

hmi,1 )azz:m:(bi,j,k

h., +h ’

Zk—1

4
L6 (hl“z - hl“zfl)(hzk + h3
h'ri + hriq

th—l))

(2.15)

Having found the first-order, second-order and cross-derivative terms on nonuni-

form grids, we can express equation (2.3) around the central node (i, 7, k) in the

discrete form as follows,

[‘Qf(b]i,j,k = fi,j,k-

17
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Here, the discrete operator & is defined as

As
h

As

O
+ I

0y +

Yj—1

) b,

(A Plijk = — (2141533 + 2A25§ + 2A35§ 4 ﬁ 5.

hxi—l

Yj—1

+ d16,0, + d26,0, + d35z5x) Pijik

+ (Aléx + dy0,

(2.17)

+ (A25y + dy0, + dqd,

+ (A35Z + dody + dsd, ) N,
where
A — 2a;1(1 — a, + a?) - 2a2<1_ay+a§) - 2a3(1 — a, + a?)
(1+a2) ’ (1+a2) ’ (1+a?) ’
= 2a1(1 — ) . 2a5(1 — ) A, = 2a3(1 — ;)
(14+a2) "’ (1+a2) ’ (1+ a?)

The values of A;, i € {1,2,...,6}, varies node to node in case of grids with nonregu-

lar spacings. Note that for uniform grids they remain fixed as o, o, and «, remain
constant throughout. Utilizing the operators 4, d,, 0., 02, 55, and 0% we achieve

the following compact formulation for generalized 3D CDE (2.3) on a nineteen point

stencil, shown in Fig. 2.1, as

1 1 1
E E E Ale,jJrly,kHZ Ditly gy

~ F (218)
loy=—11y=—11,=—1
with the coeflicients
- A A A
A =4 —3 5 >
othxF ) O‘yhyj, e th )

~ 1 4A, ~ 1

Aipqs Ay, A jp=——"——(4A1+A),
ok h2 (1 + am < Ay - 4) bk hiz—l(l + aﬂﬁ) ( ' * 4)

~ ~ 1

Aijnig = ( ) Aijoag=—"5—"—" (445 + A5),
J h2 (1 +ay) J h§j71(1 + ay)

- -~ 1

A s A 4A Ag)
Gk4+1 = hgk 1 1+az ( ) gk—1 = hgk 1(1+0zz)( 3+ Ag)

- dy

Aijrie = Az+1, 1,k = —Az 1,j—-1k = —Az+1,‘+1,k = )

j j— j— J Ry hy, (L4 op) (14 o)

. ~ . dy

Aiicigir = Aijr e 1__Az 1ht1 = —Aij_1k—1 = )
sk = A e T e (T ) (1 )

N . . N ds

Aprjhor = Aiy s = —Aiprjos = —As_yjps = ,
+1,_],k 1 1,],k+1 +1,],k+1 1,_],]? 1 hmiilhzkil (1 _'_ O{x)<1 + O[z)
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and

A, A A
Fz‘J,k :fm,k - (h + Cl) gbx”k - (hy ° + 02) ¢yi,j,k - (h ‘ + 03) gbzi,j,k’
i1 -1 2p-1

_ m (¢$¢+1,j,k - (blvifl,j,k) - m (‘bmi,jﬂ’k - (bxi,j—l,k)
d A
B m (gb%’j’k“ o ¢$id¥k—1) o m (gbyi,j-kl,k - gbyi,j—l,k)
Zk—1 z i1
a d
- m ((byiﬂ’j’k a (byi*l’j’k) B WZQ) (¢yi,j,k+l - (byi,j,k—l)
Ti—1 T a1 .
As d
_ m (¢z¢,j,k+1 - (bzi,j,k—l) - m ((bzi,jﬂ,k - (bzi,jfl,k)
d3

T g ey G~ Foin)

Equation (2.18) is the fully discretized compact scheme which is capable of solv-
ing the generalized 3D CDE on nonuniform grids. The scheme utilizes the values
of the transport variable ¢ at nineteen neighboring points around the inner node
(1,7, k) and the gradients of ¢ at six immediate neighbors denoted using red ink in
Fig. 2.1. To the best of our knowledge, this is the first higher-order approximation
that uses only nineteen grid points to approximate 3D CDE with mixed derivative
and is a marked improvement from the pioneering work of Ananthakrishnaiah et al.
[3]. Another potential advantage of this newly developed formulation is its suitabil-
ity involving variable coefficients and even for semi-linear PDEs and will be further
explored in numerical test cases. The gradients present in the discretization process
need to be computed up to the desired order of accuracy. On a nonuniform grid, we
generalize the idea of Lele [95] to arrive at the following approximation for spatial

derivatives in z-direction,

hy by hy — hy.

The truncation error term in the above approximation reveals an accuracy of order

(2.19)
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three on nonuniform grids. Equation (2.19) can further be expanded to

(¢z‘+1,j,k - (1= O‘i)@,j,k - O‘azc@*l,jvk) :

(2.20)

(b:mﬂ,j,k +2(1+ o) (bxi,j,k—i_am(bmi*l’j”“ - Qzhy, |
Qg llg;

Correspondingly, in y- and z-direction we get

3
¢yi,j+1,k +2 (1 + Oéy) (byi,j,k_'_ay(byi,jﬂ,k = &yhy ((bi,jJrl,k - (1 - Oéz)(bi,j,k - Oézz;qsivj*l,k‘)
i1
(2.21)
and
3 2 2
¢Zi,j,k+1 +2 (1 -+ Oéz) Qﬁzi’j’k +Oéz¢z¢7j7k71 = o ((bi,j,kJrl — (1 — az>¢i,j,k — aqui,j,kfl)
21z

(2.22)

respectively.

2.3 Solution of algebraic systems of equations

The system of equations resulting from the newly developed FD scheme (2.18)

can be written in matrix form as
M@ = Fi(f, 0, 8,,0.), (2.23)
with
¢ = (<Z51,1,1, G1,1,25 - PLlnes P12,15 P1,2.25 -+ 5 Plinginas + - - 5 ¢nz,ny,nz)T )
T
T
(I)y = <¢y1,1,1> ¢y1,1,2> R ¢y1,1,nz ) ¢y1,2,1> ¢y1,2,2> R ¢y1,ny,nzv T ¢ynx,ny,nz) )

and

T
(I)z = (¢z171,17 ¢zly1,27 R gbzl,l,nz ) ¢z172,17 ¢21,2,27 ey gbzl,ny,nza R ¢an,ny,nz> )

where M, is a sparse nonsymmetric matrix of dimension ng,n,n.. Nonsymmetricity
being correlated by the nonuniform grids taken under application. Moreover, due
to compactness of the presented scheme, M; is a banded matrix with nineteen

diagonals.
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The solution for steady-state generalized CDE (2.18) is computed following an
outer-inner iterative technique. Once @ is initialised appropriately, we approximate

®,, ¢, and P, by solving the following tri-diagonal systems of equations

My®, = Fy(P), (2.24)

M;®, = F5(®) (2.25)
and

M,®, = Fy(9) (2.26)

respectively. Equations (2.24)—(2.26) are the matrix reperentation of equations
(2.20)—(2.22). We thus obtain the required initial values and use equation (2.23)
towards first iteration ®() of ®. This is followed by computation of <I>§}’, CDZ(}) and
o leading to completion of one outer iteration. We begin the next outer iteration
by utilizing these values on the right hand side of equation (2.23) to compute &

again. The process continues unless the following condition is reached:

(I)('nJrl)

mazx|®; — @E?k\ <€,

where @E’ﬁl) and (IJEZ)k are the values of ® computed at two successive outer itera-

tions.

An outer iteration involves the solution of as many as four systems of equations
given in equations (2.23)—(2.26). Each system of equations is handled by an iterative
solver. The Bi-Conjugate Gradient Stabilized (BiCGstab) method [83] is used to
perform all the inner computations. The tolerance criteria for inner iterations is set
to €5. In our computations we recommend €; = ¢, = 1.0e — 14. It is important to
mention that under-relaxation was used in the inner iterations for a low diffusive
coefficient. All computations are executed on a Intel i7 based PC with 2.40 GHz
CPU and 16 GB RAM.
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2.4 Grid generation

To test our newly developed discretization strategy, we have adopted two differ-
ent types of nonuniform grids: (i) geometrically generated and (ii) trigonometrically

generated and are extensively used in numerical examples.

For the first scenario, we use the nonuniform grid that stretches geometrically in

all the three direction. The grid is generated with the help of algebraic relation

(i-1) (3-1) (k=1)
« —1 « —1 o' —1

=X | ——— =Y, | =7 | = 2.27
X O[a$_1 v Yy 0 Oéy—].]’ 2k 0 O[z—l ]7( )

with Xy, Yy and Z; being the initial spacings in z-, y- and z-direction respectively.

In the second case, a nonuniform grid is generated using trigonometric functions

given below:

z, = L i+ﬁsin Oqi
i — Mz Ny @x n, )

J A (O]
gl N (O 2.98
w=r, {2+ G (2)}. 229
o — Lz{ﬁ+ﬁsm (@Zk)}, 1< A A A < 1

n, 0O, n,

Here, L., A\, and O, respectively defines length of the domain, the clustering pa-
rameters and control angle along the x-direction. The control angle decides the area
which requires grid refinement and the clustering parameter controls the density of
grids in that area. Positive values of A\, correspond to the clustering of grids in the
required zone while the negative value defines the otherwise. It should be noted that
the zero value of the clustering parameter restores to uniform grids. The parameters

Ly, L., \y, \., ©, and ©, carries the same significance in the y- and z-directions.

For problems with solutions containing steep boundary layers, we shall adopt the
trigonometrically generated grid as it allows us to accumulate more number of grids
in the required region compared to the geometric one as can be seen in Fig. 2.2.
Moreover, for the second type of grids, bigger values of a,, o, and «, lead to a

quick exponential increase of grid spacings.

Gird generations carried out using equations (2.27) and (2.28) can also be used

as transformations from physical to computational domain. The effect of such grid
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(a) (b)

Fig. 2.2: Nonuniform grid distribution on zy-plane for a 17x17x 17 grid : (a) triginometri-

cally generated with A, = Ay = —0.8 and (b) geometrically generated with o, = oy = 1.1.

stretching on the stability and accuracy in generalized setup for higher-order com-
pact schemes vis-a-vis higher-order discretization directly applied to the stretched
physical grid without using the coordinate transformation have been well docu-
mented in the work of Zhong [186]. Such a study in the context of 3D generalized

CDE might be revisited in the future but is avoided in the current context.

2.5 Numerical illustrations

In this section, we employ eight numerical test cases to examine the newly de-
veloped compact scheme articulated in this chapter. They exhibit the effectiveness,
accuracy, convergence order and adaptivity of the scheme for various 2D and 3D
linear and nonlinear PDESs, including singularly perturbed problems with boundary
layer as well as elliptic PDEs with mixed derivatives. A detailed analysis of our
computed results along with a comprehensive comparison to those available in the

literature is carried out.

All the test initializations are done with zero value. Although for steady-state
problems at times, it is preferable to work with an initial approximation closer to
the exact solution to assure the convergence, it is heartening to say that the zero

initial guesses have worked fine for all the test problems under consideration. The

23



numerical rate of convergence for each problem is to calculate with the help of the

following definition:
log (&1 /&)
log(Hy/Hy)

where &7t and &2 are the maximum error of the solution with total grid points

Order of convergence = (2.29)

H, and H respectively.

2.5.1 Test problem 1

We begin our numerical test cases with the following 2D homogeneous linear

elliptic PDE
— 4+ =—+c=— =0, 0<z,y<l. (2.30)
This equation admits exact solution

o(z,y) = (y(l —y) - 2%) e (2.31)
with a vertical boundary layer at © = 0 as noted by Tian et al. [156]. With increasing
¢, this boundary layer gets narrower. Thus, any effective capture of this vertical
layer necessitates nonuniform grid distribution in the z-direction, with clustering in
the vicinity of x = 0. We thus put our numerical scheme to the test by varying
the stretching parameters while laying a uniform grid in the conjugate y-direction.
Computations are performed using grids of various sizes and stretching parameters,
with the Dirichlet boundary condition applied along both sides. Maximum error
corresponding to ¢ = 10% and 10* are plotted in Fig. 2.3a and 2.3b respectively.
From the Fig. 2.3a and 2.3b, it is clear that for a particular value of \,, inaccuracy
decreases as the number of grid points increases. Alternatively, error reduction can
be accomplished by carefully raising the magnitude of \,, which has been shown to
be highly effective. This documents the efficiency of the nonuniform grids advocated

in this study.

Following Tian et al. [156], further computations for this problem are performed
with ¢ = 10, 102, 10 and 10*. This allows us to compare our newly developed

method to the best accessible in the literature. In Table 2.1, the maximum errors
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Fig. 2.3: Problem 1: Maximum error vs stretching parameter for different grid sizes: (a)

c =103 and (b) ¢ = 10%.

Table 2.1: Test problem 1: Maximum error of ¢ for different scheme on grids of different

sizes and order of convergence.

o [156] Present scheme
Girid size Max. Max.
order order
error error
c=10 21 x 21 3.94e-6 3.77e-6
A = —0.30 41 x 41 2.46e-7 4.00 2.52e-7 3.90
c=10? 21 x 21 2.54e-5 5.40e-5
Ar = —0.85 41 x 41 1.50e-6 4.09 3.65e-6 3.89
c=103 41 x 21 4.40e-5 9.00e-5
Ar = —0.95 81 x 41 2.40e-6 4.19 5.08e-6 4.15
c=104 121 x 41 7.45e-6 6.22e-6
Ar = —1.00 241 x 81 4.44e-7 4.07 4.03e-7 3.95

of the computed solutions are shown. In this table, we also present errors reported
by the compact scheme of Tian et al. [156]. Though the newly developed scheme
has a theoretical accuracy of second order, the order of convergence was observed
to gravitate to the highest attainable order four in each case. Additionally, we
can observe that the present scheme is quite suitable in capturing extremely thin

boundary layers with equivalent efficiency as that of Tian et al. [156].
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2.5.2 Test problem 2

The course of this study is furthered by resolving boundary layers of the following

PDE in the presence of mixed derivative

¢ 0% 0%¢ 9¢ _ 99
_ b _ A rh S 0< < 1. 2.32
(6x2+6y2)+ woy ~ “\ow ~ay) =@y Osaysl (252
Here, |b| < 2 and the exact solution of this elliptic PDE is given by
6c(lfz) e —9

e —1

oz, y) = (2.33)

Equation (2.33) helps in determining the source function f(x,y) and the Dirichlet
boundary conditions [42]. The analytical solution admits vertical boundary layers
along x = 0 and y = 1. As recognized by Fournié and Karaa [42], the boundary
layer thickness changes inversely with ¢, making accurate resolution of the same
exceedingly demanding. Another issue for any discretization is the question of con-
vergence as |b| assume values close to 2. The stability of diversified discretization
near and beyond such a choice is well documented in [42]. As b — 2, the associated
diffusion matrix tends to lose positive definiteness and the nature of the PDE in
equation (2.32) becomes parabolic. Thus, testing our newly developed discretiza-
tion, particularly with larger ¢ at a steep b value, should be interesting. We start
by considering a suitable nonuniform grid capable in capturing the boundary layers

by using the stretching function (2.28) with ©, = -0, = .

10"

b=0.2
b=1.0
10°
b=1.99
S S
= t10°
[} [}
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Fig. 2.4: Problem 2: Maximum error versus iteration numbers: (a) ¢ = 10% and (b)

c=10%
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Table 2.2: Test problem 2: Comparison of maximum error and order of convergence of

different methods, 1 < ¢ < 103.

[42] Present Scheme
65 x 65  order 129 x 129 65 x 65 order 129 x129 A

b=0.2

1 1.19e-11  5.18  3.28e-13 8.34e-12  3.83  5.85e-13  0.10

10 4.85e-7 4.00 3.03e-8 8.29e-8 3.99 5.22e-9  0.65

102 5.45e-3 4.12 3.12e-4 3.63e-6 3.99 2.29e-7  0.95

10> 6.73e-1 0.92 3.55e-1 5.29¢-5 3.94 3.45e-6  0.99
b=1.0

1 1.26e-11  4.01  7.80e-13 8.5le-12  3.89  5.76e-13  0.10

10 4.88e-7 4.00 3.05e-8 8.86e-8 3.99 5.59e-9  0.65

10> 5.35e-3 4.18 3.06e-4 3.65e-6 3.98 2.3le-7  0.95

10> 6.57e-1 0.95 3.41e-1 5.28e-5 3.94 3.45e-6  0.99
b=18

1 1.54e-11 4.21 8.27e-13 9.48e-12 3.94 6.16e-13  0.10

10 5.26e-7 4.00 3.28e-8 1.03e-7 3.99 6.49¢-9  0.65

10> 5.54e-3 4.05 3.34e-4 3.69e-6 3.99 2.33e-7  0.95

10> 6.64e-1 1.01 3.30e-1 5.27e-5 3.93 3.45e-6  0.99
b=1.99

1 - - - 1.01e-11 3.84 7.03e-13  0.10

10 - - - 1.09e-7 3.99 6.87¢-9  0.65

10? - - - 3.70e-6 3.98 2.34e-7  0.95

10? - - - 5.28e-5 3.94 3.45e-6  0.99

Table 2.3: Test problem 2: Maximum error and order of convergence for ¢ = 10*.

Grid b=0.2 b=1.0 b=1.8 b=1.99
129 x 129 7.71e-5 7.71e-5 7.71e-5 7.71e-5
257 x 257 5.33e-6 5.33e-6 5.41e-6 5.41e-6

order 3.84 3.84 3.83 3.83

Fournié and Karaa [42] solved this problem on a uniform grid with a general-
ized nine-point fourth-order compact formulation. The scheme generated by them
outperformed the traditional central difference method in terms of accuracy and con-
vergence of the solution. A close comparison of the solutions computed by Fournié

and Karaa [42] and the present scheme has been shown Table 2.2. Both the schemes
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could properly tackle the issues associated with boundary layers and numerical os-
cillations for ¢ < 100. In this context, the current formulation, which similarly
employes nine-point stencil in two dimensions, reports better accuracy as it is pro-
ficient in dealing with nonuniform grid generated using A\, = A, = A. However,
for ¢ = 103 the compact approach established in [42] cannot maintain the requisite
accuracy and convergence. We further probe the newly developed formulation for
convection coefficient ¢ = 10* using the finer grid and report results in Table 2.3. Our
newly developed formulation is again found to be efficient in capturing the narrow

boundary layers and reports higher than the theoretical order of convergence.

The convergence history for ¢ = 10® and 10* are presented in Fig. 2.4a and 2.4b
respectively. It is seen that on a 129 x 129 grid, variation of b has little effect on
the convergence pattern. The correlation between the number of iterations and b
remains undetermined as c is increased to 10%. This might be attributed to the
nonuniform grid’s ability to resolve boundary layers effectively. Note that working
with a uniform grid Fournié and Karaa [42] demonstrated that with an increase in

b more iterations are necessary to achieve convergence.

2.5.3 Test problem 3

We next pass on to three dimensional test cases and consider the CDE

Py o ¢ 1 96
_ 9 _ ) . |
g(ax”ay”azﬂ)ﬂway f@y2), 0Sayrsl (230

The exact solution of this equation is

d(x,y,2) =z (ey’m $2 (14 y)H%) : (2.35)
Here, the Dirichlet boundary conditions and the source function f(z,y, z) are gen-
erated from equation (2.35). This problem was studied by Ge and Zhang [48] and
Mohamed et al. [103] using uniform grids. The problem admits a steep boundary
layer at y = 1 for large value of 1/e. We use the stretching function given in equa-
tion (2.28) to lay out a nonuniform grid with clustering near y = 1 to evaluate the

efficiency of our discretization scheme in a nonuniform setup.

Ensuring the work done by Mohamed et al. [103], we carried out the computa-
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Table 2.4: Test problem 3: Comparison of maximum error and order of convergence of

different schemes for different e.

Crid [103] 48] Present scheme
rid size . Mo .
order order order
error error error
e=1.00 TXT7TxT7T 1.94e-7 4.74e-7 1.89¢-8

Ay =010 11x11x11 3.25e-8 3.95 8.32e-8  3.85 2.84e-9  3.71
21x21x21 2.07e-9 3.96 5.25e-9  3.99 2.12e-10  3.74
41 x41x41 1.29e-10 4.00 3.31e-10  3.99 1.48e-11  3.84

e=0.10 TXTxT  813e-d 2.32e-4 5.08e-5

Ay =040 11x11x11 1.42e-5 3.86 3.88e-5  3.96 7.29¢-6  3.80
21x21x21 89le-7 3.99 2.40e-6  4.00 4.89e-7  3.90
41 x41x41 5.58e-8 4.00 1.50e-7  4.00 3.16e-8  3.95

e=001 11x11x11 1.27e-3 1.71e-1 1.93e-3

Ay =085 21x21x21 7.02¢-4 0.78 2.90e-2  2.56 7.12e-5  4.76
41 x41x41 8.58e-5 3.03 2.48e-3 3.54 4.65e-6  3.94

tions for ¢ = 1, 0.1 and 0.01. Table 2.4 shows the accuracy and convergence of the
current scheme. The numerical results of the present scheme are compared to results
obtained with a discretization strategy developed by Ge and Zhang [48] with the
help of symbolic computations and exponential HOC scheme proposed by Mohamed
et al. [103]. Both these schemes being limited to uniform meshes only, a superior
performance of the present scheme is noticed in Table 2.4. For higher ¢ values, all
three approaches exhibit satisfactory results in terms of accuracy and convergence
in case of gentle boundary layers. However, the present scheme maintains a conver-
gence near to fourth-order as the boundary layer becomes thinner. Furthermore, for
all the values of ¢ the present scheme shows notably higher accuracy than the other

two.

2.5.4 Test problem 4

Next, we apply our methodology on the linear CDE whose coefficients are ex-

ponential functions of spatial coordinates in the cubic domain [0, 1]* represented by
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The equation admits exact solution

2 2
an ¢ +6228 o) +6(ac—i—y—i—z) <% + g_j + %) = f(x,y,z). (2.36)

o(x,y, z) = cos(z) + cos(y) + cos(z) (2.37)

and is traditionally used by various researchers as a numerical test for three-dimensional
code verification [3, 4, 105]. Indeed the problem was studied by Ananthakrishnaiah
et al. in their classical work [3]. Later Mohanty and Setia solved this linear prob-
lem to establish a fourth-order compact off-step discretization in their work [105].
Recently Aziz et al. [4] while introducing a Haar wavelet-based method again took
recourse to this problem. Our aim here is to compare the computational effective-
ness of the newly developed discretization with a fast second-order central difference

approximation in addition to measuring the accuracy of the proposed discretization.

Table 2.5: Test problem 4: Comparisons of maximum error and order of convergence of

different schemes.

Crid s 3] [105] 4] Present scheme
fa size Max. Max. Max. Max.
order order order order
error error error error
HhxHxDH 8.8Re-H 2.63e-5 1.06e-4 2.11e-7

9x9x9 5186 4.10 1.65e-6 399 3.34e-5 1.67 1.25e-8 4.08
17x17x17 3.18e-7 4.03  1.03e-7 4.00 8526 197  8.02e-10 3.96

We refrain from employing nonuniform meshes because the exact solution (2.37)
carries symmetry and smoothness in all directions. This also provides us with an
opportunity to check whether the discretization is able to report close to its highest
possible order of convergence. In keeping with the literature, we also compare max-
imum error on grids 5 X 5 X 5, 9 x 9 x 9 and 17 x 17 x 17 with classical works in
Table 2.5. The extinguishing performance of our newly developed formulation be-
comes apparent from this table as well. It is imperative to mention that the results
obtained by the present scheme remain more accurate compared to results obtained
by the central schemes available in the literature. The fourth-order convergence in

the uniform grid is indeed reported by the current approach, as shown in Table 2.5.
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2.5.5 Test problem 5

We now investigate our scheme for homogeneous CDE in presence of mixed

derivatives given by

-V - (DV¢)+V-(Cop)=0 (2.38)
where
2 —b b
D=c|-bp 2 -b|,
b —b 2

T
C= [—2 tanh (2522) , —2tanh (y_0'5) , —2tanh (Z;%)]

2e 2e 2e
Here, b conforms the positive definiteness of D and the Dirichlet boundary conditions

conform to the exact solution

é(r,y,z) = —tanh (:1: _2 0'5) — tanh (y _2 0'5) — tanh (z _2 0'5) (2.39)

5 € 3

which admits three vertical boundary layers along x = 0.5, y = 0.5 and z = 0.5. Our
goal in this particular problem is to evaluate the efficiency of the discretization ap-
proach for various values of b within the allowable range. In terms of computational
time, we also compare our method with the traditional second-order central differ-
ence method using € = 0.5 and 0.05. All the computations are done on a centrosym-
metric nonuniform grid generated using equation (2.28) with ©, = ©, = 0, = 2.
Solutions computed for b = 0.5, 1.0, 1.2 and 1.6 using three different grids 9 x 9 x 9,
17 x 17 x 17 and 33 x 33 x 33 are shown in Table 2.6. The relative CPU time of
our recently established scheme and that of a second-order central scheme, which

requires less computing, is also reported in this table.

Table 2.6 shows that the second-order central scheme is nearly six times faster
than our recently proposed formulation for smaller b values at ¢ = 0.5. With bound-
ary layers becoming steep at ¢ = 0.05, this discrepancy in CPU time is substantially
evened out. This is attributed to the large number of iterations required by the
central scheme for convergence. The central scheme is inefficient in terms of com-

putational cost and accuracy for b = 1.6 and struggles to converge even for the case
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Table 2.6: Test problem 5: Comparisons of maximum error, order of convergence and

relative CPU time.

Central scheme

Present scheme

e p Grid size . .
order Time order Time
error error
9x9x9 3.53e-5 1 3.75e-7 4.9
0.5 17x17x17 9.8b5e-6 1.84 10.4 2.83e-8  3.73 63
33 x33x33 2.53e-6 1.96 221 1.90e-9  3.90 1333.3
9x9x9 4.20e-5 1.9 4.37e-7 5.7
1.0 17x17x17 1.21e-5 1.80 12.5 3.11e-8  3.81 76.3
33 x33x33 3.16e-6 194 285.6 2.02¢-9 394 1614
05 9x9x9 4.70e-5 1.6 4.66e-7 6
1.2 17x17x 17 1.56e-5 1.59 25.1 3.24e-8  3.85 82
33 x 33 x 33 - - 2.08¢-9 396 1705.3
9x9x9 1.64e-4 16186.6  5.31e-7 6
1.6 17x 17 x 17 - - 3.54e-8  3.85 96
33 x 33 x 33 - - 2.21e-9 396 20324
9x9x9 2.16e-2 18.1 3.96e-3 194
05 17x17x17 5.91e-3 1.87 159.5 3.02e-4  3.71  154.2
33 x33x33 1.52¢e-3 196 2172.8 1.98e-5 3.93 1683.4
9x9x9 2.20e-2 19.4 4.00e-3 20
1.0 17x17x 17 598e-3 1.88 160.7 3.04e-4  3.72  167.7
33 x33x33 1.54e-3 196 1916.6 2.00e-5 393 1754.5
0-05 9x9x9 2.21e-2 23 4.02e-3 20.7
1.2 17x17x17 6.02e-3 1.88 158.2 3.05e-4  3.72 176.8
33 x33x33 1.55e-3 196 2419 2.00e-5  3.93 1980.5
9x9x9 - 4.07e-3 21.4
1.6 17 x 17 x 17 - - 3.07e-4  3.73  193.7
33 x 33 x 33 - - 2.0le-5 393 2275.2

e = 0.5. In terms of maximum error, the Table 2.6 clearly shows that the newly

proposed formulation attains close to fourth-order convergence.

In Fig. 2.5, a qualitative comparison of the present numerical solution and the

exact solution is carried out. It is encouraging to see that the solution computed

on a 33 x 33 x 33 grid on the plane y = 0.5 for € = 0.05 is essentially identical to

analytical solution.
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Fig. 2.5: Problem 5: (a) Computed solution and (b) analytical solution on the plane
y = 0.5 for e = 0.05 on 33 x 33 x 33 grid.

2.5.6 Test problem 6

Next, we solve the nonlinear elliptic PDE on a unit cube using the present

method. The nonlinear equation

8%

or? +

o(z,y, 2) = ze'

82 2
0, Po
oy2 ' 922

¢

00 06 00

or Oy

with source term f(z,y, z) possesses analytic solution

1-2)(1-y)/e

0z

- f(l‘,y,Z)

(2.40)

(2.41)

Table 2.7: Test problem 6: Computed maximum error and order of convergence for dif-

ferent e.
€= e=10" e=10"2 e=5x10"3
Grid size A =0.00 A =0.40 A=0.85 A=0.95
Max Max Max Max
order order order order
error error error error
9x9x9 1.15e-9 4.99e-6 1.07e-3 -
17x17x17 8.86e-11 3.70  4.83e-7 3.37 8.95e-5 3.58  7.40e-4 -
25 x25x25 1.87e-11 3.84  1.10e-7 3.65 1.93e-5 3.78  1.72¢-4  3.60
33x33x33 6.08e-12 391  3.75e-8 3.74 6.37e-6 3.85 5.8be-5 3.75
41 x41x41 2.49e-12  4.00 1.60e-8 3.82  2.67e-6 3.90 2.49e-5 3.83
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Fig. 2.6: Problem 6: Numerical solution ((a) and (b)) and maximum error ((c) and (d))
on the plane z = 0.5 computed using 41 x 41 x 41 grid for £ = 0.01 (left) and ¢ = 0.005
(right).

For smaller values of €, this solution develops two vertical layers along the bound-
aries x = 1 and y = 1 respectively. In order to properly capture the solution, it is
essential to generate nonuniform grids along the x- and y-directions, and a uniform
grid in the z-direction. Grids are clustered in the vicinity of z = 1 and y = 1 using
equation (2.28), with the grid stretching function being ©, = 0, = 7. Computa-
tions are carried up to € = 5.0e — 3. We obtain a smooth solution for ¢ = 1 that is
successfully handled by uniform grids in all directions. However, it becomes more
challenging to capture the boundary layers of the nonlinear equation for smaller
values of €. For each value of ¢ we have chosen different clustering parameter
Az = Ay = A which can be seen in Table 2.7. This table clearly shows that the

newly developed scheme is able to sustain its theoretical rate of convergence and
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accuracy for this nonlinear problem, thereby affirming the adaptivity of the present
scheme in simulating challenging situations. Finally, numerical solution on the plane
z = 0.5 computed using 41 x 41 x 41 grid for € = 0.01 and € = 0.005 are presented
in Fig. 2.6a and 2.6b respectively. In both cases, our computation is seen to capture
the boundary layer with ease. To further understand error distribution we present
maximum error for the previously mentioned two values of ¢ in Fig. 2.6¢ and 2.6d
respectively. As could be expected, a relatively higher error was recorded in the

regions with high gradients.

2.5.7 Test problem 7

Following Mohanty and Dey [104] and recent works of Lin and Reutskiy [97] as
well as Reutskiy and Lin [124] we further implement the newly developed scheme

for the following 3D nonlinear elliptic PDE with mixed derivatives

=01 (Pzz + yy + G22) +d1¢Gay +dady. +d30..—b9 (dr + &y + ¢.) = f(7,y,2) (2.42)

where

The exact solution defined inside and on a unit cube

o(x,y, z) = €* cos(y) sin(z) (2.43)
provides for source function f(z,y, z). This solution doesn’t possess sharp features
and hence does not necessarily attract nonuniform grids. Nevertheless, to validate
our nonuniform code we employ grids generated using equation (2.27) with «, =

o, = a, = 1.01.

In order to discretize equation (2.42) with b = 1, 10, 102, 103, Mohanty and Dey
[104] implemented a fourth-order single-cell FD scheme on uniform cubic grids of

sizes 9x9x 9, 17x17x 17 and 33 x33x 33. On the other hand, Lin and Reutskiy [97]
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Table 2.8: Test problem 7: Comparison of maximum error and order of convergence of

different methods.

o [97] [124] [104] Present scheme
Girid size Max Max Max Max
order order
error error error error
b=1
9x9x9 1.17e-6 4.08e-8
17x17x 17 7.31e-8  4.00 3.07e-9  3.73
33 x33 %33 2.97e-9 4.62 1.94e-10  3.98
30050 NFP — —
b= 10
9%x9x9 1.96e-6 7.94e-8
17x17x 17 1.24e-7  3.98 6.56e-9  3.60
33 x33 x33 7.62e-9 4.02 5.23e-10  3.65
30050 NFP  1.67e-6 7.02e-7
b =102
9%x9x9 7.55e-5 2.27e-7
17x17x 17 4.83e-6  3.97 1.85e-8  3.62
33 x33 x33 3.01e-7  4.00 1.56e-9  3.57
30050 NFP  1.87e-6 6.52e-6
b =103
9%x9x9 7.78e-4 3.17e-7
17x17x 17 6.39e-5  3.61 2.49e-8  3.67
33 x33 x33 4.41e-6  3.86 2.06e-9  3.60
30050 NFP  1.35e-6 8.47e-7
b=10*
9x9x9 — 5.58e-7
17x17x 17 — — 3.14e-8  4.15
33 x33 %33 — — 2.17e-9  3.85
30050 NFP  1.46e-6 1.05e-6

employed a cubic B-spline semi-analytical algorithm whereas Reutskiy and Lin [124]
worked with a redial basis function (RBF) based method for solving this problem.
Numerical solutions calculated with b = 10, b = 102, b = 10 and b = 10* with
a number of free parameters (NFP) of 30050, 60100 and 120200 can be found in

both of these works. These numbers roughly correspond to number of mesh points
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associated with grids 33 x 33 x 33, 41 x 41 x 41 and 51 x 51 x 51 respectively.
This inspired us to run numerical simulations for b = 1, 10, 102, 10® and 10* on
nonuniform grids of sizes same as those of [104]. In Table 2.8, we have presented the
numerically approximated maximum error and order of convergence. The computed
data from Table 2.8 vividly illustrates the accuracy and effectiveness of the present
formulation. The proposed scheme not only projects the least erroneous solution

but also reports a higher order of convergence in all cases.

2.5.8 Test problem 8

Finally, in order to highlight the versatility of the new 19-point scheme, we
compare it to a fully compact 27-point scheme. We consider linear PDE with the

second-order cross-derivative terms in the unit cube [0, 1] represented as in [3]

10 (¢zz + dyy + 022) + Guy+20y. +30:0— 1302+ 11y +1090. =70 = f(z,y,2). (2.44)

The Dirichlet boundary conditions and the forcing function f are chosen so as to

conform to the analytical solution
¢(x,y,2) = exp(z +y + 2). (2.45)

We use uniform mesh to solve this problem and compare our results to those of

Table 2.9: Test problem 8: Maximum error of ¢ for different scheme on grids of different

sizes and order of convergence.

o 3] Present scheme
Grid size Max error  order Max error  order $(0.5,0.5,0.5)
5 X b 2.53e-4 7.34e-6 4.4816589355
9%x9 1.64e-5 3.95 6.35e-7 3.93 4.4816870689
17 x 17 1.04e-6 3.98 4.52e-8 3.81 4.4816889762

Ananthakrishnaiah et al. [3] in Table 2.9. This table further includes numerically
estimated values of ¢ at (0.5,0.5,0.5) along with the maximum error and order of
convergence. Although [3] converges with a faster rate, it is found that our scheme
has better accuracy for all the grids considered. Nevertheless, it appears that the

newly developed formulation consistently comes close to a convergence of order four.

37



The table shows that even for the coarse 5 x 5 x 5 grid, the numerical solution at

the center of the cube estimated up to the tenth decimal place remains accurate.

2.6 Conclusion

This chapter pertains to a compact FD scheme for generalized 3D steady CDE.
The newly proposed scheme developed on nonuniform grid does not employ any
transformation between the physical plane and the computational plane. The scheme
is seen to be quite efficient in capturing boundary or transitional layers present in
the solution domain. By employing a flexible discretization strategy our scheme is
seen to be quite adaptable to the singularities in the domain. In 3D, the scheme
uses at most nineteen neighboring nodal points and is computationally efficient for
stiffer choices of parameters. To the best of the authors’ knowledge, this is the first
attempt to compactly approximate 3D generalized CDE on nonuniform grids. Fur-
ther extension of the discretization strategy in the presence of nonlinear as well as
linear reaction terms is found to be rather straightforward. The scheme exhibit close
to fourth-order of numerical convergence. A comprehensive comparison is carried
out with some of the best-known discretization procedures of the CDE available in
the literature. These comparisons indeed reveal the superior accuracy virtues of the

present scheme especially in the presence of boundary layers.
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