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Chapter-I 

 
1 Introduction 

1.1 Preamble 

Food quality and food security have been contentious issues of human civilizations for 

ages.  At present day world, with the increase in income and raise in education, quality 

has grabbed a wide position among the demographics. Quality is a broad term 

comprising of physical attributes as well as nutritional content involving grading of 

food products and sorting out of defected ones. Quality degradation prior to harvest and 

during storage is one of the greatest concerns for maximizing agricultural productivity. 

Evaluating the quality of a food product is tedious if manual (Meenu et al., 2021). In 

experience, fatigue, and inconsistency are factors that affect the process of sorting and 

grading of food products. It simply depends on labor efficiency, which is influenced by 

several physiological parameters. Recently, quite a lot of work has been done on rapid 

and non-destructive measurement of fruit and vegetable quality, using artificial 

intelligence techniques. Nondestructive sorting and grading using machine learning 

techniques helps in maintaining quality by minimizing food losses (Zhou et al., 2023). 

This technology is thus adopted in the field of food and agriculture to meet the demand 

for food which is an important agenda of Agriculture 4.0. Digitalization in agriculture is 

a smart solution in this regard, maximizing agricultural productivity from farm to fork. 

This has already been dubbed the ―Digital Agricultural Revolution‖ (Trendov et al., 

2019) by the United Nations Food and Agriculture Organization, which combines 

cutting-edge technology such as the Internet of Things (IoT), Big data, Artificial 

Intelligence (AI), and Cloud computing (Rose and Chilvers, 2018). Recent 

developments in the field of smart devices have made it possible to capture and handle 

large data from targeted sources using smart phones and AI. Meanwhile tomato is a 

perishable product which is in high demand and market value being dependent on 

quality. Tomato, while undergoing spoilage, entails drastic changes in colour, surface 

texture, flavor, etc. Also, tomatoes being sensitive are vulnerable to physical treatment, 

loads, vibrations etc., (Alsamir et al., 2021). An accurate, rapid and non-destructive 

spoilage detection technique will be very much helpful in this regard. Deep learning is 

one of the machine learning techniques that has been able to set Gold Standard in the 

artificial intelligence community by outperforming its predecessors (Alzubaidi et al., 
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2021). So, the present work focuses on nondestructive quality assessment of tomato 

using deep learning. 

 

1.2 Inference of wholesomeness 

Inference is a conclusion that is drawn about some things by experiencing them first-

hand and acquiring knowledge about it through learning. Quality inference can help 

minimize the food losses suffered pre and post-harvest (Delgado et al., 2021). These 

losses can occur at the farm level or after harvest, in supply chain, storage, handling and 

processing. Quality assessment by trained human investigators is performed by feeling 

and seeing (Bhargava and Bansal, 2021). Images are the most basic digital representation 

of what one feel and see (Furht, 2008). Image based quality inference is an emerging 

technique that provides authenticity and traceability in recognition and identification 

problems. This is achieved by extracting data and information from digital images 

subjected as input to a given technique. With the rapid growth of information science, 

computer vision-based image processing will be a viable solution to this data recognition 

problem. Due to its learning capability from data, deep learning is becoming most 

widespread in complex cognitive quality inference, matching or even beating those 

provided by human inference. Deep learning coupled with image processing can be an 

effective tool in this regard. This study is thus an attempt to predict the quality of tomato 

using the deep neural networks. 

1.3 Standard based quality inference 

According to the National Horticulture Database (Nhb, D. A. C., 2019), which was 

released by the National Horticulture Board in 2019–20, India is the world's second-

largest producer of fruits and vegetables, including tomatoes. Because tomatoes are an 

excellent source of vitamins and minerals, especially lycopene (60–90 mg/kg), they play 

a significant role in human diets (Kaur et al., 2013). When it comes to the nutritional 

value of vegetables with high biological activity that is consumed by humans, it comes in 

at first place. The tomato is becoming more and more significant as the most affordable 

source of antioxidants due to its abundance in carotenoids, β-carotene, total polyphenol 

content, and ascorbic acid (Abera et al., 2020). But owing to its perishable nature it is 

very much prone to spoilage leading to huge loss in the production sector. The post- 

harvest losses are the highest in tomato (12.44%) followed by onion (8.2%) and potato 
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(7.32 %) (Tiwari et al., 2021). To minimize these losses continuous monitoring and 

evaluation of tomatoes is required right from harvest till processed. Spoilage may occur 

at any stage and in different forms during the life cycle of tomatoes. Spoilage may 

include cuts, bruises, and rotten spots as described by USDA defect standard. Thus, 

spoilage detection of tomatoes is an important quality activity for quality assurance. 

Accurately identifying the current state of tomatoes as edible or spoilt thus becomes 

necessary when it comes to quality inference. The presence of defects affects the price, 

making food look worse. Secondly, defect is an indicator to spoilt or infected foods (Da 

Costa et al., 2020).  An automatic, rapid, non-destructive technique in this regard will 

prove to be very effective. The deep neural network models have the potential to 

overcome this challenge of spoilage detection. Secondly, maturity stages affect the 

quality of tomatoes. Identifying the congruous maturity stage is important to retain 

superior quality tomatoes. Tomatoes plucked at an early stage of maturation are subject 

to shriveling and mechanical damage creating poor flavor and taste despite lengthy shelf 

life. Again, tomatoes harvested at an advanced stage of maturity produce good taste and 

flavor but have short shelf life. Thus, the knowledge of the current maturity state 

becomes essential in decision making. Manual tracking the ripe tomatoes is time 

consuming as well as labor intensive. Artificial intelligence-based technologies can thus 

help users optimize the process of monitoring the maturity stage of tomatoes. To this 

end, a ripening stage prediction model is proposed that can detect mature green, 

intermediate and advanced tomatoes based on the USDA colour classification standards 

as shown in Table 1.1. In our study, the six USDA classes of tomatoes is sorted to three 

classes- mature green, intermediate and advanced based on their surface appearance 

(Table 1.1). This categorization is done following the research reported by Saad et al., 

(2016). Taking into consideration the above two factors; the first objective of this work is 

to identify the current state of tomato as- i. edible or spoilt and ii. mature green, 

intermediate and advanced. The quality of tomatoes is assessed in terms of its physico-

chemical attributes and its shelf-life during processing and storage. Tomato colour and 

firmness are the most important quality attributes in context of consumers’ acceptance. 

Lycopene and Total Soluble Solids (TSS) are mostly responsible for colour and flavour 

of tomato. Organic acids are utilized as substrate to respiration. Thus, colour, firmness, 

TSS, lycopene content, Titratable Acidity (TA) and pH are the most widely used indices 

for tomato quality assessment. However, estimation of this quality attributes manually is 



4 
 

time consuming and involves use of chemicals. Machine learning technologies show 

outstanding performance in image recognition based on colour, texture and surface 

characteristics. Focusing on this if a model is developed that can predict the composition 

of a given tomato at any time from its surface characteristics, it would be beneficial to 

users. This can be achieved by mapping the physico-chemical properties of tomato with 

its surface characteristics, establish a relationship and thus develop a model. Image 

processing is a technique by which surface characteristics of a product can be captured 

and then can be related to its quality (Barbin et al., 2016). The second objective of this 

study is thus to predict the physico-chemical properties of tomato from its surface 

characteristics using deep learning. Thirdly, estimation of shelf-life of tomatoes becomes 

crucial to maintain its quality. The quality attributes pertaining to shelf-life of tomatoes 

include colour, firmness, TSS, TA, lycopene content, PME, PWL (Tsouvaltzis et al., 

2023). The degradation kinetics of the mentioned quality attributes can be modeled and 

predicted for its shelf-life, selecting the appropriate order of kinetics i.e., zero, first and 

second. The reaction rate can be assessed using Arrhenius and Eyring model. Based on 

the values of activation energy, enthalpy and entropy, the most critical parameters are to 

be determined. The results obtained can be trained against the respective image and 

establish a deep learning model. To assist this, a deep learning based predictive model is 

developed to estimate the shelf-life of tomatoes, which is the third objective of this study. 

Combining all the three objectives, a robust deep learning-based quality estimation 

model of tomatoes is developed. As smart phones have reached every nook and corner of 

the country and most of our farmers are familiar with its use, to make the developed 

model handy and easily assessable, a smart phone-based application is developed. A 

smart phone-based application will work as a real-time quality inference for the users. 

The fourth and final objective of this study is smart phone-based application 

development for quality inference of tomato based on its surface characteristics.    
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Table 1.1 Ripening categories for tomatoes 

USDA 

classification 

category  

(Ripening Stage) 

USDA description 

Representative 

images from 

USDA unofficial 

Tomato Visual 

Aid 

Class 

Mature Green ―Entirely light-to dark-green, but 

mature‖ 

 

Mature 

green 
Breaker ―First appearance of external 

pink, red or greenish-yellow; not 

more than 10%‖ 

Turning ―Over 10%, but not more than 

30% red, pink or orange-yellow‖ 

 

Intermediate 
Pink ―Over 30%, but not more than 

60% pinkish or red‖ 

Light Red ―Over 60%, but not more than 

90% red‖ 

 

Advanced 
Red ―Over 90% red, desirable table 

ripeness‖ 

 

1.4 AI in quality inference 

Artificial intelligence (AI) is making machines intelligent in order to automate decision 

making and operation. Intelligence in machines are stimulated by adequate training with 

algorithms to mimic the human brain in information processing and making decisions, 

and thereby, making the machines capable of carrying out tasks similar to the human 

brain as shown in Fig. 1.1. Machine learning (ML), subset of AI uses algorithms to learn 

input data predicting patterns, while making decisions. Hence, ML-based AI is gaining 

more acceptability in handling the complex problems of agri-food systems. DL, being 

subset of ML uses neural network to learn from large data and automatically extract 

features out of it. The emergence of deep learning technology has led to the development 

of many models for automatic image recognition for quality evaluation purposes finding 
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applicability in this study.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A CNN is a typical representative of deep learning that is powerful in image processing. 

CNNs are designed to learn and extract features within an image (O'Shea and Nash, 

2015). CNN architectures are hierarchical comprising of set of layers as shown in Fig. 

1.2. The input layer is followed by convolutional layers, pooling layer and fully 

connected (Fig. 1.2). In the CNN architecture, convolutional layers and pooling layers 

are responsible for extracting hidden characteristics out of image pixels while the fully 

connected layer is responsible for classification (Nag et al., 2023). Numerous 

research findings have demonstrated that a CNN is capable of automated feature 

extraction and high recognition performance in addition to its great learning capacity. 
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Fig. 1.1 Biological neuron inspired artificial neural network 
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Performance of Deep learning architecture is typically dependent on - 

Dataset: Dataset is a collection of data in the form of images, texts, audio, videos, etc. 

stored in a digital format. Building a data-driven model for classification requires a lot of 

data (LeCun et al., 2015).  

Architecture: A deep learning architecture often consists of convolutional layer, pooling 

layer, normalization layer, regularization layer. The number of layers in a deep learning 

model depends on the data and the task being performed.  

Hyper-parameters: Both parameters and hyper-parameters are present in deep learning 

architecture. Hyper-parameters are variables that aid in fine-tuning the precise model, 

whereas parameters are variables that are part of the model itself. Hyper-parameters are 

usually established prior to training, and model parameters are learnt during training. 

Hyper-parameters control a model's learning process, its capacity to learn new things, 

and its out-of-sample performance. The performance of machine learning models on 

unseen, out-of-sample data is significantly influenced by hyper-parameters. Determining 

a model's optimal selection of hyper-parameters has a significant impact on performance 

findings. Some of parameters and hyper-parameters during training CNN architecture 

are: 

Weights: In deep learning, weights are learnable parameters that represent the strength of 

connections between neurons. Weights are analogous to synapses in biological neural 

INPUT 

CONVOLUTION+ ReLU LAYER 

POOLING LAYER 

SOFTMAX LAYER 

FULLY CONNECTED 

LAYER 

TOMATO 

Fig. 1.2 Deep Learning Architecture 
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networks as shown in Fig. 1.1. 

Bias: Bias in deep learning is the difference between the expected and predicted values, 

or the error that occurs due to a model's assumptions. 

Epoch: One epoch is when an entire dataset is passed forward and backward through the 

neural network only once. However, we split "one epoch" into many smaller batches 

because it is too large to provide to the computer all at once. 

Batch size: The total quantity of training samples in a given batch. 

Iteration: The number of batches required to finish an epoch is known as iterations. 

Gradient Descent: In machine learning, the optimal outcomes (minima of a curve) are 

found by an iterative optimization procedure. The learning rate, cost function, and loss 

function are the hyper-parameters of the gradient descent. In machine learning, a cost 

function is a technique that yields the inaccuracy of the complete training example's 

expected and actual outcomes. In contrast, the mistakes made by the model on the 

entire training batch are used to calculate the loss function in DL. The number of steps 

the model takes during gradient descent—the method used to reduce the loss function—

is known as the learning rate. 

Hardware: During training a model on datasets, intensive computer processes undergo 

and to perform more computations in lesser time GPU is preferred over CPU. Compared 

to traditional machine learning, DL involving intensive algorithms is run on GPU-

assisted high-performance computers (Coelho et al., 2017). 

Feature Engineering: Feature engineering involves extracting features from raw data. 

Here comes the advantage of DL over other ML techniques, extraction of high-level 

features from the raw data is done by the model itself (Deng and Yu, 2014). As a result, 

DL reduces the time and work needed to build a feature extractor for every issue. 

1.5 Applicability of deep learning models in quality inference 

Deep learning approaches have been implemented in a wide range of quality evaluation 

problems such as- classification of dates (Albarrak et al., 2022), detect and classify 

spoilage in mangoes (Pugazhendi et al., 2023), quality evaluation of apples (Li et al., 

2021), real-time pineapple quality evaluation (Huang et al., 2022) and so on. The 
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architectures developed can be used as a tool in solving real life problems in food and 

agriculture. These models can further be deployed in android phones for on-site image 

acquisition and quality inference. In contrast, transfer learning is a two-phase method of 

training DL models that includes pre-training and fine-tuning phases where the model is 

taught on the intended task. These architectures are such that the weights of the layers are 

pre-trained on standard image datasets. The pre-trained models are used as feature 

extractors. The extracted feature out of these models is then used by the classifier for 

classification. The layers used in the classifier are trained with new dataset to achieve the 

desired output in less training time. AlexNet, LeNet, VGG, Inception, Resnet etc are 

some of the popular pre-existing CNN architectures that are trained on more than a 

million images from the ImageNet database. Since, deep transfer learning attempts to 

reduce training of models on extensive training data (Nag et al., 2023), decreasing 

training costs and time and high recognition accuracy (Zhu et al., 2019), it has motivated 

many researchers to deploy transfer learning in solving problems related to food and 

agriculture like- surface defect detection of fresh-cut cauliflowers (Li et al., 2022), real-

time strawberry detection (Zhang et al., 2022), classification of mango varieties (Ratha et 

al., 2024) and so on.  

1.6 Motivation 

Quality evaluation of agricultural products in minimizing food losses is an important 

agenda of agriculture 4.0. It has become very essential to identify the state of a product to 

make decision in maintaining quality. At the same time, a tool that indicates its physico-

chemical properties as well as its shelf-life based on its surface characteristics will be 

more beneficial. Deep learning can assess tomato quality automatically and non-

destructively with high accuracy. Moreover, transfer learning relaxes the tedious task of 

handling large data and development of model from scratch. 

1.7 Research gap 

Food and agriculture are lagging behind to a greater extent when it comes to 

digitalization. Development of techniques for quality evaluation of wholesome food 

using digitalized computer-based models is very less done. Moreover, non-destructive 

techniques that are mostly used for quality assessment are hyper-spectral imaging, NIR, 

X-ray imaging, NMR imaging. Deep-learning based image processing solutions are very 

less implemented for estimation of internal quality attributes as well as for determination 
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of shelf-life. 

1.8 Objectives 

As discussed above, the focus of this work is inference and prediction of quality of 

tomato using deep learning. To achieve this, the following objectives are accomplished:  

Objective 1: To apply deep learning-based image processing technique for 

classifying tomato with physiological attribute-based validation 

Objective 2: To map the pixel-level colour values with physico-chemical 

properties of tomato using a multi-class classification model 

Objective 3: To develop image processing based multi-class classifier for 

estimating the shelf-life of tomato 

Objective 4: To deploy the developed model as application tool for non-

destructive on-site assessment of quality and shelf-life of tomato 

1.9 Justification 

1. Deep learning-based models have outperformed in the AI community in 

classification and regression problems, proving it to be a promising tool in 

quality assessment. 

2. Transfer learning relaxes the tedious task of data collection and model 

development. 

3. A tool that indicates its physico-chemical properties as well as its shelf-life from 

image input will be very beneficial to industries and researchers. 

4. The developed mobile application is automatic, fast and cost-effective with high 

recognition accuracy. 

1.10 Summary of chapter I and arrangement of the thesis 

This chapter gives an introductory view on non-destructive quality assessment of food in 

minimizing food waste in support of Agriculture 4.0. On a digitalization front, the 

advantages of machine learning with emphasis on deep learning have been highlighted. 

Tomato classification standards and its assessment in the food supply in setting the 

objectives of this study are discussed. In the later part of this chapter deep learning is 

discussed in an elementary manner.  

The thesis is divided into five chapters. Taking into account the objectives of the 
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study, the chapters have been divided into several sections, as shown below: 

Chapter I (Introduction): This chapter presents an introduction on the topic of this 

study, its problems and setting out the objectives. Tomato being the focused commodity 

is discussed in context of its quality evaluation. Also, the motivation behind the 

application of deep learning in quality evaluation of tomato is highlighted in this chapter. 

Lastly deep learning is discussed in detail citing few examples. 

Chapter II (Review of literature): This chapter presents a concise literature review that 

enhances our understanding on the applications of machine learning emphasizing more 

on deep learning for quality assessment in Food and Agriculture. The methodologies 

adopted in classification along with the classification accuracies achieved are also 

reported. 

Chapter III (Material and Methods): This chapter gives a detailed description of all 

the materials and methods used and implemented to fulfill all the objectives of this study.  

Chapter IV (Results and Discussions): This chapter is the detailed discussion on the 

observation and output obtained from following the methodologies mentioned in chapter 

3. The chapter is divided into 5 subheadings of the 4 objectives.  

Chapter V (Summary and Conclusions): This chapter summarizes all the works and 

findings of the proposed methods with respect to the objectives of the thesis. It puts 

forward the potential outcome of the proposed methods to carry out our research on 

prediction of quality of tomato using deep learning.  

1.11 References of chapter I 

Abera, G., Ibrahim, A. M., Forsido, S. F., &Kuyu, C. G. (2020). Assessment on post-

harvest losses of tomato (Lycopersicon esculentem Mill.) in selected districts of East 

Shewa Zone of Ethiopia using a commodity system analysis methodology. Heliyon, 6(4), 

Article 03749. https://doi.org/10.1016/j.heliyon.2020.e03749 

Albarrak, K., Gulzar, Y., Hamid, Y., Mehmood, A., & Soomro, A. B. (2022). A deep 

learning-based model for date fruit classification. Sustainability, 14(10), Article 6339. 

https://doi.org/10.3390/su14106339 

Alsamir, M., Mahmood, T., Trethowan, R., & Ahmad, N. (2021). An overview of heat 

https://doi.org/10.1016/j.heliyon.2020.e03749
https://doi.org/10.3390/su14106339


12 
 

stress in tomato (Solanum lycopersicum L.). Saudi Journal of Biological Sciences, 28(3), 

1654-1663. https://doi.org/10.1016/j.sjbs.2020.11.088 

Alzubaidi, L., Zhang, J., Humaidi, A. J., Al-Dujaili, A., Duan, Y., Al-Shamma, O., 

Santamaría, J., Fadhel, M. A., Al-Amidie, M., & Farhan, L. (2021). Review of deep 

learning: concepts, CNN architectures, challenges, applications, future 

directions. Journal of Big Data, 8, Article 53. https://doi.org/10.1186/s40537-021-

00444-8 

Barbin, D. F., Mastelini, S. M., Barbon Jr, S., Campos, G. F., Barbon, A. P. A., & 

Shimokomaki, M. (2016). Digital image analyses as an alternative tool for chicken 

quality assessment. Biosystems Engineering, 144, 85-93. 

https://doi.org/10.1016/j.biosystemseng.2016.01.015 

Bhargava, A., & Bansal, A. (2021). Fruits and vegetables quality evaluation using 

computer vision: A review. Journal of King Saud University-Computer and Information 

Sciences, 33(3), 243-257.  https://doi.org/10.1016/j.jksuci.2018.06.002 

Coelho, I. M., Coelho, V. N., Luz, E. J. D. S., Ochi, L. S., Guimaraes, F. G., & Rios, E. 

(2017). A GPU deep learning metaheuristic-based model for time series 

forecasting. Applied Energy, 201, 412-418. 

https://doi.org/10.1016/j.apenergy.2017.01.003 

Da Costa, A. Z., Figueroa, H. E., &Fracarolli, J. A. (2020). Computer vision based 

detection of external defects on tomatoes using deep learning. Biosystems 

Engineering, 190, 131-144. https://doi.org/10.1016/j.biosystemseng.2019.12.003 

Delgado, L., Schuster, M., & Torero, M. (2021). Quantity and quality food losses across 

the value chain: a comparative analysis. Food Policy, 98, Article 101958. 

https://doi.org/10.1016/j.foodpol.2020.101958 

Deng, L., & Yu, D. (2014). Deep learning: methods and applications. Foundations and 

trends® in signal processing, 7(3–4), 197-387. https://doi.org/10.1561/2000000039 

Furht, B. (Ed.). (2008). Encyclopedia of multimedia. Springer Science & Business 

Media. https://link.springer.com/referencework/10.1007/978-0-387-78414-4 

https://doi.org/10.1016/j.sjbs.2020.11.088
https://doi.org/10.1186/s40537-021-00444-8
https://doi.org/10.1186/s40537-021-00444-8
https://doi.org/10.1016/j.biosystemseng.2016.01.015
https://doi.org/10.1016/j.jksuci.2018.06.002
https://doi.org/10.1016/j.apenergy.2017.01.003
https://doi.org/10.1016/j.biosystemseng.2019.12.003
https://doi.org/10.1016/j.foodpol.2020.101958
https://doi.org/10.1561/2000000039
https://link.springer.com/referencework/10.1007/978-0-387-78414-4


13 
 

Huang, T. W., Bhat, S. A., Huang, N. F., Chang, C. Y., Chan, P. C., & Elepano, A. R. 

(2022). Artificial intelligence-based real-time pineapple quality classification using 

acoustic spectroscopy. Agriculture, 12(2). https://doi.org/10.3390/agriculture12020129 

Kaur, C., Walia, S., Nagal, S., Walia, S., Singh, J., Singh, B. B., Saha, S., Singh, B., 

Kalia, P., & Jaggi, S. (2013). Functional quality and antioxidant composition of selected 

tomato (Solanum lycopersicon L) cultivars grown in Northern India. LWT-Food Science 

and Technology, 50(1), 139-145. https://doi.org/10.1016/j.lwt.2012.06.013 

LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. nature, 521, 436-444. 

https://doi.org/10.1038/nature14539 

Li, Y., Feng, X., Liu, Y., & Han, X. (2021). Apple quality identification and 

classification by image processing based on convolutional neural networks. Scientific 

Reports, 11, Article 16618. https://doi.org/10.1038/s41598-021-96103-2 

Li, Y., Xue, J., Wang, K., Zhang, M., & Li, Z. (2022). Surface defect detection of fresh-

cut cauliflowers based on convolutional neural network with transfer learning. Foods, 

11(18), Article 2915. https://doi.org/10.3390/foods11182915 

Meenu, M., Kurade, C., Neelapu, B. C., Kalra, S., Ramaswamy, H. S., & Yu, Y. (2021). 

A concise review on food quality assessment using digital image processing. Trends in 

Food Science & Technology, 118, 106-124. https://doi.org/10.1016/j.tifs.2021.09.014 

Nag, A., Chanda, P. R., & Nandi, S. (2023). Mobile app-based tomato disease 

identification with fine-tuned convolutional neural networks. Computers and Electrical 

Engineering, 112, Article 108995. https://doi.org/10.1016/j.compeleceng.2023.108995 

Nhb, D. A. C. (2019). National horticulture board. Government Of India Gurugram. 

O'Shea, K. & Nash, R. (2015). An introduction to convolutional neural networks. 

arXiv:1511.08458v2. https://doi.org/10.48550/arXiv.1511.08458 

Pugazhendi, P., Balakrishnan Kannaiyan, G., Anandan, S. S., & Somasundaram, C. 

(2023). Analysis of mango fruit surface temperature using thermal imaging and deep 

learning. International Journal of Food Engineering, 19(6), 257-269. 

https://doi.org/10.1515/ijfe-2022-0302 

https://doi.org/10.3390/agriculture12020129
https://doi.org/10.1016/j.lwt.2012.06.013
https://doi.org/10.1038/nature14539
https://doi.org/10.1038/s41598-021-96103-2
https://doi.org/10.3390/foods11182915
https://doi.org/10.1016/j.tifs.2021.09.014
https://doi.org/10.1016/j.compeleceng.2023.108995
https://doi.org/10.48550/arXiv.1511.08458
https://doi.org/10.1515/ijfe-2022-0302


14 
 

Ratha, A. K., Barpanda, N. K., Sethy, P. K., &Behera, S. K. (2024). Automated 

classification of Indian mango varieties using machine learning and MobileNet-v2 deep 

features. Traitement du Signal, 41(2):669-678. https://doi.org/10.18280/ts.410210 

Rose, D. C., & Chilvers, J. (2018). Agriculture 4.0: Broadening responsible innovation in 

an era of smart farming. Frontiers in Sustainable Food Systems, 2, Article 87. 

https://doi.org/10.3389/fsufs.2018.00087 

Saad, A. M., Ibrahim, A., & El-Bialee, N. (2016). Internal quality assessment of tomato 

fruits using image color analysis. Agricultural Engineering International: CIGR Journal, 

18(1), 339-352. 

Tiwari, A., Afroz, S. B., & Kumar, V. (2021). Market vulnerabilities and potential of 

horticulture crops in India: With special reference to top crops. Indian Journal of 

Agricultural Marketing, 35(3), 1-20.  

Trendov, N. M., Varas, S., & Zeng, M. (2019). Digital technologies in agriculture 

andrural areas: Status report. Food and Agriculture Organization of United Nations. 

https://openknowledge.fao.org/handle/20.500.14283/ca4985en 

Tsouvaltzis, P., Gkountina, S., &Siomos, A. S. (2023). Quality Traits and Nutritional 

Components of Cherry Tomato in Relation to the Harvesting Period, Storage Duration 

and Fruit Position in the Truss. Plants, 12(2), Article 315.  

https://doi.org/10.3390/plants12020315 

Zhang, Y., Yu, J., Chen, Y., Yang, W., Zhang, W., & He, Y. (2022). Real-time 

strawberry detection using deep neural networks on embedded system (rtsd-net): An 

edge AI application. Computers and Electronics in Agriculture, 192, Article 106586. 

https://doi.org/10.1016/j.compag.2021.106586 

Zhou, Z., Zahid, U., Majeed, Y., & Fu, L. (2023). Advancement in artificial intelligence 

for on-farm fruit sorting and transportation. Frontiers in Plant Science, 14, Article 

1082860. https://doi.org/10.3389/fpls.2023.1082860 

Zhu, H., Deng, L., Wang, D., Gao, J., Ni, J., & Han, Z. (2019). Identifying carrot 

appearance quality by transfer learning. Journal of Food Process Engineering, 42(6), 

Article e13187.  https://doi.org/10.1111/jfpe.13187 

https://doi.org/10.18280/ts.410210
https://doi.org/10.3389/fsufs.2018.00087
https://openknowledge.fao.org/handle/20.500.14283/ca4985en
https://doi.org/10.3390/plants12020315
https://doi.org/10.1016/j.compag.2021.106586
https://doi.org/10.3389/fpls.2023.1082860
https://doi.org/10.1111/jfpe.13187

	05_chapter 1

