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3D-LTCoP Three dimensional local ternary co-occurrence pattern

3D-LCDP Three dimensional local circular difference pattern

3D-LCDWP Three dimensional local circular difference wavelet pat-

tern

3D-LOZTCoFP Three dimensional local-oriented zigzag ternary co-

occurrence fused pattern
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List of Symbols

I(p, q) Image

Bk Binary bit in kth bit plane

bd Bit depth

R Number of rows

C Number of columns

t Neighbour

ϕ(v) Threshold function, equal to 1 if v is

greater than or equal to 0, else equal to

0

Ep,q,k Local bit-plane encoded value

MS − LBASP p,q
S Sign MSLBASP

MS − LBASP p,q
M Magnitude MSLBASP

Th Threshold

MS − LBASPSq Quantized MS − LBASP p,q
S

MS − LBASPMq Quantized MS − LBASP p,q
M

Db Size of dataset

P (Ij) Precision

R(Ij) Recall

FL Feature vector length

D(Iq, Dbk) Distance between the query image Iq and

the database’s kth image

σs Standard deviation (s ∈ [1, 2, 3])

G(i, j, σ) Gaussian filter for standard deviation σs

FIs Gaussian filtered image

NR Number of rows

NC Number of columns

m Unique patterns, m ∈ [1, 2, 3]

b Bit plane, b ∈ [7, 6, 5, 4, 3, 2, 1, 0]

k Direction k ∈ [00, 450, 900, 1350]

APm
k 3D arbitrary patterns
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CPk 3D circular patterns

3DAP b,m
k Encoded binary BPs using APm

k

3DCP b
k Encoded binary BPs using CPk

3DAFP b,m Fused 3DAP b,m
k for four different direc-

tions

3DCFP b Fused 3DCP b
k for four different directions

3DACFP b Combination of all pattern maps

LB − 3D −OACSP (p, q) Local Bit-Plane Domain 3D Oriented Ar-

bitrary and Circular Shaped Scanning Pat-

terns

ψ(x) Threshold function, equal to 1 if x is

greater than or equal to 0, else equal to

0

HLB−3D−OACSP px (l) Histogram of LB − 3D −OACSP
fm(a, b) Threshold function, equal to 1 if a=b, else

equal to 0

BI(x, y) Image

R1 Radius 1

R2 Radius 2

Ck
t (x, y) Dissimilarity between the reference bit and

all its neighbouring bits at radius 1

Dk
t (x, y) Dissimilarity between the neighbours at ra-

dius 1 and the selected neighbours at ra-

dius 2

ρ(e, f) Threshold function, equal to 1 if e 6= f ,

else equal to 0

φ(e, f) Threshold function, equal to 1 if e 6= f ,

else equal to 0

DSk(x, y) Dissimilarity between Ck
t and Dk

t

LBMDP (x, y) Local BP multiple dissimilarity pattern

LGAN Adversarial loss

Lcyc Cycle-consistency loss
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