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Abstract 

In the modem competitive world, government and business organizations have to make the 
right decision in time depending on the information at hand. A$ large amounts of historical 
data are readily available, the need of performing accurate forecasting of future behavior 
becomes crucial to arrive at good decisions. Therefore, demand for a definition of robust 
and efficient forecasting technjques is increasing day by day. A successful time series fore­
casting depends on an appropriate model fitting. 

Time series data are highly non-stationary and uncertain in nature. Therefore, fore­
casting of time series using statistical or mathematical techniques are extremely difficult. 
The scientific community has been attracted by soft computing (SC) techniques in recent 
years to overcome these limitations. The SC is an amalgamation of different methodologies, 
such as fuzzy sets, neural computing, rough sets, evolutionary computing and probabilistic 
computing, to solve real world problems. The present work is a comprehensive examina­
tion of designing models for time series forecasting based on SC techniques, especially fuzzy 
time series (FTS). 

In this thesis, we provide in-depth study of various issues and problems associated 
with the FTS modeling approaches in time series forecasting. Empirical studies suggest that 
hybridization of the SC techniques can improve the forecasting accuracy as compared to 
utilization of original techniques. Apart from exhaustive literature survey on applications 
of FTS in time series forecasting, we provide improved methods for forecasting based on 
the FTS, and its hybridization with neural networks and particle swarm optimization. Our 
main contributions are given below: 

* A new FTS based forecasting model is proposed that can deal with one-factor time 
series data set very effectively. This model deals with four major issues viz., determi­
nation of effective length of intervals, handling of fuzzy logical relationships (FLRs), 
determination of weight/importance for each FLR, and defuzzification operation. 

* A high-order model based on hybridization of artificial neural network (ANN) with 
the FTS is proposed. This model resolves two domain specific problems, viz., deter­
mination of effective length of intervals and defuzzification operation. 

* A 1Wo factors high-order model is developed based on hybridization of ANN with the 
FTS. Detailed architecture of the model is provided in the thesis to show how this 
model employs high-ordeF FLRs to obtain the forecasting results. 

* A new M-factors time series model based on particle swarm optimization and Type-2 
FTS model is presented to improve the efficiency of the FTS modeling approach. 

* Another application of SC technique is demonstrated by designing a model based on 
ANN to predict summer monsoon rainfall of India using the observed time series data 
sets of four summer monsoon months, viz., June, July, August and September. 



Experimental results on real time data sets establish the validity of the proposed 
models. 

Keywords: Soft computing (SC), Fuzzy set, Artificial neural network (ANN), Evolutionary 
computing, Fuzzy time series (FTS), High-order; Interval, Fuzzy logical relationship (FLR), 
Discretization, Defuzzification, Hybridization. 
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1 

Introduction 

"The best way to predict your future is to create it." Peter E Drucker .. 

1.1 Introduction 

As the application of information technology is growing very rapidly, data in various for­
mats have also proliferated over the time. One category of such data is time series data. 
A time series is a sequence of numerical values recorded over a period, measured typically 
at successive points in time, usually spaced at uniform intervals - daily, weekly, quarterly, 
monthly or yearly. For examples, supermarkets are storing their daily sales figures, meteo­
rology department is recording daily maximum and minimum temperatures, stock markets 
are preserving the daily opening and closing prices. Similarly monthly inflation figures, 
annual population growth etc. are recorded by government departments. Simply speaking 
a time series is a sequence of historical data collected at regular intervals. However, such 
data are useless unless they are analyzed and utilized. 

Time series analysis is an important tool for forecasting the future on the basis of 
past history[31. Forecasting is an essential aid to decision making and planning for effective 
management of modem organizations. Sales forecasting always plays a prominent role in 
business operation. It provides organizations reliable guidelines to project costs and allo­
cate budget for an upcoming period of time. Scientists also face crucial challenge of arriving 
at accurate prediction of events like temperature, rainfall, economy growth, etc. No one can 
accurately predict the future, but a lot of benefit can be derived from obtaining a picture of 
the future. Predicting the future, we can remain prepared for it. 

A forecast is an estimate of values of uncertain future events. Forecasting meth­
ods can be classified as qualitative or quantitative. Qualitative methods generally involve 
the use of expert judgment of experienced persons to develop forecasts and are subjective 
in nature. They do not rely on any rigorous mathematical computations. Such methods 
are generally used when historical data on the variable being forecast is scarce. Quantita­
tive forecasting methods are objective in nature. They rely on mathematical computations. 
Such methods can be used when quantifiable past data about the variable being forecast are 
available and the pattern is expected to continue into the future. Time series and regression 
are two important methods of this category. 

Modem time series forecasting methods are based on the idea that history repeats 
itself. The recorded past values of the variable including the present value is called a time 
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2 1.2. ISSUES IN TIME SERIES FORECASTING 

series. The time series is analyzed to discover a pattern and the series is then extrapolated 
into the future based on the pattern. Finding out patterns and extrapolating future events 
based on the patterns constitute the main subject matter of time series analysis. Such 
methods are generally used when much information about the generation process of the 
forecasted variable is not available and when other variables also do not provide any clear 
explanation of the studied variable. Time series forecasting is a growing field of interest 
playing an important role in many practical fields such as economics, finance, marketing, 
planning, meteorology and telecommunication. 

In the modem competitive world, government and business organizations have to 
make the right decision in time depending on the information at hand. As large amounts 
of historical data are readily available, the need of performing accurate forecasting of fu­
ture behavior becomes crucial to arrive at good decisions. Therefore, demand for definition 
of robust and efficient forecasting techniques is increasing day by day. A successful time 
series forecasting depends on an appropriate model fitting. Enhancing the robustness and 
accuracy of time series forecasting models is an active area of research. Multi-step fore­
casting is still an open challenge in time series forecasting. Many techniques for time-series 
forecasting have been developed assuming linear relationships among the series variables. 
A review of the literature on time series forecasting can be found in the article written by 
Gooijer and Hyndman [4]. 

The thesis is dedicated to the development of time series forecasting models with 
increased accuracy levels. Existing time series forecasting methods generally fall into two 
groups: classical methods, which are based on statistical/mathematical concepts, and mod­
em heuristic methods, which are based on algorithms from the field of soft computing eSC). 
For this purpose, various SC methodologies such as fuzzy set, ANN, RS and EC are studied, 
and it is found that fuzzy set methodology is widely used technique in this domain. The 
application of the fuzzy set in time series forecasting is referred to as "FTS". Hence, the 
propagation of the thesis work is initiated by providing an introduction to FTS concepts in 
time series forecasting. In many cases problems can be resolved most effectively by inte­
grating other SC techniques into different phases of the FTS models. Remaining part of the 
thesis presents five proposed time series forecasting models. First four models are based on 
the FTS modeling approach and its hybridization with other SC concepts, whereas the last 
model is based on the ANN modeling approach. 

Time series analysis and its prediction itself involve tedious activities, such as their 
preprocessing, their transformation to identify suitable input predictor that can enhance 
the prediction, adjustment of various parameters associated with models, etc. Despite the 
fact that thesis describes application and development of techniques especially for weather 
and financial data, most c;:>f the techniques can also be applied to other domains, such as 
predictions of university enrolment, tourism demand, economic growth, and so on. 

1.2 Issues in Time Series Forecasting 

Some major issues in time series forecasting are discussed as follows: 

a) Models: Is it possible to predict the time series values in advance? If it is so, then which 
models are best fitted for the data that are characterized by different variables? 

b) Quantity of Data: What amount of data (i.e., small or massive) needed for the predic­
tion that fit the model well? 
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c) Improvement in Models: Is there any possibility to improve the efficiency of the mod­
els? If yes, then how could it be possible? 

d) Factors: What are the factors that influence the time series prediction? Is there any 
possibility to deal with these factors together? Can integration of these factors affect the 
prediction capability of the models? 

e) Analysis of Results: Are results given by the models statistically acceptable? If it is not, 
then which parameters are needed to be adjusted which can influence the performance 
of the models? 

f) Model Constraints: Can linear statistical or mathematical models successfully deal with 
the non-linear nature of time series data? If it is not possible, then what are the models 
and how are they advantageous? 

g) Data Preprocessing: Do data need to be transformed from one form to another? In 
general, what type of transformation is suitable for data that can directly be employed 
as input in the models? 

h) Consequences of Prediction: What are the possible consequences of time series pre­
diction? Are there advance predictions advantageous for the society, politics and eco­
nomics? 

All these issues indicate the need for intelligent forecasting technique, which can 
discover useful information from data. The term "SC" refers to the overall technique for 
designing intelligent or expert system. It has been widely used in machine learning, artificial 
intelligence, pattern recognition, uncertainties and reasoning. More detail discussion on SC 
techniques is provided in the next chapter. 

1.3 Research Problems in Time Series Forecasting 

The FTS modeling approach is an intel11}inable and an arousing research domain that has 
continuously increased challenges and problems over the last decade. In this section, we 
present various research problems and trends associated with the FTS modeling approach. 
These discussions are based on the recent research articles 1 published by the author of the 
thesis. One research problem [9], which is associated with forecasting the summer monsoon 
rainfall in India, solved using ANN, is also presented in this section. All these research 
problems are explained below. 

Problem 1.3.1. (Lengths of intervals). For fuzzification of time series data set, determina­
tion of lengths of intervals of the historical time series data set is very important. In case of 
most of the FTS models2 , the lengths of the intervals were kept the same. No specific reason 
is mentioned for using the fixed lengths of intervals. Huamg[14] shows that the lengths of 
intervals always affect the results of forecasting. 

lReferences are: [5-8J 

2References are: [10-14] 

F(t = 1) A. -t At, 

F(t = 2) Ak -t AJ , 

F(t = 3) A. -t A., 
F(t = 4) At -t AJ . 
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Problem 1.3.2. (Ignorance of repeated FLRs). Mer generating the intervals, the histori­
cal time series data sets are fuzzified based on FTS theory. Each fuzzified time series values 
is then used to create the FLRs. Still most of the existing FTS models ignore the repeated 
FLRs. To explain this, consider the four FLRs at four different time functions, F(t = 1,2,3,4) 
as shown in Eq. 1.3.1. Three FLRs at functions F(t = 1), F(t = 3) and F(t = 4) have the 
same fuzzy set, (At), in the previous state. Hence, these FLRs can be represented in the 
following FLRG as: 

(1.3.2) 

Since existing FTS models do not consider the identical FLRs during forecasting. 
They simply use the FLR as shown in Eq. 1.3.2 by discarding the repeated FLRs in the 
FLRG. 

The ignorance of repeated FLRs in the FLRG is not properly justified by these models 
(e.g., refer to some articles3). Since, each FLR represents frequency of occurrence of the 
corresponding event in the past. For example, in Eq. 1.3.1, Ai -+ Ai occurs two times and 
Ai -+ Aj appears only once. These occurrences represent the patterns of historical events 
as well as reflect the possibility of appearance of these type of patterns in the future. If we 
simply discard the repeated FLRs, then there is a chance of information loss. This can have 
impact on robustness as well as on the effectiveness of the model. Hence, to utilize more 
information, the following approach can be adopted to represent the FLRs of Eq. 1.3.2 in 
FLRG as: 

(1.3.3) 

Problem 1.3.3. (Equal importance to FLRs). In existing FTS models, each FLR is given 
equal importance, which is not an effective way to solve real time problems, because each 
fuzzy set in the FLR represents various uncertainty involved in the domain. According to 
Yu [17], there are two possible ways to assign weights, viz., (i) Assign weights based on hu­
man interpretation, and (ii) Assign weights based on their chronological order. Assignment 
of weights based on human knowledge is not an acceptable solution for real world prob­
lems as human interpretation varies from one to another. Moreover, human interpretation 
is still an issue which is not understood by the computational scientists [7]. Therefore, Yu [17] 
considered the second way, where all the FLRs are given importance based on their chrono­
logical order. In this scheme, weight for each FLR is determined based on their sequence of 
occurrence. 

That is, Yu [17] gives more importance to events occurred recently than events oc­
curred previously. However, this scheme of assigning weight is not justifiable, because it 
does not consider the severity of the events, which are represented by the fuzzy sets. 

Problem 1.3.4. (Utilization of first-order FLRs). Most of the previous FTS models4 use 
first-order FLRs (see Eq. 2.2.6) to get the forecasting results. The first-order FLRs based 
models use only immediately preceding value of the fuzzified time series for forecasting. 
Hence, the models which employ the first-order FLRs, are unable to capture more uncer­
tainty that reside in the events. 

Problem 1.3.5. (Utilization of current state's fuzzy sets). Previous FTS models[10,1l,18] 
utilize the current state's fuzzified values in the right-hand side of the FLR, see Eq. 2.2.6) 
for forecasting. This approach, no doubt, improves the forecasting accuracy, but it degrades 
the predictive skill of the FTS models, because predicted values lie within the sample. 

3References are: [12,13,15,16} 
4References are: [10-13,18,19} 
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Problem 1.3.6. (Calculation of defuzzified forecasted output). In 1996, Chen [12] used 
simplified arithmetic operations for calculation of forecasted output by avoiding the compli­
cated max-min operations (See Eq. 2.3.2), and their method produced better results than 
Song and Chissom models5. Most of the existing FTS models6 employ Chen's method [12] to 
acquire the forecasting results. However, forecasting accuracy of these models are not good 
enough. 

Problem 1.3.7. (Advance prediction of ISMR). The Indian economy is based on agricul­
ture and its agri-products, and crop yield is heavily dependent on the summer monsoon 
(JuRe-September) rainfall. Therefore, any decrease or increase in annual rainfall will al­
ways have a severe impact on the agricultural sector in India. About 65% of the total 
cultivated land in India are under the influence of rain-fed agriculture system [23]. There­
fore, the prior knowledge of the monsoon behavior (during which the maximum rainfall 
occurs in a concentrated period) will help the Indian farmers and the Government to take 
advantage of the monsoon season. This knowledge can be very useful in reducing the dam­
age to crops during less rainfall periods in the monsoon season. Therefore, forecasting the 
monsoon temporally is a major scientific issue in the field of monsoon meteorology. 

The ensemble of statistics and mathematics has increased the accuracy of forecast­
ing of ISMR up to some extent. But due to the non-linear nature of ISMR, its forecasting 
accuracy is still below the satisfactory level. In 2002, IMD failed to predict the deficit of rain­
fall during ISMR, which led to considerable concern in the meteorological community[24]. 
In 2004, again drought was observed in the country with a deficit of more than 13% rain­
fall [25], which could not be predicted by any statistical or dynamic model. Preethi et al. [26] 
reported that India as a whole received 77% of rainfall during ISMR in 2009, which was the 
third highest deficient of all ISMR years during the period 1901 - 2009. 

1.4 Research Contributions and Outline of the Thesis 

This thesis uses SC techniques in order to deal with nonlinear and dynamic nature of the 
time series data. Several forecasting models are proposed considering the issues raised in 
the previous section. Contributions of this thesis along with the chapters' outlines are briefly 
explained below. 

1. In Chapter 2, we introduce some fundamental concepts of the FTS modeling ap­
proach that will be widely adopted throughout the thesis. Along with that, we also 
present recent advancement followed by various SC techniques that are highly em­
ployed in the FTS modeling approach. 

2. In Chapter 3, we present a new one-factor model to deal with four major problems 
ofFTS forecasting approach, viz., research problems 1.3.1-1.3.3 and 1.3.6. To resolve 
the research problem 1.3.1, a new "MBD" approach is proposed. To resolve the re­
search problem 1.3.2, we consider the approach proposed in Eq. 1.3.3. To resolve 
the research problem 1.3.3, an index-based weight assignment technique is proposed. 
In this approach, weight for each FLR is determined by using index (i) of the fuzzy 
set (A) associated with the current state of the FLR. To explain this, consider the 

SReferences are: [10,11,18J 

6References are: [15,20-22J 
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following FLRs as: 

A -+ A with weight ?', 

At -+ AJ with weight J, 

A -+ Ak with weight k, 

A -+ Al with weight l. (1.4.1) 

In Eq. 1.4.1, each FLR is assigned a weight i, j, k, and l, based on indices of the current 
state of the FLRs, which are At, AJ , and Ab and AI, respectively. The advantage of 
using such approach is that the model can capture more persuasive weights of the 
FLRs based on the severity of the events during forecasting. To resolve the research 
problem 1.3.6, we introduce a new "IBDT" in this chapter. Hence, the proposed model 
is entitled as "Efficient one-factor FTS forecasting model". 

3. In Chapter 4, we present a new one-factor model based on hybridization of FTS the­
ory with ANN. In this chapter, we deal with four major problems of FTS forecasting 
approach, viz., research problems 1.3.1, 1.3.4, 1.3.5 and 1.3.6. To resolve the re­
search problem 1.3.1, a new "RPD" approach is proposed. To resolve the research 
problem 1.3.4, i.e., to capture more uncertainties of the events, we employ the high­
order FLRs for forecasting. To resolve the research problem 1.3.5, i.e., for obtaining 
the forecasting results out of sample (i.e., in advance), we use the previous state's 
fuzzified values Cleft hand side of FLRs, see Eq. 2.2.9) in this model. To defuzzify 
these fuzzified values, i.e., to resolve the research problem 1.3.6, we develop an ANN 
based architecture, and incorporated it in this model. Hence, the proposed model is 
entitled as "High-order fuzzy-neuro time series forecasting model". 

4. In Chapter 5, we present a new model to deal with the forecasting problems of two­
factors. The proposed model is designed using hybridization of FTS with ANN. In 
this chapter, we deal with three major problems of FrS forecasting approach, viz., 
research problems 1.3.1, 1.3.4 and 1.3.6. To resolve the research problem 1.3.1, i.e., 
for the creation of effective length of intervals of the historical time series data sets, 
an ANN based technique is adopted in this model. In this study, high-order FLRs (i.e., 
to resolve the research problem 1.3.4) are also employed to design the model. To 
improve the efficiency of the model, we propose "Frequency-Weighing Defuzzication 
Technique" to defuzzify the fuzzified time series data sets (i.e., to resolve the research 
problem 1.3.6). Hence, the proposed model is entitled as "Two-factors high-order 
neuro-fuzzy hybridized model". 

5. In Chapter 6, we present a new model to deal with the forecasting problems of M­
factors. The proposed model is designed using hybridization of JYpe-2 FTS with PSO. 
In this chapter, we deal with two major problems of FTS forecasting approach, viz., 
research problems 1.3.1 and 1.3.6. For finding more effective lengths of intervals 
(i.e., to resolve the research problem 1.3.1), recently many researchers applied the 
PSO algorithm on FTS models7 • But, their applications are limited to one-factor to 
two-factors time series data sets. In case of M-factors time series data set, large num­
ber of intervals are involved, which makes the determination of effective lengths of 
intervals very ineffective. These large number of intervals also affect the accuracy rate 
of forecasting. Motivated by this critical issue, we incorporate the PSO algorithm with 
the Type-2 FTS model. The main role of the PSO algorithm in the JYpe-2 FTS model 

7References are: [27-31] 
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is to improve the forecasting accuracy by adjusting the length of each interval in the 
universe of discourse and corresponding degree of membership simultaneously. To 
resolve the research problem 1.3.6, we adopt the idea of defuzzification ("Frequency­
Weighing Defuzzication Technique" as proposed in Chapter 5) for M-factors time se­
ries data set, and obtain the forecasting results. Hence, the proposed model is entitled 
as "M-factors based FTS-PSO model". 

6. An attempt is made in Chapter 7 to resolve the problem of advanced prediction of 
ISMR (as discussed in problem 1.3.7). For this purpose, an ANN based model is de­
signed using the BBNN algorithm. Based on this algorithm, we have proposed five 
neural network architectures designated as BPI, BP2, "" BPS using three layers of 
neurons (one input layer, one hidden layer and one output layer). The detailed de­
scription of neural network architectures is also provided in this chapter. The pro­
posed model predict ISMR of a given year using the observed time series data of the 
four monsoon months (June, July, August and September) and seasonal (sum of June, 
July, August and September). 

7. Finally, the thesis conclusions and some future directions of work have been summa­
rized in Chapter 8. 
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Fuzzy Time Series Modeling Approaches: A 
Review 

'51lthough this may seem a paradox, all exact science is dominated by the concept of approxi­
mation." By Bertrand Shaw (1872 - 1970) 

" Overview of the chapter: An introduction to soft computing techniques is given in 
Section 2.1 followed by some essential definitions associated with fuzzy sets and its 
extended application in time series forecasting in Section 2.2. Next, FTS modeling 
approach is discussed in Section 2.3. Articles that provide numerous contributions in 
FTS modeling approach are also discussed in this section. In Section 2.4, hybridized 
techniques associated with FTS modeling approach are discussed. Type-2 FTS models 
are reviewed in Section 2.5. List of performance measure parameters employed in FTS 
modeling approach are presented in Section 2.6. Section 2.7 concludes the chapter. 
KEYWORDS: FrS, ANN, RS, EG. 

2.1 Soft Computing: An Introduction 

The term "soft computing" is a multidisciplinary field which pervades from mathematical 
science to computer science, information technology, engineering applications, etc. The 
conventional computing or hard-computing generally deals with precision, certainty and 
rigor [32]. However, the main desiderata of SC is to tolerate with imprecision, uncertainty, 
partial truth, and approximation [33]. SC is influenced by many researchers. Among them, 
Zadeh's contribution is invaluable. Zadeh published his most influential work in SC in 
1965 [34]. Later, he contributed in this area by publishing numerous research articles on 
the analysis of complex systems and decision processes [35], approximate reasoning [36,37] , 

knowledge representation [38], design and deployment of intelligent systems [39], etc. Ac­
cording to Jiang et al. [40], "SC is not a single methodology. Rather, it is a partnership in 
which each of the partners contributes a distinct methodology for addressing problems in 
its domain." Therefore, SC has been evolved as an amalgamated field of different method­
ologies such as fuzzy sets, ANN, EC and probabilistic computing [41,42] • Later, RS, chaos com­
puting and immune network theory have been included into SC [43,443. The main objective 
of hybridizing these methodologies is to design an intelligent machine and find solution to 
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nonlinear problems which can not be modeled mathematically[45]. 

2.1.1 Time Series Events and Uncertainty 

A time series represents a collection of values of certain events or tasks which are obtained 
with respect to time. Advance prediction of some significant time series events such as 
temperature, rainfall, stock price, population growth, economic growth, etc., are major sci­
entific issues in the domain of forecasting. Imprecise knowledge or information cannot be 
overlooked in this domain. Because of the nature of the time series data, which is highly 
non-stationary and uncertain, the decision-making process becomes very tedious. For exam­
ple, sudden rise and fall of daily temperature, sudden increase and decrease of daily stock 
index price, sudden increase and decrease of rainfall amount indicate that these events are 
very uncertain. The characteristics of all these events cannot be described accurately; there­
fore, it is referred to as "imprecise knowledge" or "incomplete knowledge". Due to these 
problems, mathematical or statistical models can not deal with this imprecise knowledge, 
thereby diluting the accuracy very significantly. 

Future prediction of time series events has attracted people from the beginning of 
times. However, forecasting these events with 100% accuracy may not be possible, their 
forecasting accuracy and the speed of forecasting process can be improved. To resolve this 
problem, Song and Chissom [10] developed a model in 1993 based on uncertainty and im­
precise knowledge contained in time series data. They initially used the fuzzy sets concept 
to represent or manage all these uncertainties, and referred this concept as "Fuzzy Time 
Series (FTS)". 

Forecasting the short term time series events are frequently attempted by the re­
searchers, and its accuracy is better than long term predictions. From 1994 onwards, re­
searchers have developed numerous models based on the FTS concept to deal with the 
forecasting problems of short term as well as long term events. This study focuses on the 
application and use of fuzzy sets concept in forecasting of such events. The basic knowledge 
of ANNs, RS and EC are provided complimentary with the sound background of fuzzy sets, 
because in many cases a problem can be solved most effectively by hybridizing these tech­
niques together rather independently. Hence, one of the objectives of this chapter is also 
to introduce the SC methodologies (such as ANNs, RS and EC) that are employed by the 
FTS modeling approach to represent and manage the imprecise knowledge in time series 
forecasting. 

2.2 Definitions 

In this section, we provide various definitions for the terminologies used throughout this 
thesis. 

Definition 2.2.1. [Time Series] [46]. A time series is a set of observations Xt, each one being 
recorded at specific time t. When observations are made at fixed time intervals, then it is 
called a "discrete-time series". If observations are recorded continuously over some time 
interval, then is called a "continuous-time series". 

The main objective of time series forecasting is reckoning the future values of the 
series. In literature, several time series forecasting models are available [47]. Forecasting 
model finds optimal forecasts based on the type of data and condition of the model. Sup­
pose we have an observed time series Xl, X2, ... , XN and wish to forecast future values such 

(9 I 129) 



10 2.2. DEFINITIONS 

as XN+h. Forecasting model can make the lead time forecasts (denoted as h), or make fore­
cast h steps ahead of time N. 

This survey is concerned with the study of SC techniques and its application in FTS 
modeling approach. Therefore, in the next, we will discuss initially the fuzzy sets concept 
and its application in time series forecasting. 

In 1965, Zadeh [34J introduced fuzzy sets theory involving continuous set member­
ship for processing data in presence of uncertainty. He also presented fuzzy arithmetic 
theory and its application in these articles 1 . 

Definition 2.2.2. [Universe of discourse] [10J. Let Lbd and Ubd be the lower bound and 
upper bound of the time series data, respectively. Based on Lbd and Ubd, we can define the 
universe of discourse U as: 

(2.2.1) 

Definition 2.2.3. [Fuzzy Set] [34J. A fuzzy set is a class with varying degrees of membership 
in the set. Let U be the universe of discourse, which is discrete and finite, then fuzzy set A 
can be defined as follows: 

(2.2.2) 

where I1A is the membership function of A, j./.A: U ~ [0,1], and P'A(x,) is the degree of 
membership of the element X~ in the fuzzy set A. Here, the symbol "+" indicates the 
operation of union and the symbol "I" indicates the separator rather than the commonly 
used summation and division in algebra, respectively. 

When U is continuous and infinite, then the fuzzy set A of U can be defined as: 

(2.2.3) 

where the integral sign stands for the union of the fuzzy singletons, I1A(x,)/X~. 

Definition 2.2.4. [FTS]2. Let Y(t)(t = 0,1,2, ... ) be a subset of Z and the universe of 
discourse on which fuzzy sets 11~(t)(i = 1,2, ... ) are defined and let F(t) be a collection of 
11~(t)(i = 1,2, ... ). Then, F(t) is called a FTS on Y(t)(t = 0,1,2, ... ). 

With the help of the following two examples, the notions of FTS can be explained: 
[Example 1] The common observations of daily weather condition for certain region can 
be described using the daily common words "hot", ''very hot", "cold", ''very cold", "good", 
''very good", etc. All these words can be represented by fuzzy sets. 
[Example 2] The common observations of the performance of a student during the final 
year of degree examination can be represented using the fuzzy sets "good", ''very good", 
"poor", "bad", ''very bad", etc. 

These two examples represent the processes, and conventional time series models 
are not applicable to describe these processes [18J . Therefore, Song and Chissom [18J first 
time used the fuzzy sets notion in time series forecasting. Later, their proposed method has 
gained in popularity in scientific community as a "FTS forecasting model". 

lReferences are: [35,36,481 
2References are: [10,11,181 
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Definition 2.2.5. [Fuzzification] [36]. The operation of fuzzification transforms a nonfuzzy 
set (crisp set) into a fuzzy set or increasing the fuzziness of a fuzzy set. Thus, afuzzifier R 
is applied to a fuzzy subset i of the universe of discourse U yields a fuzzy subset R('l; T), 
which can be expressed as: 

R('l; T) = fu J1.t(u)T(u), (2.2.4) 

where the fuzzy set T(u) is the kernel of R, i.e., the result of applying R to a singleton 1/u: 

T(u) = R(1/u; T) (2.2.5) 

where I-Lt(u)T(u) represents the product of a scalar I-Lt(u) and the fuzzy set T(u); and J is 
the union of the family of fuzzy sets 1~(u)T(u), u E U. 

Definition 2.2.6. [Defuzzification] [49]. Defuzzification of a fuzzy set is the process of 
"rounding it off" from its location in the unit hypercube to the nearest vertex, i.e., it is the 
process of converting a fuzzy set into a crisp set. 

Definition 2.2.7. [FLRP. Assume that F(t - 1) = A and F(t) = AJ' The relationship 
between F(t) and F(t - 1) is referred to as a FLR, which can be represented as: 

(2.2.6) 

where A and ~ refer to the left-hand side and right-hand side of the FLR, respectively. 

Definition 2.2.8. [FLRG] 4 . Assume the following FLRs as follows: 

At -+ Ak1 , 

At -+ Ak2 , 

At -+ A k3 , 

At -+ Ak4 , 

(2.2.7) 

Chen [12] suggested that FLRs having the same fuzzy sets on the left-hand side can 
be grouped into a FLRG. So, based on Chen's model [12], these FLRs can be grouped into the 
FLRG as: 

(2.2.8) 

Definition 2.2.9. [High-order FLR] [SO]. Assume that F(t) is caused by F(t-I), F(t-2), .. . , 
and F(t - n) (n> 0), then high-order FLR can be expressed as: 

F(t - n), . .. ,F(t - 2), F(t - 1) -+ F(t) (2.2.9) 

Definition 2.2.10. [M-factors FTS]. Let FTS A(t), B(t), G(t), ... , M(t) be the fac­
tors/observations of the forecasting problems. If we only use A(t) to solve the fore­
casting problems, then it is called a one-factor FTS. If we use remaining secondary­
factors/secondary-observations B(t), G(t), . .. ,M(t) with A(t) to solve the forecasting prob­
lems, then it is called M-factors FTS. 

3References are: [10-12) 

4References are: [10-12) 
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Figure 2.1: A 'JYpe-1 (left) and 'JYpe-2 (right) fuzzy sets. 

One-factor FTS models (referred to as JYpe-1 FTS models) employ only one variable 
for forecasting[15,51). For example, researchers in these articles[51,52) consider only closing 
price in the forecasting of the stock index. However, the stock index price consists of many 
different observations, such as opening, high, low, etc. If these additional observations are 
used with one-factor variable, then it is referred to as M-factors FTS model. The model 
proposed by Huarng and Yu [53) is based on M-factors, because they use high and low as the 
secondary-observations to forecast the closing price of TAIEX. 

Definition 2.2.11. [Type-2 fuzzy set] [54]. Let A(U) be the set of fuzzy sets in U. A JYpe-2 
fuzzy set A in X is fuzzy set whose membership grades are themselves fuzzy. This implies 
that J..lA(X) is a fuzzy set in U for all x, i.e., J..lA : X -+ A(U) and 

A = {(x,J..lA(x))IJ..lA(X) E A(U)\ix E X} (2.2.10) 

The concept of 'JYpe-2 fuzzy set is explained with an example as follows: 
[Explanation] When we cannot distinguish the degree of membership of an element in a set 
as 0 or 1, we use 'JYpe-1 fuzzy sets. Similarly, when the nature of an event is so fuzzy so that 
determination of degree of membership as a crisp numbE;r in the range [0,1] is so difficult, 
then we use Type-2 fuzzy sets [55). This Type-2 fuzzy sets concept was first introduced by 
Zadeh [36] in 1975. In Type-l fuzzy set, the degree of membership is characterized by a crisp 
value; whereas in Type-2 fuzzy set, the degree of membership is regarded as a fuzzy set [56) . 
Thus, if there are more uncertainty in the event, and we have difficulty in determining its 
exact value, then we simply use Type-1 fuzzy sets, rather than crisp sets. But, ideally we 
have to use some finite-type sets, just like JYpe-2 fuzzy sets [55). Based on this explanation, 
we present an example which is based on article Huarng and Yu [53] as follows: 

Let us consider a fuzzy set for "Closing Price" of stock index, as shown in Fig. 2.1 
(left). Here, we have a crisp degree of membership values 1.0 and 0.5 for the "Closing 
Price = 1000" and "Closing Price = 500", respectively. Based on the above explanation, the 
"Closing Price = 1000" can have more than one degree of memberships. For example, in 
Fig. 2.1 (right), there are'three degrees of memberships (0.4, 0.5 and 0.6) for the "Closing 
Price = 1000". In other words, there can be multiple degrees of membership for the same 
"Closing Price = 1000", as shown in Fig. 2.1 (right). In Fig. 2.1 (right), the highest degree 
of membership (0.6) indicates the positive view about the occurrence of event, whereas 
the lowest degree of membership (0.4) indicates the negative view about the occurrence of 
event. We can use these positive and negative views together in FTS modeling approach. In 
summary, we can use more observations/information from the positive and negative views 
for forecasting in each time period. 
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Definition 2.2.12. [lYPe-2 FTS mod ell [53]. A Type-2 FTS model can be defined as an 
extension of a Type-1 FTS model. The Type-2 FTS model employs the FLRs established by a 
Type-1 model based on Type-1 observations. Fuzzy operators such as union and intersection 
are used to establish the new FLRs obtained from Type-1 and Type-2 observations. Then, 
Type-2 forecasts are obtained from these FLRs. 

2.3 FTS Modeling Approach 

Chen [12] proposed a simple calculation method to get a higher forecasting accuracy in FrS 
model. Still this model is used as the basis of FTS modeling. The basic architecture of 
this model is depicted in Fig. 2.2. This model employs the following five common steps to 
deal with the forecasting problems of time series, which are explained below. Contributions 
of various research articles in different phases of this model are also categorized in this 
section. 

Step 1. Partition the universe of discourse into intervals. The universe of discourse can be 
defined based on Eq. 2.2.1. After determination of length of intervals, U can be 
partitioned into several equal lengths of intervals. For determining the universe of 
discourse and to partition them into effective lengths of intervals~ many researchers 
provide various solutions in these articles [57-62]. Some recent advancement in this 
step can be found in these articles [21,22,63-72]. 

Step 2. Define linguistic terms for each of the interval. After generating the intervals, lin­
guistic terms are defined for each of the interval. In this step, we assume that the 
historical time series data set is distributed among n intervals (i.e., al, a2, ... , and 
an)· Then, define n linguistic variables AI, A2, .. . , An, which can be represented by 
fuzzy sets, as shown below: 

Al = l/al + a.5/a2 + a/a3 + ... + a/an-2 + a/an-l + a/an, 
A2 = a.5/al + 1/a2 + a.5/a3 + ... + a/an-2 + a/an-l + a/an, 
A3 = a/al + a.5/a2 + 1/a3 + ... + a/an-2 + a/an-1 + a/an, (2.3.1) 

An = a/an + a/a2 + a/a3 + ... + a/an-2 + a.5/an-1 + l/an. 

Then, we obtain the degree of membership of each time series value belonging to 
each At. Here, maximum degree of membership of fuzzy set At occurs at interval 
at, and 1 ~ i ~ n. Then, each historical time s~ries value is fuzzified. 'For example, 
if any time series value belongs to the interval ai, then it is fuzzified into Ai, where 
1 ~ i ::; n. 

For ease of computation, the degree of membership values of fuzzy set AJ (j = 

1,2, ... ,n) are considered as either a, a.5 or 1, and 1 ::; i ~ n. In Eq. 2.3.1, for ex­
ample, Al represents a linguistic value, which denotes a fuzzy set = {aI, a2,.··, an}. 
This fuzzy set consists of n members with different degree of membership val­
ues = {1, a.5, a, ... ,a}. Similarly, the linguistic value A2 denotes the fuzzy set 
= {aI, a2, ... , an}, which also consists of n members with different degree of mem­
bership values = {a.5, 1, a.5, ... ,a}. The descriptions of remaining linguistic vari­
ables, viz., A3 , A4 , . .. ,An' can be provided in a similar manner. 
Since each fuzzy set contains n intervals, and each interval corresponds to all fuzzy 
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Figure 2.2: Architecture of Chen's Model. 

sets with different degree of membership values. For example, interval aI cor­
responds to linguistic variables Al and A2 with degree of membership values 1 
and 0.5, respectively, and remaining fuzzy sets with degree of membership value 
o. Similarly, interval a2 corresponds to linguistic variables AI, A2 and A3 with de­
gree of membership values 0.5, 1, and 0.5, respectively, and remaining fuzzy sets 
with degree of membership value o. The descriptions of remaining intervals, viz., 
a3, a4, ... , am can be provided in a similar manner. 
Liu [73] introduced an improved FTS forecasting method in which the forecasted 
value is regarded as a trapezoidal fuzzy number instead of a single-point value. 
They replace the above discrete fuzzy sets (as discussed in Eq. 2.3.1) with trape­
zoidal fuzzy numbers. The main advantage of the proposed method is that the 
decision analyst can accumulate information about the possible forecasted ranges 
under different degrees of confidence. 

Step 3. Fuzzify the historical time series data set. In order to fuzzify the historical time series 
data, it is essential to obtain the degree of membership value of each observation 
belonging to each Aj (j = 1,2, ... ,n) for each day/year. If the maximum member­
ship value of one day's/year's observation occurs at interval ai and 1 $ i $ n, then 
the fuzzified value for that particular day/year is considered as Ai. 
In FTS model, each fuzzy set carries the information of occurrence of the historic 
event in the past. So, if these fuzzy sets would not be handled efficiently, then 

.. important information may be lost. Therefore, for fuzzification purpose, many re­
searchers provided different techniques in these articles [l3,19,74]. 

Step 4. Establish the FLRs between the juzzijied time series values, and create the FLRGs. After 
time series data is completely fuzzified, then FLRs have been established based on 
Definition 2.2.7. The first-order FLR is established based on two consecutive lin­
guistic values. For example, if the fuzzified values of time t - 1 and t are ~ and 
A j , respectively, then establish the first-order FLR as "~ ---t A/" where "Ai" and 
"A/, are called the previous state and current state of the FLR, respectively. Simi­
larly, the nth-order FLR is established based on n + 1 consecutive linguistic values. 
For example, if the fuzzified values of time t - 4, t - 3, t - 2, t - 1 and tare Aai, 
Abi , Aci , Adi and Aej , respectively, then the fourth-order FLR can be established as 
"Aai' Abi , Aci , Adi ---t Ae/" where "Aai' Abi , Aci , Ad/' and "Ae/, are called the previous 
state and current state of the FLR, respectively. 
Most of the existing FTS modelss use the first-order FLRs to get the forecasting re-

5References are: [10-13,15,18,19,75] 
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suIts. In these articles6 , researchers show that the high-order FLRs (see Definition 
2.2.9) can improve the forecasting accuracy. The main reason of obtaining high 
accuracy from these high-order FTS models is that it can consider more linguistic 
values that represent the high uncertainty involved in various dynamic processes. 
On the other hand, to extract rule from the fuzzified time series data set, Qiu et 
al. [90] utilized C-fuzzy decision trees [91] in FTS model. They introduced two major 
improvements in C-fuzzy decision trees, viz., first a new stop condition is intro­
duced to reduce the computational cost, and second weighted C-fuzzy decision 
tree (WCDT) is introduced where weight distance is computed with information 
gain. In this approach, the forecast rule are expressed as "if input value is ... then 
it can be labeled as ... ". 
Based on the same previous state of the FLRs, the FLRs can be grouped into a FLRG 
(See Definition 2.2.8). For example, the FLRG "At --7 Am, An" indicates that there 
are following FLRs: 

Step 5. Dejuzzify and compute the forecasted values. In these articles [10,92], researchers 
adopted the following method to forecast enrollments of the University of Alabama: 

Y (t) = Y (t - 1) 0 R, (2.3.2) 

where Y (t - 1) is the fuzzified enrollment of year (t - 1), Y (t) is the forecasted 
enrollment of year t represented by fuzzy set, "0" is the max-min composition op­
erator, and "R" is the union of fuzzy relations. This method takes much time to 
compute the union of fuzzy relations R, especially when the number of fuzzy re­
lations is more in Eq. 2.3.2[1,16]. Therefore, some researchers in these articles? 
introduced various solutions for the defuzzification operation. One of the solution 
introduced by Chen [12] is presented below. 
This includes the following two principles, viz., Principle 1 and Principle 2. The 
procedure for Principle 1 is given as follows: 

* Principle 1: For forecasting F(t), the fuzzified value for F(t - 1) is required, 
where "t" is the current time which we want to forecast. The Principle 1 is 
applicable only if there are more than one fuzzified values available in the 
current state. The steps under Principle 1 are explained next. 

Step 1. Obtain the fuzzified value for F(t - 1) as A (i = 1,2,3 ... , n). 
Step 2. Obtain the FLR whose previous state is A and the current state is 

A J1 , AJ2 , ... , A Jp, i.e., the FLR is in the form of "At --7 AJI' A J2 , ... , A Jp". 

Step 3. Find the interval where the maximum membership value of the fuzzy 
sets A JI , A J2 , . .. ,AJp (current state) occur, and let these intervals be 
all, aJ 2,· .. , alP' All these intervals have the corresponding mid-values 
(7J1,(7J2,'" , (7JP' 

Step 4. Compute the forecasted value as: 

F d [
(7JI + (7J2 + ... + (7Jp] orecaste value = 

p 
(2.3.3) 

6References are: [50,52,69,76-89] 

7References are: [5,6,12,13,15-17,27,77,80,81,84,93-97] 
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Here, p represents the total number of fuzzy sets associated with the cur­
rent state of the FLR. 

* Principle 2: This principle is applicable only if there is only one fuzzified value 
in the current state. The steps under Principle 2 are given as follows: 

Step 1. Obtain the fuzzified value for F(t - 1) as A (i = 1,2, ... , n). 
Step 2. Find the FLR whose previous state is A and the current state is AJ , i.e., 

the FLR is in the form of "A -t A/. 
Step 3. Find the interval where the maximum membership value of the fuzzy set 

AJ occurs. Let these interval be aJ (J = 1,2,3, ... , n). This interval aJ has 
the corresponding mid-value CJ' This CJ is the forecasted value for F(t). 

2.4 Hybridize Modeling Approach for FTS 

Recently, several SC techniques have been employed to deal with the different challenges 
imposed by the FTS modeling approach. The main SC techniques for this purpose include 
ANN, RS, and EC. Each of them provides significant solution for addressing domain specific 
problems. The combination of these techniques lead to the development of new archi­
tecture, which is more advantageous and expert, providing robust, cost effective and ap­
proximate solution, in comparison to conventional techniques. However, this hybridization 
should be carried out in a reasonable, rather than an expensive or a complicated, manner. 

In the following, we describe the basics of individual SC techniques and their hy­
bridization techniques, along with the several hybridized models developed for handling 
forecasting problems of FTS modeling approach. It should be noted that still there is no 
any universally recognized method to select particular SC technique(s), which is suitable 
for resolving the problems. The selection of technique(s) is completely dependent on the 
problem and its application, and requires human interpretation for determining the suit­
ability of a particular technique. 

2.4.1 ANN: An Introduction 

ANNs are massively parallel adaptive networks of simple nonlinear computing elements 
called neurons which are intended to abstract and model some of the functionality of 
the human nervous system in an attempt to partially capture some of its computational 
strengths [98]. The neurons in an ANN are organized into different layers. Inputs to the net­
work are entered in the input layer; whereas outputs are produced as signals in the output 
layer. These signals may pass through one or more intermediate or hidden layers which 
transform the signals depending upon the neuron signal functions. 

The neural networks are classified into either single-layer or multi-layer. In multi­
layer networks hidden layers exist in between input layer and output layer. A single-layer 
feed-forward (SLFF) neural network is formed when the nodes of input layer are connected 
with output nodes with various weights. A multi-layer feed-forward (MLFF) neural network 
architecture can be developed by increasing the number of layers in SLFF neural network. 
Feed-forward ANNs allow signals to travel from input to output. There is no feed-back loop. 
Feed-back networks can have signals travelling in both directions by introducing loops in 
the network. Feed-back networks are also referred to as interactive or recurrent networks. 

Usually FFNN are used in time series forecasting. Recurrent networks are also used 
in some cases. Researchers employ ANN in various forecasting problems such as electric 
load forecasting [99] , short-term precipitation forecasting [100], credit ratings forecasting [101] , 
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tourism demand forecasting[102] etc., due to its capability to discover complex nonlinear 
relationships [103-105J in the observations. More detailed description on applications of ANN 
(especially BPNN) can be found in article written by Wilson et al. [106J. 

Multi-layer FFNN uses back-propagation learning algorithm, therefore such net­
works are also known as back-propagation networks (BPNN). The main objective of using 
BPNN is to minimize the output error obtained from the difference between the calculated 
output (01) 02)' .) On) and target output (n1) n2)' .. ) nn) of the neural network by adjusting 
the weights (see Fig. 2.3). So in BPNN, each information is sent back again in the reverse 
direction until the output error is very small or zero. BPNN is trained under the process of 
three phases: (a) feed-forward of the input training pattern, (b) the calculation and back­
propagation of the associated error, and (c) the adjustment of the weights. 

Due to large number of additional parameters (e.g., initial weight, learning rate, 
momentum, epoch, activation function, etc.), an ANN model has great capability to learn 
by making proper adjustment of these parameters, in order to produce the desired output. 
DUring the training process, this output may fit the data very well, but it may produce poor 
results during the testing process. This implies that the neural network may not generalize 
well. This might be caused due to over fitting or overtraining of data [107J, which can be con­
trolled by monitoring the error during training process and terminate the process when the 
error reaches a minimum threshold with respect to the testing set[108,109]. Another way to 
make the neural network generalize enough so that it performs well for training and test­
ing data is to make small changes in the number of layers and neurons in the input space, 
without changing the output components. However, choosing the best neural network ar­
chitecture is a heuristic approach. One solution to this problem is to keep the architecture 
of neural network relatively simple and small [110], because complex architectures are much 
more prone to overfitting [111-114J. Therefore, Hornik et al. [115J suggested to design the neu­
ral network architecture with optimum number of neurons in the single hidden layer. Tan 
et al. [116] also stated that one of the best ways to do this is to construct a fully connected 
neural network with a sufficiently large number of neurons in the hidden layer, and then 
iterate the architecture-building process with a smaller number of neurons. 

Hybridization of ANN with FTS is a significant development in the domain of fore­
casting. It is an ensemble of merits of ANN and FTS, by substituting the demerits of one 
technique by the merits of another technique. This includes various advantages of ANN, 
such as parallel processing, handling of large data set, fast learning capability, etc. Han-
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Figure 2.4: Block diagrams of FTS-ANN hybridized models. 

dling of imprecise/ uncertain and linguistic variables are done through the utilization of 
fuzzy sets. Besides these advantages, the FTS-ANN hybridization help in designing complex 
decision-making systems. 

ANN can be used in different steps of FTS modeling approach. These steps are dis­
cussed in Section 2.3. In Fig. 2.4, three different hybridized architectures are presented, 
where applications of ANN are demonstrated in different steps of FTS modeling approach. 
In the first architecture, ANN is responsible for determination of FLRs (top); in the second 
architecture, ANN is responsible for partitioning the universe of discourse (middle); and in 
the third architecture, ANN is responsible for defuzzil1cation operation (bottom). The roles 
of ANN in these architectures are explained below. 

a) For defining FLRs: In this case, primary inputs to connection-oriented neural network are 
fuzzified time series values. The neural network is trained in terms of number of input 
nodes, hidden nodes and desired outputs. One or more hidden layers are employed to 
automatically generate the FLRs, which may later be clustered into similar FLRGs. 
In the articles [87,88], researchers employ FFNN to define high-order FLRs in FTS model. 
Both these models are applied in forecasting the enrollments of the University of Al­
abama. Similar to these two approaches, many researchers [117-121] use the ANN in FTS 
model to capture the FLRs for improving the forecasted accuracy. 
For defining high-order FLRs, a neural network architecture for the nth-order FLRs is 
shown in Fig. 2.5. Here, each input node take the previous days F(t - n), .. ,F(t - 2), 
F(t - 1) fuzzified time series values, e.g., AI, .. , Am, An respectively to predict current 
day F(t) fuzzified time series value, e.g., AJ" Here, each "t" represents the day for cor­
responding fuzzified time series values. Based on the input and output fuzzified values, 
the nth-order FLRs are established as: AI, .. , Am, An -+ AJ" During simulation, the in­
dices of previous state fuzzy sets (e.g., l, . ,m, n) are used as inputs, whereas index of 
current state fuzzy set (e.g., J) is used as target output. 

b) For partitioning the Universe of discourse: Data clustering is a popular approach for auto­
matically finding classes, concepts, or groups of patterns [122J. Time series data are per­
vasive across all human endeavors, and their clustering is one of the most fundamental 
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Figure 2.5: ANN architecture for the nth-order FLRs. 

applications of data mining [123]. In literature, many data clustering algorithms [124-126] 

have been proposed, but their applications are limited to the extraction of patterns that 
represent points in multidimensional spaces of fixed dimensionality [127] • In these arti­
cles [5,86], researchers employ SOFM clustering algorithm for determining the intervals 
of the historical time series data sets by clustering them into different groups. This al­
gorithm is developed by Kohonen [128], which is a class of neural networks with neurons 
arranged in a low dimensional (often two-dimensional) structure, and trained by an iter­
ative unsupervised or self-organizing procedure [129]. The SOFM converts the patterns of 
arbitrary dimensionality into response of one-dimensional or two-dimensional arrays of 
neurons, i.e., it converts a wide pattern space into a feature space. The neural network 
performing such a mapping is called feature map [109]. 

c) For dejuzzijication operation: Singh and Borah [6] develop an ANN based architecture 
and hybridize this architecture with FTS model to defuzzify the fuzzified time series 
values. The neural network architecture as shown in Fig. 2.5 can be employed for 
this purpose. In this case, the arrangement of nodes in input layer can be done in the 
following sequence: 

F(t - n), .. . , F(t - 2), F(t - 1) -+ F(t) (2.4.1) 

Here, each input node take the previous days (t - n), ... , (t - 2), (t - 1) fuzzified time 
series values (e.g., AI, ... , Am, An) to predict one day (t) advance time series value "A/,. 
In Eq. 2.4.1, each "t" represent the day for considered fuzzified time series values. 

2.4.2 RS: An Introduction 

RS is a new mathematical tool proposed by Pawlak [130]. The RS concept [131] is based on the 
assumption that with every associated object of the universe of discourse, some information 
objects characterized by the same information are indiscernible in the view of the available 
information about them. Any set of all indiscernible objects is called an elementary set 
and forms a basic granule of knowledge about the universe. Any union of elementary sets 
is referred to as a precise set; otherwise the set is rough. A fundamental advantage of RS 
theory is the ability to handle a category that cannot be sharply defined from a given knowl­
edge base [132). Therefore, the RS theory is used in attribute selection, rule discovery and 
various knowledge discovery applications as data mining, machine learning and medical 
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diagnoses [133J . 

To understand the RS theory in-depth, we need to review some of the basic defini­
tions as follows [134J : 

U is a finite set of objects, i.e., U = {Xl, X2, X3, ... , xn}. Here, each Xl, X2, X3,···, Xn 
represents the object. 

Definition 2.4.1. [Equivalence relation]. Let R be an equivalence relation over U, then 
the family of all equivalence classes of R is represented by U / R. 

Definition 2.4.2. [Lower approximation and upper approximation]. X is a subset of 
U, R is an equival~nce relation, the lower approximation of X (i.e., R(X)) and the upper 
approximation of X (i.e., R(X)) is defined as follows: 

R(X) = u{x E U I [XlR ~ X} 

R(X) = u{ X E U I [XlR n X =f. 0} 

(2.4.2) 

(2.4.3) 

The lower approximation comprises of all objects that completely belong to the set, 
and the upper approximation comprises all objects that possibly belong to the set. 

Definition 2.4.3. [Boundary region]. The set of all objects which can be decisively clas­
sified neither as members of X nor as members of non-X with respect to R is called the 
boundary region of a set X with respect to R, and denoted by RSB • 

RSB = R(X) - R(X) (2.4.4) 

Based on the notions shown in Fig. 2.6, we can formulate the definitions of crisp set 
and RS as follows: 

Definition 2.4.4. [Crisp set]. A set X is called crisp (exact) with respect to R if and only 
if the boundary region of X is empty. 

Definition 2.4.5. [RS]. A set X is called rough (inexact) with respect to R if and only if 
the boundary region of X is nonempty. 

The role of RS in FTS modeling approach is discussed below. 
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* For rule induction: In FTS model, each fuzzy set carries the information of occur­
rence of the historic event in the past. So, if these fuzzy sets would not be handled 
efficiently, then important information may be lost. Therefore, after generating the 
intervals, the historical time series data set is fuzzified, and can be used to prepare an 
information table. To mine reasonable rules from the information table, the RS based 
rule induction technique can be used, because the RS [130] acts as a powerful tool for 
analyzing data and information tables. Teoh et a1. [135,136] employ this concept in FTS 
modeling approach to generate rules from the FLRs. The rules produced by RS rule 
induction method are in the form of "if-then" by combining a condition value CAJ 
with several decision values (AJl A kl ... 1 An). For example, these decision values can 
be represented with "Then" as follows: 

If (conditwn = A) Then (decision = All A k, ... 1 An) (2.4.5) 

2.4.3 EC: An Introduction 

EC is a collection of problem solving techniques that includes paradigms such as Evolu­
tionary Strategies, Evolutionary Programs and GAs [137). GA concept was first proposed by 
Holland [138). All GAs contain three basic operators: reproduction, crossover, and muta­
tion, where all three are analogous to their namesakes in genetics [49]. In GAs, a population 
consists of chromosomes and a chromosome consists of genes, where the number of chro­
mosomes in a popUlation is called the population size [139). In the following, we briefly 
review the basic concept of GA [lO9,140,141]. 

Step 1. Create a random initial state. An initial population is created from a random selec­
tion of solutions (chromosomes). 

Step 2. Evaluate fitness. A value for fitness is assigned to each solution depending on how 
close it actually is to solving the problem. 

Step 3. Reproduce. Those chromosomes with a higher fitness value are more likely to re­
produce offspring. 

Step 4. Next generation. If the new generation contains a solution that produces an output 
that is close enough or equal to the desired answer then the problem has been 
solved. Otherwise, iterate the whole process with the new generation. 

PSO is a new algorithm of EC, which is applied to solve the bilevel programming 
problem [142). To deal with complicated optimization problem, recently many researchers 
hybridize this optimization technique with FTS modeling approach. In the following, we 
briefly review the basic concept of the PSO [143-145]. 

The PSO algOrithm was first introduced by Eberhart and Kennedy [146] • It is a 
population-based evolutionary computation technique, which is inspired by the social be­
havior of animals such as bird flocking, fish schooling, and swarming theory [147-149] • The 
PSO can be employed to solve many of the same kinds of problems as genetic algo­
rithms [150). The PSO algorithm is applied to a set of particles, where each particle has 
been assigned a randomized velocity. Each particle is then allowed to move towards the 
problem space. At each movement, each particle keeps track of its own best solution (fit­
ness) and the best solution of its neighbOring particles. The value of that fitness is called 
"pbest". Then each particle is attracted towards finding of the global best value by keeping 
track of overall best value of each particle, and its location [151]. The particle which obtained 
the global fitness value is called "gbest". 
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Algorithm 1 Standard PSO Algorithm 

Step 1: Initialize all particles with random positions and velocities in the d-dimensional 
problem space. 

Step 2: Evaluate the optimization fitness function of all particles. 

Step 3: For each particle, compare its current fitness value with its pbest. If current value is 
better than pbest, then update pbest value with the current value. 

Step 4: For each particle, compare its fitness value with its overall previous best. If the 
• current fitness value is better than gbest, then update gbest value with the current 

best particle. 

Step 5: For each particle, change the movement (velocity) and location (position) accord­
ing to Eqs. 2.4.6 and 2.4.7. 

Step 6: Repeat Step 2, until stopping criterion is met, usually a sufficiently gbest value is 
obtained. 

At each step of optimization, velocity of each particle is dynamically adjusted ac­
cording to its own experience and its neighboring particles, which is represented by the 
following equations: 

Veltd,t = a x Veltd,t + M1 X Rand X (P Btd - C P"d,t) + 
M2 X Rand X (PGbest - CP"d,t) 

The position of a new particle can be determined by the following equation: 

C Ptd,t = C Ptd,t + Veltd,t 

(2.4.6) 

(2.4.7) 

where 1, represents the 1,th particle and d represents the dimension of the problem space. 
In Eq. 2.4.6, a represents the inertia weight factor; C Ptd,t represents the current position 
of the particle 1, in iteration t; P Btd denotes the previous best position of the particle 1, that 
experiences the best fitness value so far (pbest); PGbest represents the global best fitness 
value (gbest) among all the particles; Rand gives the random value in the range of [0, 1]; M1 
and M2 represent the self-confidence coefficient and the social coefficient, respectively; and 
Veltd,t represents the velocity of the particle z in iteration t. Here, Veltd,t is limited to the 
range [-Velmax , Velmax], where Velmax is a constant and defined by users. The steps for the 
standard PSO are presented in Algorithm l. 

The role of EC in FTS modeling approach is categorized below based on different 
functions. 

a) For determination of optimal interval lengths using GA: GA used in FTS modeling ap­
proach to arrive optimal interval lengths using certain genetic operators. In this case, 
some chromosomes are defined as the initial population based on the number of inter­
vals, where each chromosome consists of genes. Initially each chromosome is randomly 
generated by the system. Then, the system randomly selects chromosomes and genes 
from the population to perform the crossover and mutation operations, respectively. 
The whole process is repeated until optimal interval lengths are achieved. The achieve­
ment of optimality can be measured with the performance measure parameters (refer 
to Section 2.6), such as AFER, MSE, etc. Based on this concept, researchers in these 
articles [79,152] presented the methods for forecasting the enrollments by hybridizing GA 
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Algorithm 2 Type-2 FTS Forecasting Model 

Step 1: Select Type-1 and 1)tpe-2 observations. 

Step 2: Determine the universe of discourse of time series data set and partition it into 
different/equal lengths of intervals. 

Step 3: Define linguistic terms for each of the interval. 

Step 4: Fuzzify the time series data set of 1)tpe-1 and 1)tpe-2 observations. 

Step 5: Establish the FLRs based on Definition 2.2.7. 

Step 6: Construct the FLRGs based on Definition 2.2.8. 

Step 7: Establish the relationships between FLRGs of both 1)tpe-l and 1)tpe-2 observations, 
and map-out them to their corresponding day. 

Step 8: Apply fuzzy operators (such as union or intersection) on mapped-out FLRGs of 
1)tpe-1 and Type-2 observations, and obtain tfie fuzzified forecasting data. 

Step 9: Defuzzify the forecasting data and compute the forecasted values. 

technique with FTS modeling approach. However, the basic difference between the 
models presented in these articles [79,152] is that the first model [79] is based on high-order 
FLRs, whereas the second model [152] is based on first-order FLRs. Similar to above 
approach, Lee et al. [139,153] presented new methods for temperature and the TAIFEX 
forecasting based on two-factors high-orders FLRs. 

b) For finding best intervals using PSO: Recently, many researchers8 show that appropriate 
selection of intervals also increases the forecasting accuracy of the model. Therefore, in 
order to get the optimal intervals, they used PSO algorithm in their proposed model9 . 

They signify that PSO algorithm is more efficient and powerful than GA as applied by 
the researcher[79] in selection of proper intervals. 

c) For determination of membership values using PSO: The PSO technique is first time em­
ployed by the researcher Aladag et al. (155) to obtain the optimal membership values of 
the fuzzy sets in the fuzzy relationship matrix "R" (refer to Eq. 2.3.2). In this approach, 
first FCM clustering algorithm is used for fuzzification phase of time series data set. 

2.5 Financial Forecasting and 1YPe-2 FTS Models 

The application of FTS in financial forecasting has 'attracted many researchers' attention 
in the recent years. Many any researchers focus on designing the models for the TAIEX10 

and the TIFEXll forecasting. Their applications are limited to deal with either one-factor or 
two-factors time series data sets. However, forecasting accuracy of financial data set can be 
improved by including more observations (e.g., close, high, and low) in the models. In Type-
2 FTS modeling approach, observation that is handled by 1)tpe-1 FTS model can be termed 
as "main-factor / 1)tpe-l observation", whereas observations that are handled by Type-2 
FTS model can be termed as "secondary-factors / 1)tpe-2 observations". Later, both these 

8References are: [27,29,30,154) 
9References are: [27,29,30,154) 

lOReferences are: [118,119,156,157J 
IJReferences are: [29,89,155,158] 
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observations are combined together to take the final decision. But, due to involvement 
of Type-2 observations with Type-1 observation, massive FLRGs are generated in Type-2 
model. For this reason, Type-2 FTS model suffers from the burden of extra computation. 
Therefore, most of the researchers still use to prefer Type-1 FTS modeling approach for 
forecasting. But, as far as accuracy of forecasting is concerned, Type-2 FTS models produce 
better result than Type-1 FTS models. Basic steps involve in 'JYpe-2 FTS modeling approach 
that can deal with multiple observations together are presented in Algorithm 2. 

Contributions of various researchers in l'ype-2 FTS models are presented below: 

* Huamg and Yu [53] model: This model first time employs the Type-2 FTS concept in fi­
nancial forecasting (TAIEX) by considering close, high, and low observations together. 
In this model, they suggested some improvement in Algorithm 2 as: 
(i) Introduction of union (v) and intersection (I\) operators. This operators are ap­
plied in Step 8 of Algorithm 2. Both these operators are used to include Type-1 and 
Type-2 observations., and (ii) For defuzzification operation, they employ Principal 1 
and Principal 2 (as discussed in Section 2.3) in Step 9 of Algorithm 2. 

* Bajestani and Zare[159] model: This model is the enhancement of the model proposed 
by Huarng and Yu [53]. In this model, researchers employ the four changes as: 
(i) Using triangular fuzzy set with indeterminate legs and optimizing these triangular 
fuzzy sets. This improvement is applied in Step 3 of Algorithm 2., (ii) Using indeter­
minate coefficient in calculating 'fYpe-2 forecasting. This improvement is applied in 
Step 9 of Algorithm 2., (iii) Using center of gravity defuzzifier. This improvement is 
applied in Step 9 of Algorithm 2., and (iv) Using 4-order 1)rpe-2 FTS. This improve­
ment is applied in Step 5 of Algorithm 2. 

* Lertworaprachaya et al. [160J model: Based on these articles [53,95], a novel high-order 
l'ype-2 FTS model is proposed in this article [160]. This model is divided into two parts: 
high-order 1)rpe-l FrS forecasting and 'JYpe-2 FTS forecasting. The high-order 'fYpe-l 
FTS model is employed to define the FLRs. This improvement is suggested in Step 5 
of Algorithm 2. The high-order FLRs can be defined based on Definition 2.2.9. Then 
the rules in the high-order 'fYpe-1 FrS is used in 'JYpe-2 FTS forecasting. 

* Singh and Borah[BJ model: This 'fYpe-2 FTS model can utilize multiple observations 
together in forecasting, which was the limitation of previous existing 'JYpe-2 FTS mod­
els. Detail discussion on this model is provided in Chapter 6. 

2.6 Performance Measure Parameters 

To assess the performance of the time series forecasting models (especially FTS models), re­
searchers use numerous performance measure parameters, such as AF ER, M BE, RM BE, 
A, BD, U, TB, DA, On R, R2, P P, etc. All these parameters and their statistical significance 
are presented in Table 2.1. In this table, each Fi and A is the forecasted and actual value 
of day/year i, respectively, and N is the total number of days/years to be forecasted. 

2.7 Conclusion and Discussion 

From 1994 onwards, numerous time series forecasting models have been proposed based 
on FTS modeling approach 12. Due to uncertain nature of time series, scope of extensive 

12References are: [58,65,66,72,74J 
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Table 2.1: Performance measure parameters and its statistical significance. 

Parameter 

AFER = 1F'-1:I/A, x 100% 
,\,N 

MSE = L..,'_1(:.,-A,)2 

RMSE= 

.4= L:;:'l A, 
N 

L:;':..) (F, _A,)2 
N 

11 N -
SD = V N L:.=I(A - A)2 

U=~ B 

TS = R'le 
Mad 

DA = _1_ ,\,N-l a 
N-l L..,,=l • 

Or= IF,-A,I 
SD 

R = nrx,pCQ: A,) (}:-F,) 

In(2: A;)-(2: A,)2Jn(2: F,2)_(2: F,)2 

PP = 1- (RMSE/SD) 

Significant 

Smaller value of AF ER indicates good forecasting 

Smaller value of M S E indicates good forecasting 

Smaller value of RMSE indicates good forecasting 

For a good forecasting, the observed mean should be close to the pre­
dicted mean. 

For a good forecasting, the observed SD should be close to the predicted 
SD. 

Here, A = VL:~1 (At - F,)2 and B = VL:~1 A; + lL-'~1 F,2 
The U is bounded between 0 and 1, with values closer to 0 indicating 
good forecasting accuracy. 

A T S value between -4 and +4 indicates that the model is working 
correctly. 

H M - L:~)I(F,-A,)I d R _,\,N (F A) ere, ad - N an sfe - L..,,=1 ,- • 

A Mad> 0 indicates that forecasting model tends to under-forecast. 
A Mad < 0 indicates that forecasting model tends to over-forecast. 

H } 1, (A,+1 - A,) (F.+1 - A) > 0 
ere, a. = \ 

0, Otherwzse 
DA value is measured in % and its value closer to 100 indicates good 
forecasting. 

A value of Or less than 1 indicates good forecasting. 

A value of R greater than equal to 0.8 is generally considered as strong. 

The R2 lies between 0 < R2 < 1, and indicates the strength of the linear 
association between A, and F,. 
A P P value greater than zero indicates good forecasting and vice-versa. 
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applications of this domain raised simultaneously with the development of new algorithms 
and architectures. The FTS modeling approach is currently applied to diverse range of 
fields from economy, population growth, weather forecasting, stock index price forecasting 
to pollution forecasting, etc. Various aspects of complexities arise in this research domain, 
if the number of factors in time series data sets is large. These complexities can be evolved 
in terms of (a) Determination of length of intervals, (b) Establishment of FLRs between 
different factors, and (c) Defuzzification of fuzzified time series values. 

Present research in FTS modeling approach mainly aims on designing algorithm for 
discretization of time series data set, rule generation from the fuzzified time series values, 
proposing techniques for defuzzification operation, and designing various hybridized archi­
tecture for resolving complex decision making problems. 

SC techniques comprise of ANN, RS, EC, and their hybridizations, have recently been 
employed to solve FTS modeling problems. They endeavor to provide us approximate re­
sults in a very cost effective manner, thereby reducing the time complexity. In this survey, a 
categorization has been presented based on utilization of different SC techniques with FTS 
modeling approach along with basic architectures of different hybridized FTS models. 

Fuzzy sets are the oldest component of SC, which is known for representation of real 
time or uncertain events in a linguistic manner, and can take decision very faster. ANNs are 
especially used in discovering rules, and can establish non-linear association between the 
inputs and outputs. RSs are mainly employed for extracting hidden patterns from the data 
in terms of rules. EC provide efficient search algorithms to select the best intervals from the 
discretized time series data set, based on some evaluation criterion. 

FTS-ANN hybridization exploits the features of both ANN and fuzzy sets in estab­
lishment of FLRs/linguistic rules, data discretization, and defuzzification of fuzzified time 
series data set. FTS-RS hybridization uses the features of both RS and fuzzy sets in discov­
ering meaning full rules from the fuzzified time series data set, thereby employing these 
rules in defuzzification operation. FTS-EC hybridization utilizes the charac:teristics of both 
EC and fuzzy sets in determination of optimal interval lengths from the discretized time 
series data set, which are further used to represent time series data set in terms of fuzzy 
sets/linguistic terms. From this survey, it is obvious that the research scope in FTS will be 
increased in the near future for its flexibility in representing real life problems in a very 
natural way. This study also describes elaborately different phases of the FTS modeling ap­
proach. Various research issues and challenges in FTS modeling approach are presented in 
the subsequent section. All these inclusions may help the researchers to identify: (a) What 
are the problems in FTS modeling approach?, (b) How to resolve all these problems using 
heuristics approach?, and (c) How to employ different SC methodologies in FTS modeling 
approach to improve its efficiency? 
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Efficient One-Factor Fuzzy Time Series 
Forecasting Model 

"The purpose of computing is insight, not numbers." By Richard WHamming (1915 - 1998) 

~ 
Organization of the chaptefl: In Section 3.1, we present related works by citing recent 
research works relevant to this chapter. Description of data sets are provided in Sec­
tion 3.2. Section 3.3 demonstrates the application of the proposed approach to find 
the effective lengths of intervals in the universe of discourse. The proposed model 
has been introduced in Section 3.4. The performance of the model has been assessed 
and presented in the results Section 3.5. The proposed model has been validated in 
Section 3.6 using the data sets of daily average temperature of Taipei and daily stock 
exchange price of SB!. Discussion is presented in Section 3.7. 
Keywords: FTS, Enrollment, Temperature, Stock Exchange, Discretization, Defuzzifica­
tion. 

aBased on: P. Singh and B. Borah. An efficient time series forecasting model based on fuzzy time 
series. Engineering Applications of Artificial Intelligence (Elsevier), 26, 2443-2457, 2013. 

3.1 Background and Related Literature 

To enhance the accuracy in forecasted values, many researchers recently proposed various 
one-factor FTS models. For example, Chen et el. [161] proposed a new FTS model for stock 
price forecasting by employing the concept of fibonacci sequence. In these articles 1 

, re­
searchers proposed computational methods of forecasting based on the high-order FLRs to 
overcome the drawback of fuzzy first-order forecasting models [12,15]. Singh [81] proposed a 
new method in FTS forecasting. This model has the advantage that it minimizes the time 
of complicated computations of fuzzy relational matrices or to find the steady state of fuzzy 
relational matrix. Li and Cheng [59] proposed a new fuzzy deterministic model to handle 
three major issues, viz., to control the uncertainty in forecasting, to partition the intervals 
effectively, and to obtain the forecasted results with different interval lengths. Liu [73] de­
signed an improved FTS forecasting method in which the forecasted value is considered as 
a trapezoidal fuzzy number instead of a single-point value. That model produced better 

1 References are: [52,69,77,84,1621 
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forecasting results than the conventional models2 • Wong et al. [163] proposed an adaptive 
time-variant model that automatically adapts the analysis window size of FTS based on the 
predictive accuracy in the training phase and uses heuristic rules to determine forecasting 
values in the testing phase. The experiment results presented show that the model achieves 
a significant improvement in forecasting accuracy over the existing models3

• 

3.2 Input Data Selection 

The effectiveness of the proposed model is demonstrated by using three real-world data 
sets: (a) University enrollments data set of Alabama [18], (b) Daily average temperature 
data set of Taipei [1], and (c) Daily stock exchange price data set of SBI [164]. However, the 
university enrollments data set of Alabama is used for the model verification, whereas the 
daily average temperature data set of Taipei and the daily stock exchange price data set of 
SBI is used for the model validation. 

3.3 MBD Approach 

In this section, we propose a new discretization approach referred to as "Mean Based Dis­
cretization(MBD)" for determining the universe of discourse of the historical time series 
data set and partitioning it into different lengths of intervals. To explain this approach, the 
university enrollments data set of Alabama [1S] , shown in Table 3.1, is employed. Each step 
of the approach is elucidated below. 

Step 3.3.1. Compute the mean of a sample, S = {Xl, X2, ... , xn} of n measurements as: 

(3.3.1) 

In this example, the sample S is the university enrollments data set of Alabama 
(Table 3.1). Now, mean of the sample S is obtained as: 

x = (13055 + 13563 + 13867 + ... + 19337 + 18876) = 16194 
22 

Step 3.3.2. Find the sub-sets of sample S such that: 

A = {xESlx::;x} 
B = {x E Six 2: x} 

(3.3.2) 
(3.3.3) 

From Table 3.1, find the e!ements of A and B, and arrange them in ascending order 
as: 

A {13055, 13563,13867, 14696, ... ,15984} 
B - {16388,16807,16859,16919, ... ,19337} 

2References are: [12,13,571 
3References are: [10,12,15,83,921 
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Table 3.1: Enrollments data set of the University of Alabama. 

Year Actual enrollment Year Actual enrollment 

1971 13055 1982 15433 
1972 13563 1983 15497 
1973 13867 1984 15145 
1974 14696 1985 15163 
1975 15460 1986 15984 
1976 15311 1987 16859 
1977 15603 1988 18150 
1978 15861 1989 18970 
1979 16807 1990 19328 
1980 16919 1991 19337 
1981 16388 1992 18876 

Step 3.3.3. Define boundaries for A and Bas: 

UA = [Amm, xJ (3.3.6) 

UB = [x, Bmax], (3.3.7) 

where U A and U B are the boundaries for sub-sets A and B respectively. Here, Amtn and 
Bmax represent the minimum and maximum values of sub-sets A and B respectively. 

From 3.3.4, we can define the boundaries for A and Bas: 

UA [13055, 16194J 

UB = [16194, 19337J 

Step 3.3.4. Compute factors for A and Bas; 
nA 

L:)xt - Xt-I), X t E A, nA = IAI 
t=2 
nB 

FB = 2)Xt - Xt-I), Xt E B, nB = IBI 
t=2 

where FA and F B are the factors for A and B respectively. 

From 3.3.4, we can obtain the factors for A and Bas; 

FA - (13563 - 13055) + (13867 - 13563) + ... + (15984 - 15861) 

(3.3.8) 

(3.3.9) 

(3.3.10) 

(3.3.11) 

= 2929 (3.3.12) 

FB - (16807 - 16388) + (16859 - 16807) + ... + (16919 - 16859) 
- 2949 (3.3.13) 

Step 3.3.5. Determine deciding factors for A and Bas; 

DFA = FAlnA (3.3.14) 

DFB = FBlnB (3.3.15) 

where DFA and DFB are the deciding factors for A and B respectively. Here, nA and nB 
represent the number of elements in A and B, respectively. 
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Table 3.2: New Intervals, their corresponding elements and mid-points. 

Interval Boundary for U A Corresponding element Mid-point 

b1 [13055, 13300] 13055 13055 

b2 [13545,13790] 13563 13563 

b3 [13790,14035] 13867 13867 

b4 [14525, 14770] 14696 14696 
b5 [15015,15260] 15145, 15163 15154 

b6 [15260, 15505] 15311, 15433, 15460, 15497 15425 

b7 [15505, 15750] 15603 15603 

bs [15750,15995] 15861, 15984 15923 

Interval Boundary for U B Corresponding element Mid-point 

bg [16194, 16563J 16388 16388 

blO [16563, 16932J 16807,16859,16919 16862 

bu [18039, 18408J 18150 18150 

b12 [18777,19146J 18876,18970 18923 

b13 [19146,19515J 19328,19337 19333 

The deciding factors for A and B (from (3.3.12) and (3.3.12)) are: 

2929/12 = 244.08 c:= 245 

2949/8 = 368.63 c:= 369 

(3.3.16) 
(3.3.17) 

Step 3.3.6. Partition the boundaries UA and UB into different lengths of intervals as: 

U t = [L(i), U(i)], i = 1,2,3, ... ; 1 ~ U(i) < x; U t E UA ; 

where L(i) = Amm + (i - 1) x DFA , and U(i) = Amm + i X DFA • 

V t = [L(i), V(i)], i = 1,2,3, ... ; 1 ~ V(i) < Bmax; Vt E UBi 

where L(i) = x + (i - 1) x DFB , and V(i) = x + i X DFB . 

Based on Eq. 3.3.18, intervals for boundary UA are: 

Ul = [13055, 13300], U2 = [13300,13545]' ... , UI2 = [15750, 15995J 

Similarly, based on Eq. 3.3.19, intervals for boundary UB are: 

VI = [16194, 16563], V2 = [16563,16932]' ... , Vg = [19146, 19515J 

Step 3.3.7. Allocate the data to their corresponding intervals. 

(3.3.18) 

(3.3.19) 

Allocate the elements of A and B to their corresponding intervals obtained after 
partitioning the boundaries U A and U B, respectively. All these intervals along with their 
corresponding elements are shown in Table 3.2. Last column of Table 3.2 represents the 
mid-points of newly determined intervals. Intervals which do not cover historical data are 
discarded from the list. 
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Table 3.3: Fuzzified enrollments data set. 

Year Actual Fuzzified Year Actual Fuzzified 
enrollment enrollment enrollment enrollment 

1971 l3055 Al 1982 15433 A6 

1972 13563 A2 1983 15497 A6 

1973 13867 A3 1984 15145 A5 

1974 14696 A4 1985 15163 A5 

1975 15460 A6 1986 15984 As 

1976 15311 A6 1987 16859 AlO 
1977 15603 A7 1988 18150 All 

1978 15861 As 1989 18970 Al2 

1979 16807 AlO 1990 19328 Al3 

1980 16919 AlO 1991 19337 Al3 

1981 16388 Ag 1992 18876 Al2 

3.4 The Proposed FTS Forecasting Model 

The functionality of each phase of the model is explained below utilizing the university 
enrollments data set of Alabamal. 

Phase 3.4.1. Partition the time series data set into different lengths of intervals. 

Based on the MBD approach, the historical time series data set is partitioned into 
different lengths of intervals. The experimental results are presented in Table 3.2. Each 
interval of Table 3.2 is represented as: bl = [13055, 13300], b2 = [13545, 13790], ... ,b13 = 
[19146,19515]. For each interval, mid-point is determined, and stored for future considera­
tion. 

Phase 3.4.2. Define linguistic terms for each of the interval. 

The historical time series data set is divided into 13 intervals (i. e., bl , b2 , ... , and bI3). 

Therefore, total 13 linguistic variables (i.e., AI, A 2 , . .. ,AI3 ) are defined. All these linguistic 
variables can be represented by fuzzy sets as shown below: 

Al = l/b l + 0.5/b2 + 0/b3 + . " + 0/bn - 2 + O/bn - l + 0/bI3 , 

A2 = 0.5/b l + 1/b2 + 0.5/b3 + ... + 0/bn - 2 + O/bn - l + 0/bI3 , 

A3 = O/bl + 0.5/b2 + 1/b3 + ... + 0/bn - 2 + O/bn - l + 0/bI3 , 

A4 = O/b l + 0/b2 + 0.5/b3 + ... + 0/bn - 2 + O/bn - l + 0/bI3 , 

Obtain the degree of membership of each year's enrollment value belonging to each 
A. Here, the maximum degree of membership of fuzzy set At occurs at interval bt, and 
1 ::; i ::; 13. 

Phase 3.4.3. Fuzzify the time series data set. 
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Table 3.4: The first-order FLRs of the enrollments data set. 

FLR FLR 

Al -+ A2 A6 -+ A6 
A2 -+ A3 A6 -+ A5 
A3 -+ A4 A5 -+ A5 
A4 -+ A6 A5 -+ As 
A6 -+ A6 As -+ AlO 
A6 -+ A7 AlO -+ All 
A7 -+ As All -+ AI2 
As -+ AlO Al2 -+ A13 
AlO -+ AlO Al3 -+ A13 
AlO -+ Ag Al3 -+ Al2 
Ag -+ A6 

Table 3.5: The second-order FLRs of the enrollments data set. 

FLR FLR 

AI, A2 -+ A3 Ag,A6 -+ A6 

A2,A3 -+ A4 A6,A6 -+ A5 
A3,A4 -+ A6 A6,A5 -+ A5 
A4,A6 -+ A6 A5,A5 -+ As 

A6,A6 -+ A7 A5,As -+ AlO 
A6,A7 -+ As As, AlO -+ All 
A7,As -+ AlO A lO , All -+ AI2 

As, AlO -+ AlO All, AI2 -+ Al3 
A lO , AlO -+ Ag A 12 , Al3 -+ Al3 
A lO , Ag -+ A6 A13,A13 -+ Al2 

If one year's enrollment value belongs to the interval bt) then the fuzzified enrollment 
value for that year is considered as At. For example, the enrollment value of year 1971 
belongs to the interval bl , hence it is fuzzified to AI. In this way, the historical time series 
data set is fuzzified. The fuzzified enrollment values are shown in Table 3.3. 

Phase 3.4.4. Establish the FLRs between the fuzzified time series values. 

Based on Definition 2.2.7, we can establish FLRs between two consecutive fuzzified 
enrollment values. For example, in Table 3.3, fuzzified enrollment values for Years 1973 
and 1974 are A3 and A 4, respectively. So, we can establish a FLR between A3 and A4 as: 
A3 -+ A 4. In this way, we have obtained the first-order FLRs for the fuzzified enrollment 
values, which are presented in Table 3.4. Then, based on Definition 2.2.9, nth-order FLRs 
are established from the fuzzified enrollment values (shown in Table 3.3). In Table 3.5, the 
second-order FLRs are shown, where n = 2. Remaining high-order FLRs are obtained in a 
similar manner. 

Phase 3.4.5. Create the FLRGs. 
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Table 3.6: The first-order FLRGs of the enrollments data set. 

FLRG 

Group 1: Al ---+ A2 
Group 2: A2 ---+ A3 
Group 3: A3 ---+ A4 

Group 4: A4 ---+ A6 
Group 5: A5 ---+ A5, A8 
Group 6: A6 ---+ A6, A7, A6, A5' 
Group 7: A7 ---+ A8 

FLRG 

Group 8: A8 ---+ AlO, AlO 
. Group 9: Ag ---+ A6 

Group 10: AlO ---+ AlO, Ag, Au 
Group 11: Au ---+ AI2 

Group 12: AI2 ---+ Al3 
Group 13: Al3 ---+ A l3, Al2 

Table 3.7: The second-order FLRGs of the enrollments data set. 

FLRGs 

Group 1: A l , A2 ---+ A3 
Group 2: A2, A3 ---+ A4 
Group 3: A3 , A4 ---+ A6 

Group 4: A4, A6 ---+ A6 

Group 5: A5, A5 ---+ A8 
Group 6: A6, A6 ---+ A7, A5 
Group 7: A6, A7 ---+ A8 

Group 8: A7, A8 ---+ AlO 

Group 9: A8, AlO ---+ AlO, All 

FLRGs 

Group 10: AlO, AlO ---+ Ag 
Group 11: A lO , Ag ---+ A6 
Group 12: Ag, A6 ---+ A6 

Group 13: A6, A5 ---+ A5 

Group 14: A5, A8 ---+ AlO 
Group 15: A lO , All ---+ Al2 
Group 16: A u ,Al2 ---+ Al3 

Group 17: Al2, Al3 ---+ Al3 
Group 18: A13, Al3 ---+ Al2 

Based on Definition 2.2.8, the FLRs can be grouped into a FLRG. For example, in 
Table 3.4, there are four FLRs with the same previous state, A6 -+ A 6, A6 -+ A 7, A6 -+ A6, 
and A6 -+ A 5. Therefore, these FLRs can be 'grouped into the FLRG, A6 -+ A6, A7, A 6, A 5. 
Similarly, the FLRGs for the high-order FLRs can be created. The FLRGs for the second­
order FLRs as shown in Table 3.5, are presented in Table 3.7. 

In Table 3.6, repeated FLRs are also included in the FLRGs. For example, in Table 
3.4, the FLR A6 -+ A6 appears twice. Therefore, in Table 3.6, this repeated FLR also appears 
twice in the FLRG, A6 -+ A 6, A 7, A 6, A 5. 

According to the proposed IBWT, indices in the current state of the FLRs represent 
the corresponding weights of the FLRs. For example, consider the following FLRs as: 

A6 -+ A6 with weight 6, 

A6 -+ A7 with weight 7, 

A6 -+ A6 with weight 6, 
A6 -+ A5 with weight 5, 

Here, each FLR is assigned a weight 6, 7, 6, and 5, based on indices of the current 
state of the FLRs, which are A 6, A 7, and A6, and A 5, respectively. Later, corresponding 
weight for each of the FLR is employed for defuzzification operation. 

Phase 3.4.6. Calculate forecast and defuzzify the fuzzified time series data. 
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To defuzzify the fuzzified time series data set, we have proposed the "Index Based 
Defuzzification (lBDT)" technique. The advantage of using IBDT scheme is that it can deal 
with weighted FLRs efficiently and obtain the forecasted results. The technique consists of 
Principle 1 and Principle 2. The steps involve in Principle 1 are explained below. 

* Principle 1: For forecasting year Y (t), the fuzzified value for the year Y (t - 1) is 
required, where "t" is the current year which we want to forecast. The Principle 1 
is applicable only if there are more than one fuzzified values available in the current 
state. The steps under Principle 1 are explained below. 

Step 1 Obtain the fuzzified value for year Y(t - 1) as All, = 1,2,3 ... ,n). 
Step 2 Obtain the FLRG whose previous state is A(i = 1,2,3 ... ,n), and current state is 

A k , As, ... ,An, i.e., the FLRG is in the form of Al ---* A k , As,· .. ,An. 

Step 3 Find the intervals where the maximum membership values of the fuzzy sets 
A k , As, ... ,An occur. Let these intervals be ak, as, ... ,an' All these intervals have 
the corresponding mid-points Ck , cs, ... , Cn. 

Step 4 Obtain the weights assigned to fuzzy sets A k , As, . .. ,An. Let these weights be 
W k , W s, ... , Wno 

Step 5 Apply the following formula to calculate the forecasted value for year, Y (t): 

Forecast (t) = 

(3.4.1) 

* Principle 2: This rule is applicable if there is only one fuzzified value in the current 
state. The steps involve in Principle 2 are explained below. 

Step 1 Obtain the fuzzified value for the year Y(t - 1) as Al(i = 0,1, ... ,n). 

Step 2 Find the FLRG whose previous state is A, and current state is AJ , i. e., the FLRG 
is in the form of Al ---* AJ • 

Step 3 Find the interval where the maximum value of the fuzzy set AJ occurs. Let 
this interval be aJ • This interval aJ have the corresponding mid-point Cr For 
forecasting year, Y(t), this mid-point CJ is the forecasted value. 

Based on the proposed model, two examples are presented here to compute fore­
casted values of the university enrollments data set as follows: 
[Example 1] Suppose, we want to forecast the enrollment on Year, 1985, using one-factor 
fuzzy logical time series. To compute this value, the fuzzified enrollment value of the previ­
ous state is required. For forecasting year, Y(1985), the fuzzified enrollment value for year, 
Y(1984) is obtained from Table 3.3, which is A5 • Then, obtain the FLRG whose previous 
state is A5 from Table 3.6. In this case, the FLRG is A5 ---* A 5, As. Hence, Principle 1 is 
applicable here, because the current state has two fuzzified values. Now, find the intervals 
where the maximum membership values of A5 and As occur from Table 3.2, which are b5 
and bs, respectively. The corresponding mid-point and weight for the interval b5 are 15154 
and 5, respectively. The cOFI'esponding mid-point and weight for the interval bs are 15923 
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Year 

1971 
1972 

1973 

1974 
1975 

1976 

1977 
1978 

1979 
1980 

1981 

1982 
1983 

1984 

1985 
1986 

1987 

1988 
1989 

1990 

1991 

1992 

AFER 

Actual 
enrollment 

13055 

13563 

13867 
14690 

15400 

15311 

15603 
15861 

16807 
10919 

16J88 
15433 

15497 

15145 

15163 

15984 
16859 

1815U 

18970 

19328 

19337 

18876 

Model [10] 

14000 

14000 
14UOU 

15500 

16000 

16000 
16000 

16000 
16813 

Ib813 

10789 
16000 

16000 

16000 

16000 
1LOOU 

1681J 

19000 

19000 

19000 

322% 

Table 3.8: A comparison of the existing models with proposed model. 

Model 1121 

14000 

14000 
14000 

15500 

16000 
16000 

16000 
16000 
168JJ 

168JJ 

16833 
16000 

16000 

16000 

16000 
16UOO 
168JJ 

19000 

19000 

19000 

19000 

311% 

Model [57] 

14025 

14568 
14568 

15654 
15654 

15654 
15654 
16197 

17283 

1728J 
16197 

15654 

15654 

15654 
15654 

16197 
1728J 

18369 

19454 

19454 

267% 

Model 1191 

(MEPAl 

15430 

15430 

154JU 
15430 

15430 

15430 
15430 

16889 
16871 

16871 
15447 

15430 

15430 

1~430 

15430 

16889 

16871 
19333 

19333 

19333 
19333 

275% 

Model [19] 

(TFAl 

14230 

14230 

1423U 
15541 

15541 

15541 

16196 
16196 
1619b 

175U7 

16196 
15,41 

15541 

15541 
15541 

16196 

175U7 
18872 

18872 

18872 

18872 

266% 

Model [96] 

14195 

14424 

1459J 
15589 

15645 

15634 

16100 
16188 
17U77 

171U5 

16369 
15643 

15648 

15622 

15623 

16231 

17U9U 
18325 

19000 

19000 

19000 

266% 

Model 1601 

14242 

14242 

14242 
15474 J 

15474 J 

154743 
15474.3 

lG146 5 

lu988 3 

1b988 J 
16146 5 
1,4743 

154743 
15474 J 

15474 3 

lu1465 

1b988 J 
19144 

19144 

19144 

19144 

240% 

Model [163] 

13500 

1450U 

15500 
15466 

15J92 

15549 
lG433 

1u656 
1bu24 

15556 
15524 

15497 

15305 
15308 

lu4Ul 

185UO 

185J4 
19345 

19423 

18752 

152% 

Model 1162] 

13512 

13998 
14658 

15341 
15501 

15501 

15501 
17065 

17159 I 

17159 
15J41 
150;01 

15501 

13301 
15501 

17U65 

17159 

188J2 

19333 

19083 

19083 

154% 

Model [731 

13500 

13800 
1470U 

15000 

15400 

15750 
15400 
16800 
1710U 

1710U 
15300 

1575U 

15400 

15300 

15750 
168UU 

171UU 

18900 

19200 

19050 

19050 

133% 

Model [69] 

13500 

145UU 

15500 
15500 

15500 

15500 

165UU 

1550U 
15500 

15500 

15500 

185UU 

18500 
19337 

19500 
18704 

127% 

Proposed model 

13563 

13867 
14696 
15425 

15420 

15420 

15923 
16862 
17192 

17192 

15425 
15420 

15420 

15627 

15627 

16862 

17192 

18923 

19333 

19136 

19136 

119% 

W 
01 
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Table 3.9: A comparison of the AFERs of the forecasting enrollments for different models. 

Year Actual Model [14] Model [14] Model[21] Model [SO] MBD 
enrollment (Length of (Length of (Length of approach 

interval interval interval 
= 200) = 500) = 1100) 

1989 18970 18100 18250 18277 18810 18661 
1990 19328 18900 18750 19128 19630 19327 
1991 19337 19300 19250 19128 19450 18994 
1992 18876 19300 19250 19128 19459 18994 

AFER 2.31% 2.30% 1.78% 1.52% 1.07% 

Table 3.10: The AFERs to forecast the enrollments for different orders of the FLRs based on 
the existing models and the proposed model. 

Order Model [77] Model [162] Proposed model 

2 2.55% 1.24% 0.66% 

3 1.90% 1.20% 0.19% 

4 2.15% 1.02% 0.20% 

5 1.69% 1.03% 0.20% 

and 8, respectively. Now, based on Eq. 3.4.1, the forecasted enrollment for year, Y(1985), 
can be computed as: 

Forecast (1985) = 15154 x [5! 8] + 15923 x [5! 8] = 15627 

[Example 2] Suppose, we want to forecast the enrollment on Year, 1973. To compute this 
value, the fuzzified enrollment value of the previous state is required. For forecasting year, 
Y(1973), the fuzzified enrollment value for year, Y(1972) is obtained from Table 3.3, which 
is A2. Then, obtain the FLRG whose previous state is A2 from Table 3.6. In this case, the 
FLRG is A2 -t A3 • Hence, Principle 2 is applicable here, because in the current state, only 
one fuzzified value is available. Now, find the interval where the maximum membership 
value for the fuzzy set A3 occurs from Table 3.2, which is b3• The interval b3 has the mid­
point 13867, which is the forecasted enrollment for year, Y(1973). 

3.5 University Enrollments Forecasting 

In this section, we present the empirical analysis of enrollments forecasting results obtained 
from the proposed model and the existing FTS models. To assess the performance of the 
proposed model, its forecasted results are compared with existing FTS models4. Table 3.8 
presents a comparison of the forecasted results with the existing models in terms of AF ER. 

4References are: [10,12,19,57,60,69,73,96,162, 163J 

(36 I 129) 



CHAPTER 3. EFFICIENT ONE-FACTOR FUZZY TIME SERIES FORECASTING MODEL 37 

Table 3.11: Statistical analysis of the forecasted enrollments based on the existing model 
and the proposed model. 

Evaluation criterion Model [69] Proposed model 

RMSE 

or 
R 
R2 

pp 

Mad 
TS 

20000 

19000 

18000 

C 17000 e 
~ 16000 
c: 

to. 
15000 

14000 

583.55 212.22 
0.14 0.07 
0.95 0.99 
0.89 0.98 
0.64 0.87 
393.15 110.55 
-0.5867 0.0629 

[lf~ 
~r aU -O-A""O£ooo"moo, 

I . -.-Wonl: ct al2010 
_~r-1t="3-=' _~Ci"- Chell and Tanu'''Jaya 20lla 
-Q,. ----- ... ,a&_-, • ' • I • I -Y-Cnnewar Dnd Kumar 2012 

~ -.. Proposed Model 

13000 -'--~--.--~--.--~--,---~--,--_~_-, 
1975 1980 Year 1985 1990 1995 

Figure 3.1: Comparison curves of actual enrollment values and forecasted enrollment val­
ues. 

From Table 3.8, it is observed that the computed value of AF ER is quite satisfactory for 
the proposed model as compared to the competing models, which depicts its superiority. 
A comparison graph is shown in Fig. 3.1, where the forecasted values obtained from the 
proposed model are compared with existing models[69,162,163]. In this figure, curves clearly 
indicate that the forecasted enrollments values obtained from the proposed model are very 
close to that of actual enrollments values. 

To verify the superiority of the proposed model under different lengths of interval 
criteria, three existing forecasting models [14,21,50] are selected for comparison. A compari­
son of the forecasted results is presented in Table 3.9. We can see that the proposed model 
produces more precise results than the existing competing models under different lengths 
of intervals criteria. 

Based on the number of intervals generated by the "MBD" approach and the high­
order FLRs, performance of the model is verified next. Experimental results of the enroll­
ments data set for different orders of the FLRs are presented in Table 3.10. To verify the 
superiority of the proposed model, it is compared with the existing high-order FTS mod­
els[77,162]. Experimental results for these two models[77,162] are listed in the second and 
third columns of Table 3.10. From Table 3.10, it is obvious that the forecasting accuracy 
of the proposed model is better than the ones presented in these articles [77,162]. Graphical 
representation of the actual enrollment values and the forecasted enrollment values based 
on the high-order FLRs are shown in Fig. 3.2. Curves in Fig. 3.2 signify the effectiveness of 
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Table 3.12: A sample of daily average temperature data set from June (1996) to September 
(1996) in Taipei (Unit: °C). 

Day June July August September 

1 26.1 29.9 27.1 27.5 
2 27.6 28.4 28.9 26.8 
3 29.0 29.2 28.9 26.4 
4 30.5 29.4 29.3 27.5 
5 30.0 29.9 28.8 26.6 

29 29.0 29.3 26.2 23.3 
30 30.2 27.9 26.0 23.5 
31 26.9 27.7 

20000 -.- Actual Enrolhnent 
-0- Forecnsted Enrollment (2nd-Order) 

19000 - ... - Forecasted Enrollment (3rd-O. der) 
-..,.- Forecasted Enrollment (4th-Order) 

18000 ;) Forecasted Enrollment (5th-Order) 

C 17000 .. e e 16000 
c 

'" 15000 

14000 

13000 -'---,-------.--_----.--__ ----.-___ ---, 
1975 1980 1985 1990 1995 

Year 

Figure 3.2: Comparison curves of actual enrollment-values and forecasted enrollment val­
ues based on the high-order FLRs. 

the proposed model for forecasting enrollments based on the high-order FLRs. 
To check the robustness of the proposed model, values of various statistical param­

eters as mentioned in Chapter 2 (see Section 2.6), are obtained. Experimental results are 
shown in Table 3.11. The values of parameters listed in Table 3.11 are based on the second­
order FLRs. For comparison study, Gangwar and Kumar [69] model is selected, because its 
forecasting accuracy is better than the FTS models presented in these articles [62,73]. In Table 
3.11, the RMSE value of the proposed model portrays very small error rate in comparison 
to Gangwar and Kumar [69] model. From the R value of the proposed model, it is obvious 
that the proposed model is more efficient than the considered model. The comparison of R2 
values between the proposed model, and the considered model indicates that the forecasted 
values are fitted very well with actual values' in case of the proposed model. The smaller 
Mad value of the proposed model indicates that the forecasted enrollment values obtained 
from the proposed model tend to be least under-forecast in comparison to the competing 
model. The P P values in Table 3.11 also signify the effectiveness of the proposed model 
in comparison to the Gangwar and Kumar[69] model. The TS values of both the models lie 
between the range ±4, which indicate that both the models are working correctly. How­
ever, remaining statistical parameters indicate that the proposed model is more robust than 
the Gangwar and Kumar [69] model. Hence, from the above empirical analysis, it can be 
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Table 3.13: The daily stock exchange price list of SBI from 6/5/2012 to 7/31/2012 (In Ru­
pee). 

_ 2250 

[ 
Ii! 2200 
c 
'=- 2150 .. ... 
;E 2100 
~ 
; 2050 

.t= ... 
~ 2000 
.:t: 
~ 

ii5 1950 

CQ 

Date (mm-dd-yy) 

6/5/2012 
6/6/2012 
6/7/2012 
6/8/2012 

6/11/2012 
6/12/2012 
6/13/2012 
6/14/2012 

7/26/2012 
7/27/2012 
7/31/2012 

Actual Price 

2080.25 
2159.45 
2167.85 
2180.05 
2164.55 
2206.90 
2222.25 
2154.25 

2017.15 
1941.20 
2005.20 

.. Actual Price 
-e- Forecasted Price 

~ 19oo+-------~--~--~--~--~--~--~--~ 
6(512012 6(19(2012 7(312012 7(17(2012 7(J 1f20 12 

Date (mm-dd-yy) 

Figure 3.3: Comparison curves of actual price and forecasted price for stock exchange data 
set of SBI. 

concluded that the proposed model is statistically significant in enrollments forecasting in 
comparison to the Gangwar and Kumar [69] model. 

3.6 Extended Applications 

To further demonstrate the applicability of the proposed model, the daily average tempera­
ture data set in Taipei [1] from the period June (1996) to September (1996), and the daily 
stock exchange price of SBI [164] from the period 6/1/2012 to 7/31/2012, are employed. The 
daily average temperature and stock exchange data sets are shown in Tables 3.12 and 3.13, 
respectively. 

The empirical results of forecasting the daily temperature and stock exchange price 
based on the first-order FLRs are presented in Tables 3.14 and 3.15, respectively. The fore­
casted results in terms of RM S E indicate very small error rate for both the data sets. The 
computed values of Jr (average) are less than 1 as shown in Tables 3.14 and 3.15. The 
R values between actual and forecasted values also indicate the efficiency of the proposed 
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-1lI- Actual June 
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Figure 3.4: Comparison curves of actual temperature and forecasted temperature for June, 
July, August and September (top to bottom). 
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Table 3.14: Empirical analysis of the daily average temperature forecasting from June 
(1996) to September (1996) in Taipei. 

Evaluation Forecasted Forecasted Forecasted Forecasted 
criterion temperature temperature temperature temperature 

[June (I=19)] [July (1=17)] [August 0=20)] [September 0=18)] 

RMSE 0.5708 0.6993 0.5628 0.5402 

Or 0.3374 0.3533 0.5589 0.1816 
R 0.8495 0.8421 0.8268 0.9658 
R2 0.7217 0.7092 0.6836 0.9328 
pp 0.5163 0.4450 0.4315 0.7365 
Mad 0.3981 1.4367 0.3093 0.3723 
TS 0.3162 0.2040 0.4164 0.2384 

model. The R2 values exhibit the strong linear association between actual and forecasted 
values. The P P values also indicate the efficiency of the proposed model. The Mad values 
in Table 3.14 indicate that forecasted results of June, August and September tend to be 
slightly over-forecast. However, forecasted results of July (Table 3.14) and stock exchange 
price (Table 3.15) tend to be under-forecast. In Tables 3.14 and 3.15, it could be observed 
that TS values for both the data sets lie between the range ±4, which indicate that the pro­
posed model is working correctly. Hence, from the empirical analyzes, it is obvious that the 
proposed model is quite efficient in forecasting the daily temperature and stock exchange 
price with a very small error. 

Table 3.15: Statistical analysis of the daily stock exchange price forecasting of SBI from 
6/5/2012 to 7/31/2012 (Interval = 25). 

Evaluation criterion 
Forecasted price 

RMSE Or 

27.97 0.2673 
R 

0.9082 

R2 

0.8249 

pp 

0.57382 
Mad 

17.5449 
TS 

0.3817 

The curves of the actual temperature and the forecasted temperature, and the actual 
stock exchange price and the forecasted stock exchange price are shown in Figs. 3.4 and 
3.3, respectively. It is obvious that the forecasted results are very close to that of actual val­
ues. Based on the number of intervals generated by the "MBD" approach and the high-order 
FLRs, performance of the model is evaluated next. Experimental results of forecasting the 
daily temperature and stock exchange price for different orders of the FLRs are presented in 
Tables 3.16 and 3.17, respectively. Empirical results in Tables 3.16 and 3.17 signify the ef­
fectiveness of the proposed model for forecasting the daily temperature and stock exchange 
price based on the high-order FLRs. 

For comparison studies, various statistical models listed in article [88] are simulated 
using PASW Statistics 18 (http://www.spss.com.hk/statistlcS/). A comparison of the 
forecasted accuracy among the existing statistical models and the proposed model for the 
daily average temperature data set and the daily stock exchange price data set are listed 
in Tables 3.18 and 3.19, respectively. The comparative analyzes clearly show that the pro­
posed model outperforms over the considered statistical models in case of both the average 
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Table 3.16: The AFERs to forecast the daily average temperature from June (1996) to 
September (1996) in Taipei for different orders of the FLRs based on the proposed model. 

Order Forecasted Forecasted Forecasted Forecasted 
temperature temperature temperature temperature 

[June (1=19)] [July 0=17)] [August (1=20)] [September 0= 18)] 

2 0.22% 0.39% 0.17% 0.56% 
3 0.22% 0.17% 0.18% 0.42% 
4 0.23% 0.16% 0.18% 0.42% 
5 0.23% 0.16% 0.18% 0.41% 
6 0.22% 0.16% 0.18% 0.33% 
7 0.23% 0.16% 0.19% 0.34% 
8 0.23% 0.15% 0.16% 0.35% 
9 0.21% 0.15% 0.17% 0.36% 

Table 3.17: The AFERs to forecast the daily stock exchange price from 6/5/2012 to 
7/31/2012 for different orders of the FLRs based on the proposed model (Interval = 25). 

Order 2 3 4 5 6 7 8 9 
Forecasted price 0.59% 0.60% 0.61 % 0.62% 0.57% 0.57% 0.59% 0.55% 

temperature and stock exchange price data sets. 

3.7 Discussion 

In literature review, we have provided in-depth discussion of the recent works in FTS mod­
eling approaches. Empirical analyzes indicate that the performance of these existing models 
are below the satisfactory level. The main reasons of poor performance of these models are 
that they are designed on the following four assumptions: (a) determination of lengths of 
intervals in illogical way, (b) ignorance of repeated FLRs, (c) provide equal importance to 
each FLR, and (d) defuzzify the fuzzified time series values based on the Chen's centroid 
method [12]. 

Therefore, in this chapter, we have presented a new FTS forecasting model that 
provides additional contributions or modifications in these assumptions, so that forecast­
ing accuracy can be improved. The proposed model is designed on framework of Chen's 
model [12] that can be represented by five major steps, as discussed in Section 2.3 (Chapter 
2). Therefore, in the proposed model, we have required to modify these steps of the Chen's 
model [12]. These modifications are explaiped below. 

Modification 1. In the proposed model, the "MBD" approach is incorporated in Step 1 
of the Chen's model [12], which partitions the time series data set into different lengths of 
intervals. 

Modification 2. In the proposed model, each FLR is assigned weight based on index of 
the fuzzy sets associated with the current state of FLR. The proposed scheme of weight 
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assignment is referred to as "IBWT". The proposed model also considers the repeated FLRs 
during forecasting. These modifications contribute in Step 4 of the Chen's model [12]. 

Modification 3. To deal with the weighted FLRs and to compute the forecasted values, i.e., 
for the defuzzification operation, a new technique is introduced in Step 5 of the Chen's 
model [12], which is referred to as "IBDT". 

For model verification, the University enrollments of Alabama from the period 1971-
1992 are forecasted; whereas for model validation, the daily average temperature of Taipei 
and the stock exchange price of SBI are forecasted. In case of enrollments data set, fore­
casted results show that the proposed model outperforms than existing FTS modelss. 

Table 3.18: Empirical analysis of daily average temperature forecasting from June (1996) 
to September (1996) in Taipei based on the proposed model and the statistical models (in 
terms of the AFERs). 

Model Forecasted Forecasted Forecasted Forecasted 
temperature temperature temperature temperature 

[June] [July] [August] [September] 

Logarithmic regression 3.31% 3.24% 2.84% 6.28% 
Inverse regression 3.11% 3.23% 2.87% 6.35% 
Quadratic regression 3.19% 3.32% 2.81% 2.58% 
Cubic regression 2.89% 2.96% 2.55% 2.38% 
Compound regression 3.22% 3.22% 2.80% 5.39% 

Power regression 3.32% 3.23% 2.84% 6.29% 
S-curve regression 3.22% 3.23% 2.87% 6.36% 

Growth regression 3.11% 3.22% 2.80% 5.39% 

Exponential regression 3.22% 3.22% 2.80% 5.39% 
Proposed model 1.40% 1.54% 1.11% 1.38% 

Table 3.19: Empirical analysis of stock exchange price forecasting of SBI from 6/5/2012 to 
7/31/2012 based on the proposed model and the statistical models (in terms of the AFERs). 

Model Forecasted stock Model Forecasted stock 
exchange price exchange price 

Logarithmic regression 2.13% Power Regression 2.14% 

Inverse regression 1.98% S-curve regression 1.97% 

Quadratic regression 2.04% Growth regression 2.40% 

Cubic regression 1.36% Exponential regression 2.40% 

Compound regression 2.40% Proposed model 0.82% 

The periodic forecasting of enrollments based on the proposed model from 1989 -
1992 also found to be very efficient from most of the other interval based approaches such 
as Average-based lengths intervals [14], Distribution-based lengths intervals [14], Ratio-based 

5References are: [10,12,19,57,60,69,73,96,162,1631 
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lengths of intervals [21], Chen and Chen Model (Length of interval= 1100) [50]. The empirical 
analyzes of the daily temperature and stock exchange price forecasting also signify the 
efficiency of the proposed model. The proposed model is verified and validated with the 
high-order FLRs. Superiority of the proposed model is also validated by comparing its 
forecasting accuracy with the various statistical models. 

There is a limitation of the proposed model is that it can applicable only in one-factor 
time series data set. Hence, we have tried to make our model generalize enough so that it 
can deal with different kinds of one-factor time series data sets and can be used in various 
domains efficiently. 
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4 

High-order Fuzzy-Neuro Time Series Forecasting 
Model 

"Sometimes the questions are complicated and the answers are simple." By Dr. Seuss 
(1904 - 1991) 

{J 
Organization of the chapterz: In Section 4.1, we present related works by citing recent 
research works relevant to this chapter. In Section 4.2, we show the application of 
ANN in the proposed model. Description of data set is provided in Section 4.3. Section 
4.4 shows the application of a new approach to find the lengths of intervals in the 
universe of discourse. The architecture of the proposed model and its training phases 
are presented in Section 4.5. Empirical analysis for forecasting the daily temperature 
is presented in Section 4.6. Section 4.7 shows the application of the proposed model 
for forecasting the stock exchange price. Discussion is presented in Section 4.8. 
Keywords: FrS, High-order, Temperature, Stock exchange, Interval, FLR, ANN. , 

aBased on: P. Singh and B. Borah. High·order fuzzy-neuro expert system for daily temperature 
forecasting. Knowledge-Based Systems (Elsevier), 46, 12-21, 2013. 

4.1 Background and Related Literature 

Many researchers have proposed various hybridization based models to solve complex prob­
lems in forecasting. For example, Hadavandi et al. [165] presented a new approach based on 
genetic fuzzy systems and ANNs for building a stock price forecasting expert system to im­
prove the forecasting accuracy. Cheng et al. [131] proposed a new stock price forecasting 
model based on hybridization of GA with RS theory. Kuo et al. [29] hybridized the particle 
swarm optimization with FTS to adjust the lengths of intervals in the universe of discourse. 
Aladag et al. [87] introduced a new approach to define fuzzy relation in high order FTS 
using FFNN. Teoh et al. [135] proposed a fuzzy-rough hybrid forecasting model, where rules 
(FLRs) are generated by RS algorithm. Pal and Mitra [166] proposed a rough-fuzzy hybridiza­
tion scheme for case generation. They used the fuzzy set theory for linguistic representation 
of patterns and then obtained the dependency rules by using the RS theory. For advance 
prediction of dwelling-fire occurrence in Derbyshire (United Kingdom), Yang et al. [167] em­
ployed three approaches: logistic regression, ANN and GA. Keles et al. [168] proposed a 

45 



46 4.2. ARCHITECTURE OF THE ANN 

lapu, La)rr (~Dodrs) l{idd~n La)er (4 nodes) Output Layn (1 Dode) 

Figure 4.1: A BPNN architecture for the fIfth-order FLRs. 

model for forecasting the domestic debt by Adaptive Neuro-Fuzzy Inference System. Chang 
et al. [169] developed a hybrid model by integrating K-means clustering and fuzzy neural 
network to forecast the future sales of a printed circuit board factory. Huamg and Yu [117], 

and Yu and Huamg [170] presented a new hybrid model based on neural network and FTS to 
forecast TAlEX. Kuo et al. [27] and Huang et al. [30] introduced a new enrollments forecasting 
model based on hybridization of FTS and PSo. 

4.2 Architecture of the ANN 

In this study, we use BPNN algorithm [171] to compute forecasted defuzzifIed value of the 
fuzzifIed time series data. ParadIgms adopted for building the basic architecture for the 
proposed neural network is explained below. 

Designing the right neural network architecture is a heuristic based approach and 
also a very time consuming process. The performance of the neural network architecture 
depends on number of layers, number of nodes in each layer and number of interconnection 
links with the nodes [106]. Since, a neural network with more than three layers generate 
arbitrarily complex decision regions, a single hidden layer with one input layer and one 
output layer is considered here in designing the architecture. The number of nodes in input 
layer will depend on order of FLRs. For example, for third-order FLR, there would be three 
nodes in input layer; for fourth-order FLR, there would be four nodes in input layer, and 
so on. The minimum number of nodes in hidden layer is determined by the following 
equation: 

H ~ddennodes = I nputnodes - 1, (4.2.1) 

where H ~ddennodes and I nputnodes represent the number of nodes in hidden and input layers 
respectIvely. A neural network architecture for the fIfth-order FLRs is shown in Fig. 4.1. 

The neural network as shown in Fig. 4.1 have 5 nodes (I" ~ = 1,2, ,5) in input 
layer. The arrangement of nodes in input layer is done in the following sequence: 

Y(t - 4), Y(t - 3), Y(t - 2), Y(t - I), Y(t) -7 Y(t + 1) (4.2.2) 

Here, each input node takes the previous day's (t - 4, t - 3, , t) fuzzifIed time 
series values (e 9 , AI, A2 , . , A5) to predict one day (t+ 1) advance daily temperature value 
"At+1". In Eq. 4.2.2, each "t" represents the day for considered fuzzifIed tIme series values. 
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Table 4.1: A Sample of historical data of the daily average temperature from June 1996 to 
September 1996 in Taipei [1] (Unit: DC). 

Day 

1 

2 

3 

26 

27 

28 

29 

30 

31 

Month 

June 

26.1 

27.6 

29.0 

27.1 

28.4 

27.8 

29.0 

30.2 

4.3 Input Data Selection 

July August September 

29.9 27.1 27.5 

28.4 28.9 26.8 

29.2 28.9 26.4 

28.0 28.7 26.4 

28.6 29.0 25.6 
28.0 27.7 24.2 

29.3 26.2 23.3 

27.9 26.0 23.5 
26.9 27.7 

For verifying the model, the daily average temperature data set from June 1996 to Septem­
ber 1996 in Taipei is employed. A sample of the data set is shown in Table 4.1. The complete 
set of data can be obtained from the Chen and Hwang's article [1]. Taipei is situated at the 
northern tip of the island of China. It is the political, economic, and cultural center of 
China. So, advance prediction of daily temperature of Taipei is very advantageous for the 
inhabitants of Taipei. 

4.4 RPD Approach 

In this section, we propose a new discretization approach referred to as "Re-Partitioning 
Discretization (RPD)" for determining the universe of discourse of the historical time series 
data set and partitioning it into different lengths of intervals. To explain this approach, the 
daily average temperature data set from June 1, 1996 to June 30, 1996, shown in Table 
4.1, is employed. Each step' of the approach is explained below. 

Step 4.4.1. Compute range (R) of a sample, S = {Xl) X2) ... ) Xn} as: 

R = MaxvaLue - Minvalue ) (4.4.1) 

where M aXvalue and M invalue are the maximum and minimum values of S respectively. 

From Table 4.1, Maxvalue and Minvalue for the June temperature data set (S) are 
30.9 and 26.1 respectively. Therefore, the range R for this data set is computed as: 

R = 30.9 - 26.1 = 4.8 

Step 4.4.2. Split the data range R into M equally spaced classes, where M can be defined 
as [I 72] : ' 

M = [1 + log~], (4.4.2) 

where n is the size of the sample S. 

(47 I 129) 



48 4.4. RPD APPROACH 

Based on Eq. 4.4.2, we can compute Mas: 

M 1 1.477 5 907 h l' 30 = + 0.3010 =. , were samp e SIze n= 

Step 4.4.3. Obtain width of an interval (H) as: 

H=!i 
M 

Based on Eq. 4.4.3, we can calculate the width as: 

4.8 
H = 5.907 = 0.8126 

Step 4.4.4. Define the universe of discourse U of the sample S as: 

where Lb = Minvalue - H, and Ub = Maxvalue + H. 

Based on Table 4.1, we have the universe of discourse of the sample S as: 

U = [26.1 - 0.8126,30.9 + 0.8126] = [25.287,31.713] 
I 

Step 4.4.5. Compute mid-point (Umtd) of the universe of discourse U as: 

The Umtd of the sample S is obtained as: 

u - 25.287 + 31.713 - 28 
mtd - 2 -.5 

Step 4.4.6. Find sub-sets of the sample S such that: 

A 

B 

{x E Six ~ Umtd } 

{x E Six ~ Umtd } 

From Table 4.1, we have obtained the elements of A and Bas: 

A - {26.1, 27.1, 27.4, 27.5, 27.6, 27.7, 27.8, 27.8, 28.4, 28.5} 

B {28.7, 28.7,28.8,28.8,29,29,29,29.3,29.4,29.4, 

29.5, 29.5,29.7, 30, 30.2, 30.2,30.3, 30.5, 30.8, 30.9} 

St~p 4.4.7. Define sub-boundaries for A and Bas: 

[Amtn, Amax] 

[Bmm, Bmax], 

(4.4.3) 

(4.4.4) 

(4.4.5) 

(4.4.6) 

(4.4.7) 

(4.4.8) 
(4.4.9) 

where U A and U B are the sub-boundaries for A and B respectively. Here, Amm and Amax 
represent the minimum and maximum values of the sub-set A respectively. Similarly, Bmm 
and Bmax represent the minimum and maximum values of the sub-set B respectively. 
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Table 4.2: A sample of intervals and their corresponding elements for the June daily tem­
perature data set. 

Interval for U A Corresponding element Mid-point 

[26.1,26.34) (26.1) 26.22 
[27.06,27.30] (27.1) 27.18 
[27.30,27.54] (27.4,27.5) 27.42 

[28.26,28.50] (28.4,28.5) 28.38 

Interval for U B Corresponding Element Mid-point 

[28.70,28.81] (28.7,28.7,28.8,28.8) 28.755 
[28.92,29.03) (29,29,29) 28.975 
[29.25,29.36] (29.3) 29.305 

[30.46,30.57] (30.5) 30.515 
[30.79,30.90] (30.8,30.9) 30,845 

From Definition 4.4.7, we can define the sub-boundaries for A and Bas: 

UA = [26.1, 28.5J 

UB = [28.7,30.9J 

Step 4.4.8. Determine deciding factors for A and Bas: 

DFB = Bmax - Bmm 
NB 

(4.4.10) 

( 4.4.11) 

(4.4.12) 

(4.4.13) 

where DFA and DFB are the deciding factors for A and B respectively. Here, NA and NB 
represent the total number of elements of A and B respectively. 

From Eqs. 4.4.12 and 4.4.13, the deciding factors for A and Bare: 

DFA = 28.5 - 26.1 = 0.24 
10 

DFB = 30.9 - 28.7 = 0.11 
20 

(4.4.14) 

(4.4.15) 

Step 4.4.9. Partition the sub-boundaries U A and U B into different lengths of intervals as: 

Ut = [L(i), U(i)], i = 1,2,3, ... ; 1 ~ U(i) < Amax; Ut E UA ; 

where L(~) = Amm + (i - 1) x DFA, and U(i) = Amin + i X DFA . 

. V~ = [M(i), V(i)], i = 1,2,3, ... ; 1 ~ V(i) < Bmax; V t E UB ; 

where M(i) = Bmm + (i - 1) x DFB, and V(i) = Brmn + i X DFB. 
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Table 4.3: A sample of fuzzified historical data set for the June daily temperature. 

Day June Fuzzified temperature Mid-point 

1 26.1 Al 26.22 
2 27.6 A4 27.66 
3 29 A8 28.975 
4 30.5 Al6 30.515 
5 30 Al3 29.965 
6 29.5 Au 29.525 

28 27.8 As 27.9 
29 29 A8 28.975 
30 30.2 Al4 30.185 

Based on Eqs. 4.4.16 and 4.4.17, intervals for the sub-boundary UA and UB are: 

UI = [26.1,26.34]' U2 = [27.06,27.30]' ... ,U6 = [28.26, 28.50J 

VI = [28.70,28.81]' V2 = [28.92,29.03]' ... , Vu = [30.79, 30.90J 

Step 4.4.10. Allocate the elements to their corresponding intervals. 

Assign the elements of A and B to their corresponding intervals obtained after par­
titioning the boundaries U A and U B respectively. All these intervals along with their corre­
sponding elements are shown in Table 4.2. Last column of Table 4.2 represents mid-points 
of the intervals. Intervals which do not cover historical data are discarded from the list. 
Intervals for the remaining three months July, August and September as shown in Table 4.1 
are obtained in a similar way. 

4.5 High-Order Fuzzy-Neuro Time Series Forecasting Model 

Most of the existing FTS models use the five common steps, as discussed in Section 2.3 
(Chapter 2), to deal with the forecasting problems. In this chapter, an improved FTS fore­
casting model is proposed, which is based on the hybridization of FTS theory with ANN. 
This model also employs. the high-order FLRs to obtain the forecasting results. Therefore, 
these five steps are modified, which can be represented by the following steps: 

1. Select the time series data set. Then, determine the universe of discourse of time series 
data set and partition it into different lengths of intervals based on "RPD" approach. 

2. Define linguistic terms for each of the interval. 

3. Fuzzify the time series data set. 

4. Establish the high-order FLRs. 

5. Calculate defuzzified forecasted value of the fuzzified time series data based on the 
BPNN architecture. 
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We apply the proposed model to forecast the daily temperature of Taipei from June, 
1996 to September, 1996. This model is trained with the June daily temperature data set. 
Each phase of the training process is explained below. 

Phase 4.5.1. Divide the universe of discourse into different lengths of intervals. 

Define the universe of discourse U for the June temperature data set. Based on Eq. 
4.4.4, we have defined the universe of discourse U as U = [25.287,31. 713J. Then, based 
on the RPD approach, the universe of discourse U is partitioned into n different lengths of 
intervals: aI, a2, a3, ... ,an' The results are presented in Table 4.2. 

Phase 4.5.2. Define linguistic terms for each of the interval. Assume that the historical time 
series data set is distributed among n intervals (i.e., aI, a2, . .. , and an). Therefore, define n 
linguistic variables AI, A2, . .. ,An' which can be represented by fuzzy sets, as shown below: 

Al = l/al + O.5/a2 + O/a3 + ... + O/an-2 + O/an-l + O/an, 

A2 = O.5/al + 1/a2 + O.5/a3 + ... + O/an-2 + O/an-l + O/an, 

A3 = O/al + O.5/a2 + 1/a3 + .. , + O/an-2 + O/an-l + O/an, 

AJ = O/al + O/a2 + O/a3 + ... + O/an-2 + O.5/an-1 + l/an. (4.5.1) 

Obtain the degree of membership of each day's temperature value belonging to each 
At· Here, maximum degree of membership of fuzzy set At occurs at interval at, and 1 ~ i ~ 
n. 

Phase 4.5.3. Fuzzify the historical time series data. If one day's datum belongs to the 
interval a~, then it is fuzzified into AZ) where 1 ~ i ~ n. 

[Explanation] If one day's temperature value belongs to the interval at) then the fuzzified 
temperature value for that day is considered as A. For example, the temperature value of 
June 1, 1996 belongs to the interval aI, so it is fuzzified to AI' In this way, we have fuzzified 
historical time series data set. A sample of fuzzified temperature values are shown in Table 
4.3. 

Phase 4.5.4. Establish the high-order FLRs between the fuzzified daily temperature values. 

[Explanation] Based on Definition 2.2.9, we have established the fifth-order FLRs between 
the fuzzified daily temperature values. For example, in Table 4.3, the fuzzified daily temper­
ature values for days 1,2,3,4,5 and 6 are Ab A4 , As, A16 , Al3 and All, respectively. Here, to 
establish the fifth-order FLR among these fuzzified values, it is considered that All is caused 
by the previous five fuzzified values AI, A4 , As, Al6 and Al3 . Hence, the fifth-order FLR is 
represented in the following form: 

AI, A4 , As, Al6 , Al3 ~ All (4.5.2) 

Previously, most of the FTS models l use the current state's fuzzified value for de­
fuzzification. The main downside of using such fuzzified value for defuzzification is that 
prediction scope of these models lie within the sample. For most of the real and complex 
problems, out of sample prediction (i.e., advance prediction) is very much essential. There­
fore, in this model, the current state's fuzzified values are used to obtain the one step ahead 
forecasting results. 

The fifth-order FLRs obtained for the fuzzified daily temperature data are presented 
in Table 4.4. In this table, each symbol "?" represent the desired output for corresponding 
day "t" in the symbol "0", which would be determined by the proposed model. 

1 References are: [50,52,76,77,85 J 
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Table 4.4: A sample of fifth-order FLRs for the June fuzzified daily temperature data set. 

Fifth-order FLR 

AI,A4,As,AI6,AI3 --+7(6) 
A4, As, A16, Al3, All --+ 7(7) 
As,A16,AI3,Au,AI2 --+7(8) 
A16, A13, All, A 12 , AlO --+7(9) 

A 7 , A 5, A 3, A 4, A2 --+ 7(27) 
A5,A3,A4,A2,A6 --+7(28) 
A3,A4,A2,A6,A5 --+7(29) 
A4, A 2, A6, A 5, As --+ 7(30) 

Phase 4.5.5. Defuzzify the fuzzified time series data set. 

In this model, we use the BPNN algorithm to defuzzify the fuzzified time series 
data set. The neural network architecture which is used here for defuzzification operation 
is presented in Section 4.2. The proposed model is based on the high-order FLRs, so to 
explain the defuzzification operation, we use the nth-order FLRs, where n 2: 5. The steps 
involved in the defuzzification operation are explained below. 

Step 1. For forecasting day Y(t), obtain the nth-order FLR, which can be represented in the 
following form: 

At(n-l), A t(n-2), ... , An, AtO -t ?(t), (4.5.3) 

where "t" represent a day which we want to forecast, and "n" is the order of FLR 
en 2: 5). Here, At(n-l), A t(n-2), ... , A t2 , An are the previous state's fuzzified values 
from days, Y(t - n + 1), Y(t - n + 2) .. , , Y(t - 2), Y(t - 1). 

Step 2. Find the intervals where the maximum membership values of the fuzzy sets 
At(n-l), A t(n-2), ... , An, AtO occur, and let these intervals be an-I, a n -2, ... , aI, ao, 

respectively. All these intervals have the corresponding mid-points 
Cn-l, C n - 2, . .. , CI, Co· 

Step 3. Replace each previous state's fuzzified value of (4.5.3) with their corresponding 
mid-point as: I 

Cn - 1 , Cn - 2 , ... , C1 , Co -t? (t), n 2: 5 (4.5.4) 

Step 4. Use the mid-points of (4.5.4) as inputs in the proposed BPNN architecture to com­
pute the desired output "?" for the corresponding day "t". 

The scaling of mid-points are done before beginning the defuzzification operation 
using min-max normalization [173]. For example, array of mid-points "X/' are normalized 
based on the minimum and maximum values of "X/'. A mid-point "v" of "X/' is normalized 
to "v" by computing: 

v - minA ~ v = . (newmaxA - newminA) + newmmA , 
maXA - m~nA 

(4.5.5) 

where minA and maXA are the minimum and maximum values of array "X/' respectively. 
Min-max normalization maps a value "v" to "v" in the range [newmaxA , newmmA ], where 
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Table 4.5: A sample of advance prediction of the daily temperature for June. 

Day Actual temperature Predicted temperature 

1 26.1 
2 27.6 
3 29 
4 30.5 
5 30 
6 29.5 28.6 
7 29.7 29.14 
8 29.4 29.54 
9 28.8 29.7 

28 27.8 27.61 
29 29 27.55 
30 30.2 27.81 

"1" d "0" newmaxA represents an newmmA represents . 
A sample of the results obtained for the June temperature data set are presented in 

Table 4.5. For rest of the months, similar approach is adopted for obtaining the results. 

4.6 Experimental Results 

Advance predicted values of temperature from June (1996) to September (1996) in Taipei 
for the fifth-order FLRs are presented in Table 4.6. The proposed model is also tested 
with different orders of FLRs. The performance of the model is evaluated with various 
statistical parameters, which are presented in Table 4.7. From Table 4.7, it is clear that 
mean of observed values are close to mean of predicted values. The comparison of SD 
values between observed and predicted values show that predictive skill of our proposed 
model is good for June, July and September. But, SD for predicted values for August shows 
slight deflection from SD of observed values. Forecasted results in terms of RMSE indicate 
very small error rate. In Table 4.7, U values are closer to 0, which indicate the effectiveness 
of the proposed model. 

During the training and testing processes of the neural network, a number of ex­
periments were carried out to set additional parameters, viz., initial weight, learning rate, 
epochs, learning radius and activation function to obtain the optimal results, and we have 
chosen the ones that exhibit the best behavior in terms of accuracy. In this work, the initial 
weight, learning rate, momentum and minimum weight delta are taken as: 0.3, 0.5, 0.6 and 
0.0001, respectively. 

4.7 Advance Prediction of BSE 

BSE Limited formerly known as Bombay Stock Exchange (BSE) is a stock exchange located 
in Mumbai (India) and is the oldest stock exchange in Asia. The equity market capitalization 
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Table 4.6: A sample- of advance prediction of the daily temperature from June (1996) to 
September (1996) in Taipei (Unit: °C). 

Day I Actual Predicted I Actual Predicted I Actual Predicted I Actual Predicted 
June June July July August August September September 

1 26.1 - 29.9 - 27.1 - 27.5 -

2 27.6 - 28.4 - 28.9 - 26.8 -
3 29 - 29.2 - 28.9 - 26.4 -
4 30.5 - 29.4 - 29.3 - 27.5 -
5 30 - 29.9 - 28.8 - 26.6 -
6 29.5 28.6 29.6 29.25 28.7 28.37 28.2 26.81 
7 29.7 29.14 30.1 29.19 29 28.82 29.2 26.97 
8 29.4 29.54 29.3 29.59 28.2 28.69 29 27.5 
9 28.8 29.7 28.1 29.45 27 28.43 30.3 27.69 
.. . ... .. . . .. .. . .. . .. . .. . . .. 
28 27.8 27.61 28 29.46 27.7 28.33 24.2 25.81 
29 29 27.55 29.3 28.86 26.2 28.23 23.3 25 
30 30.2 27.81 27.9 28.49 26 27.99 23.5 25.05 
31 - - 26.9 28.37 27.7 27.32 - -

of the companies listed on the BSE was US$l trillion as of December 2011, making it the 6th 
largest stock exchange in Asia and the 14th largest in the world (www. World-exchanges. 
org). The BSE has the largest number of listed companies in the world. 

To further demonstrate the applicability of the proposed model, daily stock exchange 
price of the BSE is tried to be predicted. The BSE data set for the period 7/30/2012 to 
9/11/2012 is collected from: http://in.finance.yahoo . com/. 

The predicted values of the BSE based on the fifth-order FLRs are presented in Table 
4.9. To check the efficiency of the model, results are also obtained with different orders 
of FLRs. The performance of the model is evaluated with various statistical parameters, 
which are presented in Table 4.10. All these statistical analyzes signify the robustness of 
the proposed model for advance prediction of the BSE price. 

4.8 Discussion 

This chapter presents a novel approach combining ANN with FTS for building a time se­
ries forecasting expert system. For training process, the daily average temperature data of 
Taipei from June 1, 1996 to June 30, 1996 are used; while for testing process, the daily av­
erage temperature data of Taipei from July, 1996 to September, 1996 are considered. The 
proposed model is also validated by predicting the BSE price from the period 7/30/2012 to 
9/11/2012. 

In this work, we have incorporated "RPD" approach for determining the lengths 
of the intervals effectively, which is an improvement over the original works presented 
by(lO,1l,18]. Also, many existing FTS models as discussed earlier, use the current state's 
CY";;-l -7 Y";;) fuzzified values for defuzzification, and limit their predictive skill within the 
sample. So, to make the prediction out-of-sample, we have used one advanced state's 
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~ 
Table 4.7: Performance analysis of the model for different orders of the FLRs. I@ 

!XI 

Order Statistics June July August September 
-I::> 

A Observed (DC) 
::r:: 

28.98 29.25 28.27 27.66 ...... 
0 

A Predicted (DC) 28.91 29.32 28.29 27.77 ::r:: 
I 

Fifth SD Observed (DC) 1.05 1.35 1.04 2.23 0 
§ 

SD Predicted (DC) 0.72 0.94 0.38 1.61 t'Il 

RMSE COC) 1.23 1.33 1.05 1.35 !XI 
'Tj 

U 0.0213 0.0225 0.0189 0.0189 c: 
N 

A Observed (DC) 28.95 29.24 28.26 27.64 ~ 
A Predicted (DC) 29.04 29.38 28.48 27.94 Z 

t'Il 

~I 
Sixth SD Observed (DC) 1.07 1.38 1.04 2.27 ~ 

SD Predicted (DC) 0.65 0.83 0.39 1.61 0 
RMSE (DC) 1.27 1.36 1.03 1.43 o-i 

~I 
...... 

u 0.0219 0.0235 0.0185 0.0256 $: 
t'Il 

A Observed (DC) 28.92 29.20 28.23 27.57 en 
t'Il 

A Predicted (DC) 29.05 29.34 28.43 27.97 C! 
Seventh SD Observed (DC) 

t'Il 
1.08 1.40 1.05 2.30 en 

SD Predicted (DC) 0.53 0.74 0.35 1.57 
'Tj 

0 
RMSE (DC) 1.22 1.37 1.02 1.39 ~ 
U 0.0210 0.0239 0.0180 0.0249 9 
A Observed (DC) 28.90 29.20 28.23 27.51 

en 
o-i ...... 

A Predicted (DC) 29.04 29.27 28.44 28.01 Z 
0 

Eighth SD Observed (DC) 1.10 1.43 1.07 2.33 $: 
SD Predicted (DC) 0.42 0.72 0.33 1.44 0 

t:l 
RMSE (DC) 1.25 1.47 1.03 1.57 t'Il 

t""' 
U 0.0216 0.0257 0.0185 0.0282 

I 
U1 
U1 
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Table 4.8: Additional parameters and their values during the training and testing processes 
of neural network. 

Additional parameter 

Initial weight 
Learning rate 
Epochs 
Learning radius 
Activation function 

Input value 

0.3 
0.5 

10000 
3 

Sigmoid 

Table 4.9: A sample of advance prediction of the BSE price from 7/30/2012 to 9/11/2012 
(In Rupee). 

Date (mm-dd-yy) 

7/30/2012 
7/31/2012 
8/1/2012 
8/2/2012 
8/3/2012 
8/6/2012 
8/7/2012 
8/8/2012 

9/7/2012 
9/10/2012 
9/11/2012 

Actual price 

17143.68 
17236.18 
17257.38 
17224.36 
17197.93 
17412.96 
17601.78 
17600.56 

17683.73 
17766.78 
17852.95 

Predicted price 

17177.27 
17259.28 
17299.01 

17374.28 
17369.4 

17469.24 

Table 4.10: Performance analysis of advance prediction of the BSE price for different orders 
ofFLRs. 

Statistics Fifth Sixth Seventh Eight 
-order -order -order -order 

A Observed (Rupee) 17612.86 17621.19 17622.03 17623.01 
A Predicted (Rupee) 17523.59 17538.02 17550.14 17561.56 
SD Observed (Rupee) 169.51 167.84 171.56 175.54 
SD Predicted (Rupee) 165.76 152.44 143.56 135.84 
RMSE (Rupee) 203.10 201.63 193.19 186.77 

U 0.0058 0.0057 0.0055 0.0053 

CYt ---+ Yt+d fuzzified values for defuzzification. In this study, for defuzzification operation, 
an ANN based architecture is developed, which is based on the BPNN algorithm. The pro­
posed neural network architecture takes the previous state's fuzzified values as inputs and 
outputs are computed in advance. 

In this study, we try to obtain the forecasting results with optimal number of inter-
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vals. To obtain the results for the months - June, July, August and September, only 17, 17, 
20 and 21 intervals are used respectively. On the other hand, for the BSE price prediction, 
only 21 intervals are employed. The performance of the model is evaluated with different 
orders of fuzzy logical relations, which signify the efficiency of the proposed model in case 
of temperature as well as stock exchange price prediction. 

(57 I 129) 



5 

Two-Factors High-order Neuro-Fuzzy Forecasting 
Model 

"The essence of mathematics is not to make simple things complicated, but to make complicated 
things simple" By S. Gudden 

:II 
Organization of the chaptefl: In Section 5.1, we present related works for two-factors 
FTS models. Section 5.2 presents the application of ANN for creating intervals of 
historical time series data sets. In Section 5.3, new forecasting model based on hy­
bridization of ANN with FTS is proposed. The performance of the model is assessed 
and presented in Section 504. Discussion is presented in Section 5.5. 
Keywords: FrS, Two-factors, Temperature, FLR, ANN. 

aBased on: P. Singh and B. Borah. An effective neural network and fuzzy time series-based hy­
bridized model to handle forecasting problems of two factors. Know/edge and Information Systems 
(Springer), 38(3), 669-690, 2012. 

5.1 Background and Related Literature 

Chen and Hwang [1] forecasted the daily average temperature of Taipei based on two-factors 
FTS. In this model, first factor is daily temperature, whereas the second factor is daily cloud 
density. They proposed two algorithms - Algorithm-B and Algorithm-B*. Their experimen­
tal results show that the accuracy rate of Algorithm-B* is better than the Algorithm-B. Lee 
et al. [143] proposed a new method to forecast the daily average temperature of Taipei and 
TAIFEX. In this model, high order FLR is constructed to increase the forecasting accuracy. 
Chang and Chen [174] forecasted the daily temperature using FCM and fuzzy rules interpola­
tion techniques. In this model, rules are constructed based on the FCM clustering algorithm. 
Then, this model performs fuzzy inference based on the multiple fuzzy rules interpolation 
scheme. Based on two-factors high-order FTS and automatic clustering techniques, Wang 
and Chen [175] proposed a new method to predict the daily average temperature and TAIFEX. 
Lee et al. [139,153] presented a new method for temperature prediction and the TAIFEX fore­
casting based on two-factors high-orders FLRs by hybridizing GA with FTS method. 
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Algorithm 3 SOFM Algorithm 

Step 1: Initialize the weights (Wuv ) and learning rate (lY). 

Step 2: When stopping condition is false, then perform Steps 2-8. 

Step 3: For each input vector (X), perform Steps 3-5. 
, 

Step 4: For each v = 1 to m, compute the square of the Euclidean distance as: 

n 

D(v) = E(Xu - Wuv )2 
u=1 

Step 5: Obtain winning unit index (J), so that D(J) =minimum. 

Step 6: Calculate weights of winning unit as: 

Step 7: Reduce the learning rate (u) by using the following formula: 

u(t + 1) = O.5u(t) 

Step 8: Reduce radius of topological neighborhood network. 

Step 9: Test for stopping condition of the network. 

(5.1.1) 

(5.1.2) 

(5.1.3) 

5.2 Clustering using Self-orga~izing Feature Maps ANN 

Data clustering is a popular approach for automatically finding groups in multidimensional 
data. Self-organizing feature maps (SOFM), which is a class of neural networks developed 
by Kohonen [128], can be utilized for clustering a data set. The SOFM is trained by an 
iterative unsupervised or self-organizing procedure [176]. It converts the patterns of arbitrary 
dimensionality into response of one-dimensional or two-dimensional arrays of neurons, i.e., 
it converts a wide pattern space into feature map. The training process of SOFM is presented 
in Algorithm 3 [109]. Based on the clusters obtained by applying SOFM, the historical time 
series data sets can be partitioned into different length of intervals. 

5.3 Hybridized Model for Two-Factors Time Series Data 

In this section, we introduce a new forecasting model based on hybridization of ANN with 
FTS. The proposed model consists of six phases as presented below. For verification of 
model, the historical data sets of the daily average temperature and the daily cloud density 
from June, 1996 to September, 1996 in Taipei, Taiwan [1] are used, which are shown in 
Tables 5.1 and 5.2, respectively. In these data sets, the daily average temperature is called 
the main-factor, and the daily average cloud density is called the second-factor. 

In the following, we apply the proposed model to predict the daily temperature of 
Taipei from June, 1996 to September, 1996. To explain the functionality of each phase of 
the model, the daily average temperature and the daily cloud density data sets from June 1, 
1996 to June 30, 1996 are considered as an example. Each phase of the model is explained 
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Table 5.1: A sample of historical data of the daily average temperature from June, 1996 to 
September, 1996 in Taipei [1] (Unit: DC). 

Day Month 
June July August September 

1 26.1 29.9 27.1 27.5 
2 27.6 28.4 28.9 26.8 

3 29.0 29.2 28.9 26.4 

4 30.5 29.4 29.3 27.5 

25 27.7 28.9 28.6 25.8 

26 27.1 28.0 28.7 26.4 

27 28.4 28.6 29.0 25.6 

28 27.8 28.0 27.7 24.2 

29 29.0 29.3 26.2 23.3 

30 30.2 27.9 26.0 23.5 

31 26.9 27.7 

below. 

Phase 5.3.1. Divide the universe of discourse into different lengths of intervals, and com­
pute weights for each interval. 

[Explanation] Define the universe of discourse "A" of the main-factor and the uni­
verse of discourse "B" of the second-factor of the historical time series data sets. Let 
A = [Mmtn , Mmax], where Mmm and Mmax are the minimum and maximum values of the 
main-factor respectively. Let B = [Nmm, Nmax ], where Nmm and Nmax are the minimum and 
maximum values of the second-factor respectively. 

Based on Tables 5.1 and 5.2, we have the universe of discourse of the daily average 
temperature A = [26.1,30.9], and the universe of discourse of the cloud density B = [lO,96J. 
By applying the SOFM algorithm, divide the universe of discourse "A" into different lengths 
of intervals as aI, a2,' .. , and an' Similarly, divide the universe of discourse "B" into differ­
ent lengths of intervals as bl , b2 , ... , and bn . For each interval, the centroid is calculated by 
taking the mean of the upper bound and lower bound of the interval. Each interval bears a 
weight equal to the frequency of the interval. The resulting intervals, centroids and weights 
for the considered data sets are shown in Tables 5.3 and 5.4. 

Phase 5.3.2. Define linguistic terms for each of the interval. 

[Explanation] The universe of discourse "A" of the main-factor is divided into n intervals 
(i.e., aI, a2, . .. , and an). Assume that there are n linguistic variables (i.e., UI, U2, . .. ,Un) 
represented by fuzzy sets, where 1 ::; i ::; n, shown as follows: 

UI = l/al + O.5/a2 + O/a3 + ... + 0/an-2 + O/an-l + O/an, 

U2 = 0.5/al + 1/a2 + 0.5/as + ... + 0/an-2 + O/an-l + O/an, 

U3 = O/al + 0.5/a2 + l/as + ... + 0/an-2 + O/an-l + O/an, 

Un = O/al + 0/a2 + 0/a3 + ... + 0/an-2 + 0.5/an_1 + llano 
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Table 5.2: A sample of historical data of the daily average cloud density from June, 1996 to 
September, 1996 in Taipei [1] (Unit: %). 

Day Month 
June July August September 

1 36 15 100 29 
2 23 31 78 53 
3 23 26 68 66 
4 10 34 44 50 

25 14 100 29 40 
26 25 100 31 30 
27 29 91 41 34 
28 55 84 14 59 
29 29 38 28 83 
30 19 46 33 38 
31 95 26 

Similarly, the universe of discourse "B" of the second-factor is divided into m 
intervals (i.e., bl , b2 , . .. , and bm ). Assume that there are m linguistic variables (i.e., 
Vi, V2, ... 1 Vm ) represented by fuzzy sets, where 1 ~ ~ ~ m, shown as follows: 

Vi = l/b l + O.5/b2 + O/b3 + ... + O/bm - 2 + O/bm - l + O/bm1 

V2 = O.5/b l + 1/b2 + O.5/b3 + ... + O/bm - 2 + O/bm - l + O/bm1 

113 = O/b l + O.5/b2 + 1/b3 + ... + O/bm - 2 + O/bm - l + O/bm1 

The maximum membership values of both Ut and ~ occur at intervals at and bt 
respectively. 

Phase 5.3.3. Fuzzify the historical time series data sets of the main-factor and the second­
factor. 

[Explanation] If the time series data of the main-factor belongs to the interval at, where 
1 ~ ~ ~ n, then fuzzify the time series data of the main-factor into fuzzy set Ut • Similarly, if 
the time series data of the second-factor belongs to the interval bt , where 1 ~ i ~ m, then 
fuzzify the time series data of the second-factor into fuzzy set ~. 

The fuzzified values of the main-factor and second-factor for June, 1996 time series 
data sets are shown in Table 5.5. The fourth and fifth columns of Table 5.5 represent the 
centroids and weights of the corresponding intervals for the main-factor, respectively. In 
Table 5.5, only fuzzified values of the second-factor are shown (last column), because for 
forecasting the main-factor, only fuzzified values of the second-factor are required. 

Phase 5.3.4. Establish the FLRs between the fuzzified main-factor and the fuzzified second­
factor. 
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Table 5.3: A sample of intervals, corresponding data, centroids and weights for the daily 
temperature for June, 1996. 

Interval Corresponding data Centroid Weight 

al = [26.1, 26.1) (26.1) 26.1 1 

a2 = [27.1, 27.1) (27.1) 27.1 1 

a3 = [27.4, 27.4) (27.4) 27.4 1 
a4 = [27.5, 27.6) (27.5,27.6) 27.55 2 

alO = [29.3, 29.4) (29.3,29.4,29.4) 29.37 3 
al; = [29.5, 29.7) (29.5,29.5,29.7) , 29.57 3 
aI2 = [30.0, 30.3) (30,30.2,30.2,30.3) 30.18 4 
aI3 = [30.5, 30.9) (30.5,30.8,30.9) 30.73 3 

Table 5.4: A sample of intervals, corresponding data, centroids and weights for the daily 
cloud density for June, 1996. 

Interval Corresponding data Centroid Weight 

bl = [la, 10) (10) 10 1 

b2 = [13, 14) (13,14) 13.5 2 

b3 = [15, 15) (15) 15 1 

b4 = [19, 19) (19,19) 19 2 

bI2 = [43, 45) (44,45) 44 2 

bI3 = [46, 46) (46) 46 1 

bI4 = [55, 56) (55,55,56,60) 56.5 4 
b I5 = [63, 63) (63) 63 1 

b16 = [96, 96) (96) 96 1 

[Explanation] We can establish the nth-order FLRs based on the fuzzified main-factor and 
the fuzzified second-factor. If there exists a FLR between U~ and ~, where U~ and ~ denote 
the fuzzified main-factor and second-factor of day "1," respectively; then the two-factors nth­
order FLR can be represented as follows: 

(5.3.1) 

Here, (Um , Vm ), ... , (Un2 , Vn2), (Un1 , Vn1 ) and U~ represent fuzzified values of day 
n - i, ... , day n - 2, day n - 1, and day i respectively; where 2 ~ i ~ n. The left-hand 
side and right-hand side of FLR (5.3.1) are called the previous state and the current state, 
respectively. Here, Unt> ... , U n2 , and U n1 represent the fuzzified values of the main-factor of 
days n - i, ... , n - 2, and n - 1, respectively. Similarly; Vm , ... , Vn2 , and Vn1 represent the 
fuzzified values of the second-factor of days n - i, ... , n - 2, and n - 1, respectively. 

Based on FLR (5.3.1) and Table 5.5, the first-order and the second-order FLRs of 
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Table 5.5: A sample of fuzzified daily temperature (with their corresponding centroids and 
weights) and cloud density for June, 1996. 

Day Temperature Fuzzified Centroid Weight Cloud Fuzzified 
Temperature Density Cloud Density 

1 26.1 UI 26.1 1 36 Vu 
2 27.6 U4 27.55 2 23 V6 
3 29.0 Ug 29.0 3 23 ~ 
4 30.5 UI3 30.73 3 10 VI 

28 27.8 U6 27.8 2 55 VI4 
29 29.0 Ug 29.0 3 29 Vg 
30 30.2 UI2 30.18 4 19 1-'4 

Table 5.6: A sample of two-factors first-order FLRs between the fuzzified temperature and 
cloud density data of June, 1996. 

Two-factors first-order FLRs 

(UI, Vu) -+ U4 
(U4, V6) -+ Ug 
(Ug, ~) -+ UI3 
(UI3, VI) -+ UI2 

(U6, V14 ) -+ Ug 

(Ug, Vg) -+ UI 2 

(U12, V4 ) -+? 

two-factors are formed, which are shown in Tables 5.6 and 5.7, respectively. In Tables 5.6 
and 5.7, the symbol "?" represents an unknown value. 

Phase 5.3.5. Form the FLRGs. 

[Explanation] If the nth-order FLRs have the same previous state, then the nth-order FLRs 
can be divided into a nth-order FLRG. Consider the following nth-order FLRs given as fol­
lows: 

((Uni , Vni)' . .. , (Un2 , V n2 ), (Unl , V n1 )) -t Uk 
((Uni , V ni ), ... , (Un2 , V n2 ), (Un1 , V nl )) -t Us 

Then, the nth-order FLRG can be formed as follows: 

(5.3.2) 
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Table 5.7: A sample of two-factors second-order FLRs between the fuzzified temperature 
and cloud density data of June, 1996. 

Two-factors second-order FLRs 

((UI, Vn), (U4, V6)) --+ Ug 
((U4, V6), (Ug, V6)) --+ UI3 
((Ug, V6), (UI3, VI)) --+ UI2 
((U13, Vd, (U12, V2)) --+ Un 

((Ur, Va), (U6, VI4 )) --+ Ug 
((U6, VI4 ), (Ug, VB)) --+ U12 
((Ug, Va), (U12' V4)) --+? 

Table 5.8: A sample of two-factors first-order FLRGs of the fuzzified temperature and cloud 
density data of June, 1996. 

Two-factors first-order FLRGs 

Group 1: (Ul, Vn) --+ U4 

Group 2: (U4, V6) --+ Ug 
Group 3: (Ug, V6) --+ U13 

Group 4: (U13, VI) --+ U12 

Group 27: (U6, V14 ) --+ Ug 

Group 28: (Ug, Va) --+ U12 
Group 29: (U12, V4 ) --+? 

The first-order FLRGs are formed based on Table 5.6, which are shown in Table 5.8; 
and the second-order FLRGs are formed based on Table 5.7, which are shown in Table 5.9. 
If the same FLR appears more than once, it is included only once in the group. 

Phase 5.3.6. Compute the forecasted values. 

[Explanation] To compute the forecasted values, the rules for interval weighing are pro­
posed. These rules are presented as follows: 

Rule 1. For forecasting day, D(t), the previous state's fuzzified values of the main-factor 
and the second-factor are considered from days, D(t - n), ... , D(t - 2) to D(t - 1); 
where "t" is the current day which we want to forecast, and "n" is the order of FLRs. 
The Rule 1 is applicable only if there is only one fuzzified value in the current state. 
The steps under Rule 1 are given as follows: 

Step 1. For forecasting day, D(t), obtain the previous state's fuzzified values of 
the main-factor and the second-factor from days D(t.- n) to D(t - 1) as 
(Um , Vni)"'" (Un2 , Vn2 ) and (Un1 , Vn1 ). 

Step 2. Find the FLRG whose previous state is ((Uni , Vm ), ... , (Un2 ) Vn2) (Un1 ) Vn1 )), 
and current state is Uk> i.e., the FLRG is in the form of ((Um ) Vni ), ... ) (Un2 ) 
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Table 5.9: A sample of two-factors second-order FLRGs of the fuzzified temperature and 
cloud density data of June, 1996. 

Two-factors second-order FLRGs 

Group 1: ((UI, Vll), (U4, V6)) ~ Ug 
Group 2: ((U4, V6), (Ug, V6)) ~ U13 
Group 3: ((Ug, V6), (UI3, Vd) ~ UI2 
Group 4: ((UI3, VI)' (UI2, V2)) ~ Ull 

Group 27: ((U7, Vs), (U6, VI4)) ~ Ug 
Group 28: ((U6, VI4), (Ug, Vs)) ~ UI2 
Group 29: ((Ug, Va), (UI2, V4)) ~? 

Vn2 ), (Unl , Vnl » -+ Uk, then the forecasted value is calculated based on the 
following step. 

Step 3. Find the interval where the maximum membership value of Uk occurs. Let 
this interval be ak. This interval ak has the corresponding centroid Ck. This 
centroid Ck is the forecasted value for day, D(t). 

Rule 2. This rule is applicable if there are more than one fuzzified values in the current 
state. The steps under Rule 2 are given as follows: 

Step 1. For forecasting day, D(t), obtain the previous state's fuzzified values of the 
main-factor and the second-factor from days D(t - n) to D(t - 1) as (Um , 

Vm), . '" (Un2 , Vn2 ) and (Unl , Vnl)' 
Step 2. Find the FLRG whose previous state is ((Um, Vm), ' , " (Un2, Vn2 ), (Unl , Vnl», 

and current state is Uk> Us, ,." Un, i.e., the FLRG is in the form of ((Um, 
Vm), ... , (Un2, Vn2 ), (Un1, Vn1» -+ Uk> Us, ' . " Un, then the forecasted value 
is calculated based on the following step. 

Step 3. Find the intervals where the maximum membership values of Uk> Us, ' , " Un 
occur, and let these intervals be ak, as, ' , " an, respectively. These intervals 
have the corresponding centroids Ck> Cs, ' '" Cn and weights Wk> Ws, ' , " 
Wn , respectively. 

Step 4. The forecasted value for day, D(t) is calculated as follows: 

F () 
Ck Wk + Cs Ws + ' , , + Cn Wn 

orecast t = ----------
Wk + Ws+"'+ Wn 

(5.3.3) 

Rule 3. This rule is applicable only if there is an unknown value in the current state. The 
steps under Rule 3 are given as follows: 

Step 1. For forecasting day, D(t), obtain the previous state's fuzzified values of the 
main-factor and the second-factor from days D(t - n) to D(t - 1) as (Um , 

Vm), ' , " (Un2 , Vn2 ) and (Unl , Vnl)' 
Step 2. Find the FLRG whose previous state is ((Um, Vm), ' , " (Un2, Vn2 ), (Unb Vn1 », 

and current state is "?"(the symbol "?" represents an unknown value), i,e., 
the FLRG is in the form of ((Um, Vm), , , " (Un2 , Vn2 ), (Unl , Vnl » -+7, then 
the forecasted value is calculated based on the following step. 
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Table 5.10: A sample of forecasted daily average temperature of June, 1996 based on the 
two-factors second-order fuzzy logical time series (Unit: DC). 

Day Actual 
Temperature 

1 26.1 
2 27.6 

3 29.0 
4 30.5 

5 30.0 

6 29.5 

28 27.8 

29 29.0 

30 30.2 

Actual 
Cloud Density 

36 
23 

23 

10 

13 

30 

55 
29 

19 

Forecasted 
Temperature 

29.00 

30.73 

30.18 
29.57 

27.80 

29.00 

30.18 

Step 3. Find the intervals where the maximum membership values of Um , ... , 

Un2 , Unl occur, and let these intervals be a n - ZJ ••• , a n -2, an-I, respectively. 
These intervals have the corresponding centroids C n - t , ... , C n - 2, C n - 1 and 
weights Wn - ZJ ••• , Wn - 2, Wn - I , respectively. 

Step 4. The forecasted value for day, D(t) is calculated as follows: 

F ( ) 
Cn-t Wn - t + ... + C n - 2 Wn - 2 + C n - I Wn - 1 orecast t = ---------------

Wn - t + ... + Wn - 2 + Wn - I 
(5.3.4) 

The daily average temperatures of June, 1996 are forecasted based on the two­
factors second-order fuzzy logical time series, which is shown in Table 5.10. 

Based on the proposed method, we have presented here two examples to compute 
forecasted values of daily average temperature as follows: 
[Example 1] Based on two-factors first-order fuzzy logical time series, an example is pre­
sented here to forecast the temperature on day, D(t). Suppose, we want to forecast the 
temperature on June 7, 1996, in Taipei. To compute this value, the fuzzified temperature 
and cloud density values of the previous state are required. For forecasting day, D(June 7), 
the fuzzified temperature and cloud density values for day, D(June 6) are obtained from 
Table 5.5, which are Ull and lIg, respectively. Then, obtain the FLRG whose previous state is 
(Ull ) Vg) from Table s.B. In this case, the FLRG is (Uu ) lIg) -+ Ull ) Us (i.e., Group 6). There­
fore, Rule 2 is applicable here, because the current state has two fuzzified values. Now, find 
the intervals where the maximum membership values of Uu and Us occur from Table 5.3, 
which are all and as, respectively. The corresponding centroid and weight for the interval 
all are 29.57 and 3 respectively. The corresponding centroid and weight for the interval as 
are 28.75 and 4 respectively. Now, based on Eq. 5.3.3, the forecasted temperature for day, 
D(June 7) can be computed as: 

(29.57X~!~S 75x4) = 29.10 

[Example 2] Based on two-factors second-order fuzzy logical time series, an example is 
presented here to forecast the temperature on day, D(t). Suppose, we want to forecast the 
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Figure 5.1: AFER curves for June, July, August and September (top to bottom) with differ­
ent orders and intervals. 
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68 5.4. EXPERIMENTAL RESULTS 

Table 5.11: Additional parameters and their values during the learning process of SOFM 
neural network. 

Serial Number List of additional parameter 

1 

2 

3 

4 

5 

6 

7 

8 

Learning Rate 
Epochs 
Initial Weight 
Learning Radius 
Optimum number of intervals for Main-factor (June) 
Optimum number of Intervals for Second-factor (June) 
Optimum number of Intervals for Main-factor (July) 
Optimum number of Intervals for Second-factor (July) 
Optimum number of Intervals for Main-factor (August) 
Optimum number of Intervals for Second-factor (August) 
Optimum number of Intervals for Main-factor (September) 
Optimum number of Intervals for Second-factor (September) 

Value 

0.5 
100 
0.3 

3 
13 
15 
12 
15 
16 
15 
15 
15 

temperature on June 4, 1996, in Taipei. To compute this value, the fuzzified temperature 
and cloud density values of the previous state are required. For forecasting day, D(June 
4), the fuzzified temperature and cloud density values for days, D(June 2) and D(June 3) 
are obtained from Table 5.5, which are (U4 , V6) and (Ug , V6), respectively. Then, obtain the 
FLRG whose previous state is ((U4 , V6), (Ug , V6» from Table 5.9. In this case, the FLRG is 
((U4 , V6 ), (Ug, V6» ---7 U13 (i.e., Group 2). Therefore, Rule 1 is applicable here, because in 
the current state, only one fuzzified value is available. Now, find the interval where the 
maximum membership value for fuzzy set U13 occurs from Table 5.3, which is al3' The 
interval al3 has the centroid 30.73, which is the forecasted temperature for day, D(June 4). 

5.4 Experimental Results 

The proposed model computes the forecasted values with the help of hybridization of ANN 
(SOFM neural network) with the FTS. For training process, the daily temperature and the 
daily cloud density data sets from June 1, 1996 to June 30, 1996 are employed. In the 
testing process, the data sets of the daily temperature and the daily cloud density from July, 
1996 to September, 1996 are used. 

During the learning process of neural network, different experiments were carried 
out to set additional parameters like learning rate, epochs, initial weight, learning radius, 
etc. to obtain optimal results, and we have chosen the ones that exhibit the best behavior 
in terms of accuracy. The determined optimal values of all these parameters are listed in 
Table 5.11. 

The main downside of FrS forecasting model is that increase in the number of intervals 
increases accuracy rate of forecasting, and decreases the fuzziness of time series data sets. 
Therefore, in this study, the parameter called "optimum number of intervals" for the main­
factor and second-factor time series data sets are decided using a heuristic approach. We 
have tried different values for this parameter, and calculate the AFER for different orders 
for the months: June, July, August and September. 
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Table 5.12: The AFERs to forecast the temperature from June, 1996 to September, 1996 in Taipei. ~ 
>-:l 
tr1 

Model Month Order ;:I:l 
FLI"St Second ThIrd Founh FIfth SIXth Seventh Eighth til 

June 027% 027% 028% 027% 025% 025% 018% 018% 

~ Proposed July 023% 023% 023% 023% 023% 023% 022% 022% 
August 012% 012% 012% 013% 013% 017% 013% 013% 

September 027% 027% 028% 028% U 29% 030% 030% U 29% 0 
I 

Month Wmdow Bases ~ 
w=2 w=3 w=4 w=5 w=6 w=7 w=8 () 

June 288% 316% 324% 333% 339% 353% 367% >-:l 
Chen and Hwang [lJ July 304% 376% 408% 417% 435% 438% 456% 0 

;:I:l 
August 275% 277% 330% 340% 318% 315% 319% C/l 

September 329% 310% 319% 322% 339% 338% 329% ::r: 
Month Order 

..... 
C) 

Fu"St Second ThIrd Founh Fifth SIXth Seventh EIghth ::r: 
June 144% U 80% 076% U 79% U 70% U 79% U79% U 81% I 

Lee e< al [1431 July i 59% U 90% U 90% U 98% U 97% 10U% U 98% U 99% 0 
August 126% 107% 106% 108% 108% 109% 107% 107% § r--

September 189% 101% 09% 094% 096% 095% o 9S% 092% 0\ tr1 \0 ;:I:l Month Order 

..... First Second ThIrd Fourth FIfth Sixth Seventh EIghth Z 
N June 124% 074% 064% 072% 065% 066% 064% 065% tT:I 
\0 Lee et al {L191 July 123')1. 078% 073% 083% 070% 071% 068% 069% c: 
'-' August 109% 092% U 88% 1 U7% 075% 076% U 75% U 73% ;:I:l 

September 128% 091% 086% 103% 087% 097% 084% 082% 0 
I 

'Tl 
Annealmg constant a Mandl Order c: 

First Second Thord Fourth FIfth SIxth Seventh EIghth N 
09 June 079% 046% 042% 044% 042% 041% 046% 039% ~ Lee et 81 [1531 July 062% 046% 045% 044% 044% 041% 040% 040% 

August 066% 040% 040% 040% 036% 041% 039% 044% 'Tl 
September 062% 059% 061% 057% 054% 059% 057% 050% 0 

Month Wmdow Bases 
g; 

w=2 w=3 w=4 w=s w=6 w=7 w=8 9 
June 170% 150% 138% 137% 128% 113% U 97% C/l 

Chang and Chen 11741 July 162% 177% 174% 168% 177% 172% 304% >-:l 
August 160% 148% 124% 130% 128% 241% 297% 

..... 
Z September 144% 151% 135% 120% 202% 249% 242% C) 

Month Order ~ 
FLI"St Second ThIrd Founh FIfth SIXth Seventh EIghth 0 

June 053% 028% 029% 030% 029% 029% 028% 029% t:l 
Wang lind Chen (175] July 071% U 34% o J5% o J4% U 34% o J5% o JJ% u J2% tT:I 

August 032% 023% 022% 022% 022% 023% 023% 022% t""' 
September 074% 051% 049% 051% 051% 053% 05% 051% 

0\ 
\0 



70 5.5. DISCUSSION 

All these experimental results are plotted in graphs for different orders and intervals 
as shown in Fig. 5.1, and we have chosen the "optimum number of intervals" (shown in 
Table 5.11) for the main-factor and second-factor that exhibit the best behavior in terms of 
AFER. 

The experimental results of our proposed model and existing competing models such 
as Chen and Hwang [1], Lee et al. [143], Lee et al. [139], Lee et al. [153], Chang and Chen [174] , 

and Wang and Chen [175] are presented in Table 5.12 in terms of AFERs. The comparative 
analyzes in Table 5.12 signify that our proposed model exhibits higher accuracy than those 
of considered competing models l . 

5.5 Discussion 

In this chapter, a new model is proposed for handling two-factors forecasting problems 
based on the hybridization of ANN with the FTS. For generation of intervals of time series 
data sets, the SOFM neural network is used. Then, some proposed rules of interval weighing 
are used to compute the forecasted values. From empirical analyzes of experimental results, 
it is evident that our model is superior compared to the considered competing models in 
terms of accuracy. 

1 References are: [1,139,143,153,174,175) 
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6 

FTS-PSO Based Model for M-Factors Time Series 
Forecasting 

"It is not the answer that enlightens, but the question." By E. 1. Decouvertes (1909 - 1994) 

11 
Organization of the chaptetI: In Section 6.1, we present related works by citing recent 
research works relevant to this chapter. In Section 6.2, we define two fuzzy operators, 
which are employed for modeling purpose. In Section 6.3, we present the algorithm 
and defuzzification process for the Type-2 model. In Section 6.4, we explain the 
proposed Type-2 model. In Section 6.5, we provide the details of the new proposed 
hybrid forecasting model. The performance of the model is assessed and presented in 
the results Section 6.6. Discussion is presented in Section 6.7. 
Keywords: FTS, Stock index forecasting, Type-l, Type-2, PSG, Dejuzzification. 

aBased on: P. Singh and B. Borah. Forecasting stock index price based on M-factors fuzzy time 
series and particle swarm optimization. International Journal of Approximate Reasoning (Elsevier), 55, 
812-833,2014. 

6.1 Background and Related Literature 

The application of FTS in financial forecasting has also attracted researchers' attention in 
the recent years. Many researchers focus on designing the models for TAIEXI and TIFEX2 
forecasting. Their applications are limited to deal with either one-factor or two-factors time 
series data sets. For the stock index forecasting, Huarng and Yu [53] show that the forecast­
ing accuracy can be improved by including more observations (e.g., close, high, and low) in 
the models. 

All the models proposed by researchers above are based on Type-l fuzzy set concept 
except the model proposed by Huarng and Yu [53] in 2005, which is based on Type-2 fuzzy 
set concept. Researchers employ Type-2 fuzzy set concept (which is an extension of Type-l 
fuzzy set) in various domains such as control system design and modeling [181,182], because 
Type-2 fuzzy set systems are much more powerful than Type-1 fuzzy sets systems to repre­
sent highly nonlinear and/or uncertain systems [183]. Nowadays, Type-2 fuzzy set concept is 

1References are: [61,157,177,178] 
2References are: [28,29,179,180) 
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72 6.2. FUZZY OPERATORS AND ITS APPUCATION 

Algorithm 4 Huamg and Yu Model for 1)rpe-2 FTS 

Step 1: Choose a 1)rpe-1 FTS model. 

Step 2: Pick a variable and 1)rpe-1 observations. 

Step 3: Apply the Type-1 model to the 1)rpe-1 observations and obtain FLRGs. 

Step 4: Pick Type-2 observations. 

Step 5: Map out-of-sample observations to FLRGs and obtain forecasts. 

Step 6: Apply operators to the FLRGs for all the observations. 

Step 7: Defuzzify the forecasts. 

Step 8: Calculate forecasts for Type-2 model. 

Step 9: Evaluate the performance. 

successfully applied in time series forecasting [184-187). 

In this study, we aim to propose an improved FTS model by employing M-factors 
time series data set. To deal with these factors together, we design a model based on 1)rpe-2 
FTS concept, which is an improvement over the existing Type-2 model proposed by Huamg 
and Yu [53). Later, to enhance the forecasting accuracy, we hybridize the PSO algorithm with 
the proposed Type-2 model. The daily stock index price data set of SBI is employed for the 
experimental purpose, which consists of 4 - factors, viz., "Open", "High", "Low" and "Close" 
factors/variables. After that, performance of the hybrid model is evaluated, which demon­
strates its effectiveness over conventional FTS models and non-FTS models. The proposed 
model is also validated by forecasting the stock index price of Google. 

6.2 Fuzzy Operators and Its Application 

Following Definition 2.2.12, we define two operators, viz., union and intersection, for the 
set theoretic operations. These two operators are explained as follows (49). 

Observation that is handled by 1)rpe-1 FTS model can be termed as "main-factor 
/ Type-1 observation", whereas observations that are handled by 1)rpe-2 FTS model can 
be termed as "secondary-factors / 1)rpe-2 observations". Due to involvement of 1)rpe-2 
observations with 1)rpe-1 observation, many FLRGs are generated in 1)rpe-2 model. To 
deal with these FLRGs together and establish the relationships among multiple FLRGs, the 
union (u) and intersection (n) operations are employed. Both these operations in terms of 
handling FLRGs are explained below. 

Consider the following FLRGs for 1)rpe-1 and 1)rpe-2 observations as follows: 
FLRG for 1)rpe-1 observation: Ap -t As1 , As2 ,' .. ,Asm. 

{ 

Aq -t Atl , At2 , . .. , Atm , 
FLRGs for 1)rpe-2 observations Ar -t Aub ~~2'" . ,Aum , 

Based on these FLRGs, we define u and n operations as follows: 

Definition 6.2.1. (u operation for FLRGs). The operator U is used to establish the rela­
tionships between the FLRGs of 1)rpe-1 and 1)rpe-2 ob~ervations by selecting the maximum 
value from the right-hand side of each of the FLRG as follows: 
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Ap , Aq , An· .. -t U(Asl' As2 ,' .. Asm), 
U(Atl, At2 , . .. ,Atm ), (6.2.1) 

U(Aul' Au2 , . .. ,Aum), 

Following Definition 6.2.1, the FLRGs of 'JYpe-1 and 'JYpe-2 observations are com­
bined as follows: 

Ap , Aq , Ar , .,. -t (Asl V As2 V ... V Asm), 

(Atl V At2 V ... V Atm ), (6.2.2) 

(Aul V Au2 V ... V Aum), 

Definition 6.2.2. (n operation for FLRGs). The operator n is used to establish the rela­
tionships between the FLRGs of 'JYpe-1 and 'JYpe-2 observations by selecting the minimum 
value from the right-hand side of each of the FLRG as follows: 

Ap , Aq , Ar ,. .. -t n(Asl' As2 , ... Asm), 
n(Atl, At2 , . .. ,Atm ), (6.2.3) 

n(Aul' Au2 , . .. ,Aum), 

Following Definition 6.2.2, the FLRGs of 'JYpe-1 and 'JYpe-2 observations are com­
bined as follows: 

Ap , Aq , An· .. -t (Asl 1\ As2 1\ ... 1\ Asm), 

(Atl 1\ At2 1\ ... 1\ Atm ), (6.2.4) 

(Aul 1\ Au2 1\ ... 1\ Aum) , 

6.3 Algorithm and Defuzzification for Type-2 Model 

In this section, we will first present the algorithm for the proposed Type-2 FTS model. 
Then, defuzzification process for the proposed model will be presented in the subsequent 
subsection. 

6.3.1 Algorithm 

In this subsection, we have presented an algorithm for the 'JYpe-2 FTS model, which is based 
on Huamg and Yu [53] model. Therefore, we first present the algorithm for Type-2 model 
proposed by Huarng and Yu [53]. This algorithm is presented as Algorithm 4. To improve 
the forecasting accuracy of Type-2 FTS model, we apply some changes in the Algorithm 4. 
This algorithm is presented as Algorithm 5. 
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Algorithm 5 Proposed Type-2 FTS Forecasting Model 

Step 1: Select TYPe-1 and TYPe-2 observations. 

Step 2: Determine the universe of discourse of time series data set and partition it into 
equal lengths of intervals. 

Step 3: Define linguistic terms for each of the interval. 

Step 4: Fuzzify the time series data set of Type-1 and TYPe-2 observations. 

Step 5: Establish the FLRs based on Definition 2.2.7. 

Step 6: Construct the FLRGs based on Definition 2.2.8. 

Step 7: Establish the relationships between FLRGs of both TYPe-1 and TYPe-2 observations, 
and map-out them to their corresponding day. 

Step 8: Based on Definitions 6.2.1 and 6.2.2, apply u and n operators on mapped-out 
FLRGs of TYPe-1 and 1YPe-2 observations, and obtain the fuzzified forecasting data. 

Step 9: Defuzzify the forecasting data based on the "Frequency-Weighing Defuzzification 
Technique". 

Step 10: Compute the forecasted values individually for u and n operations. 

6.3.2 Defuzzification for Type-2 Model 

After obtaining the fuzzified forecasting data from the u and n operations, they are de­
fuzzified based on the "Frequency-Weighing Defuzzification Technique (FWDT)", which is 
the modified version of the defuzzification technique proposed by Singh and Borah [5]. In 
the subsequent section, this technique is discussed. The defuzzified values obtained for the 
left-hand side and right-hand side of the FLRGs can be referred to as points "M" and "N" in 
Fig. 2.1 (Chapter 2), respectively. The forecasted value of the proposed TYPe-2 model can 
be derived by taking the average of these defuzzified values. The forecasted value for this 
1YPe-2 model can be referred to as point "D" in Fig. 2.1 (Chapter 2). 

6.4 1YJ>e-2 FTS Forecasting Model 

In this section, th,e proposed "TYPe-2 FTS Forecasting Model" is presented. To verify the pro­
posed model, the daily stock index price data set of SBI for the period 6/4/2012 -7/29/2012 
(format: mm/dd/yy), is collected from the website3. A sample of data set is listed in Table 
6.1. The model consists of ten phases. The functionality of each phase is explained below. 

Step 6.4.1. Select Type-1 and Type-2 observations. 

[Explanation] In this study, we select '~ctual Price" as the main forecasting objective. To 
obtain the forecasting results, the "Close" variable of the stock index data set as shown 
in Table 6.1, has been selected as 1YPe-1 observation, whereas "Open", "High" and "Low" 
variables have been selected as TYPe-2 observations. 

Step 6.4.2. Determine the universe of discourse of time series data set and partition it into 
equal lengths of intervals. 

3http://ln,finance,yahoo,com 
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[Explanation] Define the universe of discourse U of the historical time series data set. 
Assume that U = [Mmtn - Fl , Mmax + F2], where Mmm and Mmax are the minimum and 
maximum values of the historical time series delta set. Here, Fl and F2 are two positive 
numbers. These Mmm and Mmax values are obtained by considering both Type-1 (Closing 
price) and Type-2 (Open, High and Low) observations. Based on Table 6.1, we can see that 
Mmtn = 1931.50 and Mmax = 2252.55. Therefore, we let Fl = 2 and F2 = 0.50. Thus, in this 
study, the universe of discourse U = [1929.50,2253.10]. 

Now, divide the universe of discourse U into n equal lengths of intervals (i.e., 
aI, a2, ... , and an). Each interval of time series data set can be defined as follows [57): 

(6.4.1) 

for i = 1,2, ... , nand J = 30. Here, LB = 1929.50 and UB = 2253.10. Here, J represents the 
number of intervals which are taken into the consideration. 

Based on the Eq. 6.4.1, the universe of discourse U = [1929.50,2253.10] is divided 
into 30 equal lengths of intervals as: al = (1929.50,1940.30], a2 = (1940.30,1951.10]' ... , 
a30 = (2242.30,2253.10]. Now, assign the data to their corresponding intervals. Mid-value 
of each interval is recorded by taking the mean of lower bound and upper bound of the 
interval. For ease of computation, intervals which do not cover any historical datum is 
discarded from the list. Intervals which contain historical data are represented as It, for 
i = 1,2, ... , n; and n :S 26. Then, each interval is assigned a weight based on frequency 
of the interval. For example, in Table 6.2, interval h has two data with frequency 2. So, 
we assign weight 2 to the interval 12 • All these intervals, and their corresponding data, 
mid-values and weights are shown in Table 6.2. 

Step 6.4.3. Define linguistic terms for each of the interval. Assume that the historical time 
series data set is distributed among n intervals (i.e., II, h, ... , and In). Therefore, define n 
linguistic variables AI, A2, . .. ,An' which can be represented by fuzzy sets, as shown below: 

Al = 1/11 + 0.5/12 + 0/ h + ... + 0/In- 2 + O/In- l + 0/ In, 

A2 = 0.5/11 + 1/12 + 0.5/13 + ... + 0/In- 2 + O/In- l + 0/ In, 

A3 = 0//1 + 0.5/ h + 1/ h + ... + 0/In- 2 + O/In- l + 0/ In, 

An = 0/ In + 0/ h + 0/ h + ... + 0/In- 2 + 0.5/In- l + 1/ In· 

Here, maximum degree of membership of the fuzzy set A occurs at interval It, and 1 :S i :S 
n. 

[Explanation] We define 26 linguistic variables AI, A2, ... ,A26 for the stock index data set, 
because the data set is distributed among 26 intervals (i.e., 11 ,12 , ... , and h6). All these 
defined linguistic variables are shown as below: 

Al = 1/11 + 0.5/ h + 0/ h + ... + 0/In- 2 + O/In- l + 0/ h6, 

A2 = 0.5/11 + 1/12 + 0.5/ h + ... + 0/In- 2 + O/In- l + 0/126 , 

A3 = O/h + 0.5/12 + l/h + ... + 0/In- 2 + O/In- l + 0/126 , 

A26 = 0//1 + 0/12 + 0/13 + ... + 0/In- 2 + 0.5/In- l + l/h6. (6.4.2) 
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Table 6.1: A sample of daily stock index price list of SBI (in rupee). 

Date (mm/dd!yy) Open High Low Close 

6/4/2012 2064.00 2110.00 2061.00 2082.75 
6/5/2012 2100.00 2168.00 2096.00 2158.25 
6/6/2012 2183.00 2189.00 2156.55 2167.95 
6/7/2012 2151.55 2191.60 2131.50 2179.45 
6/10/2012 2200.00 2217.90 2155.50 2164.80 
6/11/2012 2155.00 2211.85 2132.60 2206.15 

7/29/2012 1951.25 2040.00 1941.00 2031.75 

For ease of computation, the degree of membership values of fuzzy set AJ (j = 
1,2, ... ,26) are considered as either 0, 0.5 or 1, and 1 :S j :S 26. In Eq. 6.4.2, for ex­
ample, A1 represents a linguistic value, which denotes a fuzzy set on {I1, /2,·· . ,hd. This 
fuzzy set consists of twenty six members with different degree of membership values = 
{I, 0.5, 0, ... ,O}. Similarly, the linguistic value A2 denotes the fuzzy set on {I1, /2,·· ., h6}, 
which also consists of twenty six members with different degree of membership values 
= {0.5, 1,0.5, ... ,O}. The descriptions of remaining linguistic variables, viz., A3, A4 , .. . , A26, 
can be provided in a similar manner. 

Step 6.4.4. Fuzzify the time series data set. If one day's datum belongs to the interval h 
then datum is fuzzified into A, where 1 :S i :S n. 

[Explanation] In Step 6.4.3, each fuzzy set contains twenty six intervals, and each inter­
val corresponds to all fuzzy sets with different degree of membership values. For example, 
interval /1 corresponds to linguistic variables A1 and A2 with degree of membership val­
ues 1 and 0.5, respectively, and remaining fuzzy sets with degree of membership value 
o. Similarly, interval 12 corresponds to linguistic variables A1, A2 and A3 with degree of 
membership values 0.5, 1, and 0.5, respectively, and remaining fuzzy sets with degree of 
membership value o. The descriptions of remaining intervals, viz., /3, h, . .. ,126 , can be 
provided in a similar manner. 

In order to fuzzify the historical time series data, it is essential to obtain the degree 
of membership value of each observation belonging to each Aj (j = 1,2, ... , n) for each 
day. If the maximum membership value of one day's observation occurs at interval Ii and 
1 :S i :S n, then the fuzzified value for that particular day is considered as Ai. For example, 
the stock index price of 6/4/2012 for observation "Open" belongs to the interval Ig with the 
highest degree of membership value 1, so it is fuzzified to Ag• In this way, we have fuzzified 
each observation of the historical time series data set. The fuzzified historical time series 
data set is presented in Table 6.3. 

Step 6.4.5. Establish the FLR between the fuzzified values obtained in Step 6.4.4. For 
example, if the fuzzified values of time t -1 and t are A and Aj , respectively, then establish 
the FLR as "Ai ~ A/" where "A/' and "A/, are called the previous state and the current 
state of the FLR, respectively. 

[Explanation] In Table 6.3, fuzzified stock index values for "Open" observation for days 
6/4/2012 and 6/5/2012 are Ag and A12, respectively. So, we can establish a FLR between 
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Table 6.2: A sample of intervals, and their corresponding data, mid-points and weights. 

Interval 

Ir = (1929.50, 1940.30J 

h = (1940.30, 1951.lOJ 

13 = (1951.10, 1961.90J 

126 = (2242.30,2253.10J 

Corresponding Data 

Open = {Nil} 
High={Nil} 
Low = {1931.50} 
Close={Nil} 
Open={Nil} 
High={Nil} 
Low={1941.00} 
Close={1?41.00} 
Open={1951.25} 
High={Nil} 
Low={Nil} 
Close = {Nil} 

Open={Nil} 
High={2244.00, 
2252.55} 
Low={Nil} 
Close = {Nil} 

Mid-value Weight 

1934.90 1 

1945.7.60 2 

1956.50 1 

2247.70 2 

two consecutive fuzzified values Ag and A12 as "Ag --7 A12", where "Ag" and "A12" are called 
the previous state and current state of the FLR, respectively. In this way, we have obtained 
all FLRs for both Type-1 and Type-2 fuzzified stock index values, which are presented in 
Table 6.4. 

Step 6.4.6. Construct the FLRG. Based on the same previous state of the FLRs, the FLRs 
can be grouped into an·FLRG. For example, the FLRG "Ai --7 Am, An" indicates that there 
are the following FLRs: 

[Explanation] In Table 6.4, there are 3 FLRs for "Open" observation with the same previous 
state, A12 --7 All, A12 --7 A 17, and A12 --7 A20 . Th,ese FLRs are used to form the FLRG, 
A12 --7 All, A l7 , A20 . All these FLRGs are shown in Table 6.5. If the same FLR appears more 
than once, it is included only once in the group. 

Step 6.4.7. Establish the relationships between Type-1 and Type-2 observations. If one 
day's fuzzified stock index price value for Type-l observation is At with FLRG "A --7 A/" 
then FLRG is mapped-out to its corresponding day. For the same day, if fuzzified stock index 
price values for the three different Type-2 observations are Ak, Am and An with FLRGs 
"Ak --7 Aa, Am --7 Ab, and An --7 Ac" respectively, then all these FLRGs are also mapped-out 
to that day. 

[Explanation] In Table 6.5, the first three columns represent the FLRGs of Type-2 obser­
vations, and the last column represents the FLRGs of Type-1 observation. To establish the 
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Table 6.3: A sample of fuzzified stock index data set. 

Date Open Fuzzified High Fuzzified Low Fuzzified Close Fuzzified 
(mm/dd/yy) Open High Low Close 

6/4/2012 2064.00 A9 2110.00 Al3 2061.00 A9 2082.80 Au 

6/5/2012 2100.00 Al2 2168.00 Al9 2096.00 Al2 2158.30 Al8 

6/6/2012 2183.00 A20 2189.00 A21 2156.60 Al8 2167.90 Al9 

6/7/2012 2151.60 A17 2191.60 A21 2131.50 Al5 2179.40 A 20 

6/10/2012 2200.00 A22 2217.90 A23 2155.50 A17 2164.80 Al8 

6/11/2012 2155.00 A17 2211.80 A 23 2132.60 Al5 2206.20 A22 

7/29/2012 1951.30 A3 2040.00 A7 1941.00 A2 2031.80 A6 

Table 6.4: A sample of FLRs. 

FLRs for Open FLRs for High FLRs for Low FLRs for Close 

A9 -+ Al2 Al3 -+ A19 A9 -+ Al2 All -+ Al8 

Al2 -+ A20 A19 -+ A2l Al2 -+ Al8 A18 -+ A19 

Al2 -+ Al7 A20 -+ A 20 All -+ A15 A20 -+ Al8 

A12 -+ Au A14 -+ A12 AlO -+ A9 A12 -+ AlO 

relationship between 'JYpe-1 and 'JYpe-2 observations, FLRGs of both 'JYpe-1 and 1)rpe-2 
observations are mapped-out to their corresponding day. For example, fuzzified stock index 
price value for 'JYpe-1 observation "Close" for day 6/5/2012 is A 18 . FLRG of this fuzzy set 
is: 
FLRG for 1)rpe-1 observation: A18 -t A 14 , A15 , A 19 , A 20 , A 22 • 

Similarly, fuzzified stock index price values for 'JYpe-2 observations "Open", "High" 
and "Low" for day 6/5/2012 are A 12 , A19 and A 12 , respectively. FLRGs for these fuzzy sets 
are shown below: 

{ 

A12 -t AIl,A17,A20 

FLRG for 1)rpe-2 observations A19 -t A 15 , A2l 

Al2 -t AII,A12,A13,A18 

FLRGs of both 'JYpe-1 and 1)rpe-2 observations are now mapped-out together to day 
6/5/2012. In this way, we have mapped-out all FLRGs to their corresponding day, which 
are shown in Table 6.6. 

Step 6.4.8. Obtain the fuzzified forecasting data by applying u and n operators on mapped­
out FLRGs of both 'JYpe-1 and 'JYpe-2 observations. 

[Explanation] Based on Definitions 6.2.1 and 6.2.2, obtain the forecasting data by applying 
u and n operators on mapped-out FLRGs of both 'JYpe-1 and 'JYpe-2 observations. The 
mapped-out FLRGs are shown in Table 6.6. In Table 6.6, we apply u operator to all mapped­
out FLRGs of both 'JYpe-l and 1)rpe-2 observations. For example, mapped-out FLRG of 
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FLRGs for Open 

As -+ A3 
Ag -+ Al2 

AlO -+ As 

Table 6.5: A sample of FLRGs. 

FLRGs for High 

Ag -+ A7 
All -+ Ag 
Al2 -+ All 

FLRGs for Low 

Al -+ A2 
A4 -+ Al 

As -+ Al2 

'JYpe-1 observation for day 6/7/2012 is: 

A 20 -+ All, AIS , A20, A 22 , A24 (for Close) 

and, mapped-out FLRGs of Type-2 observations for day 6/7/2012 are: 

Al7 -+ A 13 , A IS , A 22 , A 23 (for Open) 

A21 -+ A 21 , A 22 , A 23 , A 25 (for High) 

Al5 -+ All, A 12 , A 17 , A IS , A 20 (for Low) 

Hence, from Definition 6.2.1, we have: 

A20, A 17 , A 21 , AI5-+U(All' A IS , A20, A 22 , A 24 ), 

U(AI3, A IS , A 22 , A 23 ), 

U(A21' An, A 23 , A 25 ), 

U(All' A 12 , A 17 , A lS , A 20 ) 

FLRGs for Close 

A2 -+ A6 
A5 -+ A2 
AlO -+ A5 

Now, based on Eq. 6.2.2, above mapped-out FLRGs can be represented in the fol­
lowing form as follows: 

A20, A l7 , A 2)., A15-+(Au V A IS V A 20 V A22 V A 24 ), 

(A13 V AIS V A22 V A 23 ), 

(A2l V A22 V A 23 V A 25 ), 

(Au V A12 V Al7 V A IS V A 20 ) 

i.e., A20, A l7 , A 21 , A15 -+ A20, A 23 , A 24 , A 25 . 
Similarly, in Table 6.6, we apply n operator to mapped-out FLRGs of Type-1 and 

'JYpe-2 observations for day 6/7/2012. Hence, from Definition 6.2.2, we have: 
, 

A20, A 17 , A 2l , A15-+n (Au, A lS , A20, A 22 , A 24 ), 

n(A13, A lS , A 22 , A 23 ), 

n(A21' An, A 23 , A 25 ), 

n(All' A 12 , A 17 , A lS , A 20 ) 

Now, based on Eq. 6.2.4, above mapped-out FLRGs can be represented in the fol­
lowing form as follows: 

A20, A l7 , A 2l , AI5-+(Au 1\ AIS 1\ A 20 1\ A22 1\ A 24 ), 

(A13 1\ AIS 1\ A22 1\ A 23 ), 

(A2l 1\ A22 1\ A 23 1\ A 25 ), 

(Au 1\ Al2 1\ Al7 1\ A IS 1\ A 20 ) 

(79 I 129) 



o 
CO 

Date 
(mm/dd/yy) 

6/4/2012 
6/5/2012 
6/6/2012 
617/2012 
6/1012012 
6/1112012 
611212012 
6/1312012 
6/1412012 
6/1712012 
6/1812012 
611912012 
612012012 
612112012 
6/24/2012 

7/29/2012 

Table 6_6: A sample of mapped-out FLRGs with their corresponding day_ 

FLRGs of Typc-2 FLRGs of Typc-2 FLRGs of Typc-2 

Observation (Open) Observation (High) Observation (Low) 

Ag -> A'2 AJ3 ---t Au) A9 -t A 4 • AI2 

A12 -+ All! A17. A20 A 1 9 ---t A15. A2l A12 -+ A11,A12,AI3,AI8 

A20 -t A17. A23 A21 -> A21. A22. A23. A2S AlB --+ A15. At7. A19 

.417 -+ A.l:J, A18, .422· .423 A21 -+ A21. 0422. A23. A25 A15 -+ All. A12, A17. A18. A20 

A22 -+ Al7 A23 --+ Al91 A211 A23. A24, ..4.25. A26 A17 -+ rhi. A 15 

A17 -+ A13. A18, A22. A23 A 23 ---t A19,A21,A23,A24,.4.25,A26 A15 -t A11,AI2,A17,AI8,A20 

A23 --+ All. A17, A19. A21. A23: .425 A26 --+ A23 I .4.25 A20 -+ A16. AlB • .4.20 

A23 -+ .4.1I,A17,.4.19,A21,.4.23,A25 A23 -t" A19, A2l. A23 • .424 • .4.25. A26 A16 -t A17 

A19 -> A21. A23 A21 -t A2l. A22, A23. A25 A17 --t- All,A15 

A23 -+ A". A17. A19. A21. A23. A2S A25 -+ A14, A23. A25. A26 All --t- As, AlO. A15 

All --t- AlO, Al4 Al..!. --t- A12! .415 As -> .412 

A14 --t- A12, A15 A 1s -> Au. A16. A19. A20 A12 -t All,A12,Al:i,A18 

A12 --+ All, A17, A20 A20 -t A20 I A22 All -t As, AI0, A15 

Au -t A13, A18. A22, A23 A20 --+ A20, A22 A15 -t All, A12, A17, A18, A20 

A1S -t .414 A22 -+ A15, A23, A24 A12 -+ All. A12. A13. A18 

A3 --+? A7 --+1 A2 --+1 

FLRGs ofl)'J'C-l 
Observation (Close) 

All -t Al2,Al8 

A18 -+ A14. A15. A19. A20. A22 

A 19 -> A20 ,-., 
A 2 0 --t All,.-\lB.A20.A22,A2...1. '" A18 -+ A14, ... hs, A19. A20. A22 

N 
rl 

A22 -+ A2l • .424 

A24 ---t A17 • .4.20. A22. A23, A25 
0 A17 -+ .4.20 CO 

A20 --t- A11,A18.A20,A22,A24 '-" 
All --t- A12. A18 

.412 --t- AlO. A12, Al4. A18 

A14 -t A12, .414, A20 

A20 --+ All, AlB, A201 A22, A24 

A 18 -t A14,A15,A19,A20,A22 

A14 -+ At2,A14,A20 

A6 -t? 
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Table 6.7: A sample of fuzzified forecasting data for the U operation. 

Date (mrn/dd!yy) Forecasting data - U operation 

6/4/2012 Ag, All, Al3 -+ A 12, AlB, Al9 

6/5/2012 A12, AlB, Al9 -+ AlB, A20, A2I, A22 

6/6/2012 AlB, A 19, A20, A21 -+ A l 9, A20, A23, A25 

6/7/2012 A l5 , A l7 , A20, A2l -+ A20, A 23 , A24, A25 

Table 6.8: A sample of fuzzified forecasting data for the n operation. 

Date (mrn/dd!yy) 

6/4/2012 
6/5/2012 
6/6/2012 
6/7/2012 

7/29/2012 

Forecasting data - n operation 

A 9, All, Al3 -+ A 4, A 12 , Al9 

A l 2, AlB, Al9 -+ All, A l4, Al5 

AlB, A l9, A20, A21 -+ A 15 , A l7 , A20, A21 

A 15 , A l7 , A20, A21 -+ All, A 13 , A21 

i.e., A 15 , A 17 , A20, A21 ---+ All, A 13 , A 21 . 

Repeated fuzzy set is discarded from the mapped-out FLRGs. The fuzzified forecast­
ing data obtained after applications of the U and n operators are presented in Tables 6.7 
and 6.8, respectively. 

Step 6.4.9. Defuzzify the forecasting data. 

To defuzzify the fuzzified time series data set and to obtain the forecasted values, 
defuzzification technique proposed by Singh and Borah [5] is employed here. Based on 
the application of technique, it is slightly modified and categorized as: Principle 1 and 
Principle 2. The procedure for Principle 1 is given as follows: 

* Principle 1: The Principle 1 is applicable only if there are more than one fuzzified 
values available in the current state. The steps under Principle 1 are explained below. 

Step 1. Obtain the fuzzified forecasting data for forecasting day D(t), whose previous 
state is Atl' A t2 , ... , A tp (i = 1,2,3, ... , n), and current state is AJI' A J2 , ... , A Jp (J = 
1,2,3, ... ,n), i.e., FLRG is in the form of AI, A2, ... ,Ap ---+ AJI' AJ2' ... ,AlP' 

Step 2. Obtain the defuzzified forecasting value for the previous state as: 

(6.4.3) 
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Table 6.9: A sample of forecasted results of the stock index price of SBI (in rupee). 

Date Actual Price Proposed Model Proposed Model 
(mm/dd/yy) (In Rupee) (U Operation) (n Operation) 

6/4/2012 2079.40 2111.10 2102.90 
6/5/2012 2130.60 2161.60 2125.70 
6/6/2012 2174.10 2191.00 2173.20 
6/7/2012 2163.50 2189.00 2156.80 

6/10/2012 2184.60 2176.40 2160.60 
6/11/2012 2176.40 2193.90 2166.50 
6/12/2012 2216.50 2205.30 2188.00 
6/13/2012 2181.30 2191.90 2172.40 

7/22/2012 2103.90 2124.60 2101.80 
7/23/2012 2096.30 2129.90 2093.40 
7/24/2012 2078.10 2091.80 2079.30 
7/25/2012 2046.30 2047.00 2047.00 
7/26/2012 1997.70 2002.80 2002.80 
7/29/2012 1991.00 1969.40 1969.40 

AFER 0.68% 0.66% 

where Ctl, Ct2 , ... , Ctp and W tl , W t2 , ... , W tp denote mid-values and weights of the 
intervals I d , I t2 , ... , I tp (2 = 1,2,3, ... , n), respectively, and the maximum membership 
values of Atl' A t2 , ... , A tp occur at intervals Itl' I t2 , ... , I tp , respectively. 

Step 3. Obtain the defuzzifIed forecasting value for the current state as: 

[ 
WJP 1 ~pX . 

W Jl + W J2 + ... + W JP 

(6.4.4) 

where CJl , CJ2 , ... , CJP and WJl' WJ2' ... , W JP denote mid-values and weights of the 
intervals IJl' IJ2' ... , I Jp (J = 1,2,3, ... , n), respectively, and the maximum member-
ship values of AJl' AJ2' ... , A Jp occur at intervals IJl' IJ2' ... , I Jp , respectively. 

* Principle 2: This principle is applicable only if there is an unknown value in the 
current state. The steps under Principle 2 are given as follows: 

Step 1. Obtain the fuzzified forecasting data for forecasting day D(t), whose previous 
state is Ad, A t2 , . .. , A tp (2 = 1,2,3, ... , n), and current state is "?"(the symbol "?" 
represents an unknown value), i.e., FLRG is in the form of All, A2,' .. , Atp -+? 

Step 2. Obtain the defuzzified forecasting value for the previous state as: 
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(6.4.5) 

where Ct1 , Ct2 , ... , Ctp and Wt1 , Wt2 , .. . , Wtp denote mid-values and weights of the 
intervals I t1 , I t2 , ... , I tp (2 = 1,2,3, ... , n), respectively. 

Step 6.4.10. Compute the forecasted value for lYPe-2 FTS model. 

If Principle 1 is applicable, then forecasted value for day D(t) can be computed as: 

F 
Dejuzzprev + Dejuzzcurr 

orecastD(t) = 2 (6.4.6) 

If Principle 2 is applicable, then forecasted value for day D(t) can be computed as: 

ForecastD(t) = Dejuzzprev (6.4.7) 

In this way, we obtain the forecasted values for the u and n operations individually 
based on the proposed model. To measure the performance of the model, AFER is used as 
an evaluation criterion. The AFER value of the forecasted stock index price is presented in 
Table 6.9. 

Based on the proposed model, we present here an example to compute the forecasted 
value of daily stock index price of SBI using the u operation as follows: 
[Example] Suppose, we want to forecast the stock index price on day, D(6/4/2012). To 
compute this value, obtain the fuzzified forecasting data for D(6/4/2012) from Table 6.7, 
which is Ag , All, A13 -+ A 12 , A18 , A 19 • Now, find the intervals where the maximum mem­
bership values for the previous state of FLRG (i.e., Ag, All and A 13 ) occur from Table 6.2, 
which are Ug, III and 113 ), respectively. The corresponding mid-values and weights for the 
intervals Ug, III and 113 ) are (2064.30, 2085.90 and 2107.50) and (4, 8 and 3), respec­
tively. 

Similarly, find the intervals where the maximum membership values for the current 
state of FLRG (i.e., A 12 , A 18 , and A19 ) occur from Table 6.2, which are U12, 118 and 119 ), 

respectively. The corresponding mid-values and weights for the intervals U12, 118 and 119 ) 

are (2096.70, 2161.40 and 2172.20) and (12, 9 and 8), respectively. 
Now, obtain the defuzzified forecasting value for the previous state of the FLRG 

based on Eq. 6.4.3, which is equal to 

Dejuzzprev=2064.30 x [4 + : + 3] + 2085.90 x [4 + ~ + 3] + 

2107.50 x [4 + ~ + 3] 

=2084.50 
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Figure 6.1: The graphical representation of particle. 

Table 6.10: Randomly generated initial positions of all particles. 

Particle Xl X2 X3 X4 X5 X6 X25 AFER 

l(U) 1940.3 1951.1 1961.9 2015.8 2026.6 2037.4 2242.3 0.68% 
l(n) 1940.3 1951.1 1961.9 2015.8 2026.6 2037.4 2242.3 0.66% 

2(u) 1938.4 1949.2 1960.1 2014.3 2025.2 2036 2242.2 0.66% 

2(n) 1938.4 1949.2 1960.1 2014.3 2025.2 2036 2242.2 0.67% 

3(u) 1932.6 1943.6 1954.7 2009.9 2021.0 2032.0 2242.0 0.64% 

3(n) 1932.6 1943.6 1954.7 2009.9 2021.0 2032.0 2242.0 0.67% 

4(U) 1936.4 1947.3 1958.3 2012.8 2023.8 2034.7 2242.1 0.67% 

4(n) 1936.4 1947.3 1958.3 2012.8 2023.8 2034.7 2242.1 0.69% 

Similarly, obtain the defuzzified forecasting value for the current state of the FLRG 
based on Eq. 6.4.4, which is equal to 

DeJuzzcurr=2096.70 x [12 +1~ + 8] + 2161.40 x [12 +99 + 8] + 

2172.20 x [12 +89 + 8 ] 

=2137.60 

Here, Principle 1 is applicable to compute the forecasted value, because the current 
state of the FLRG does not contain any unknown value. Therefore, based on Eq. 6.4.6, the 
forecasted value for D(6/4/2012) is equal to 

[
2084.50 + 2137.60] 

ForecastD (6/4/2012) = 2 

=2111.10 

The forecasted results based on the proposed Type-2 FTS model are presented in 
Table 6.9. The results obtained by both u and n operations are further improved by hy­
bridizing the PSO algorithm with the proposed Type-2 FTS model. This new hybridized 
forecasting model is presented in the next Section 6.5. 

6.5 Improved Hybridized Forecasting Model 

The main downside of FTS forecasting model is that increase in the number of intervals in­
creases accuracy rate of forecasting, and decreases the fuzziness of time series data sets [5]. 

Kuo et al. [27] show that appropriate selection of intervals also increases the forecasting accu­
racy of the model. Therefore, in order to get the optimal intervals, they used PSO algorithm 
in their proposed model [27]. Kuo et al. [27] signify that PSO algorithm is more efficient and 
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Table 6.11: Randomly generated initial velocities of all particles. 

Particle Xl X2 X3 X4 X5 X6 X25 

l(U) 2.04 3.70 1.37 3.71 0.01 4.60 2.17 
l(n) 2.04 3.70 1.37 3.7l 0.01 4.60 2.17 
2(U) 4.45 0.15 4.78 0.70 2.63 2.59 4.38 
2(n) 4.45 0.15 4.78 0.70 2.63 2.59 4.38 
3(U) 2.60 2.45 2.68 2.84 0.43 2.15 2.93 
3(n) 2.60 2.45 2.68 2.84 0.43 2.15 2.93 
4(U) 3.19 0.07 4.33 1.25 1.69 1.57 2.01 
4(n) 3.19 0.07 4.33 1.25 1.69 1.57 2.01 

Table 6.12: The initial pbest of all particles. 

Particle Xl X2 X3 X4 X5 X6 X25 AFER 

l(u) 1940.3 1951.1 1961.9 2015.8 2026.6 2037.4 2242.3 0.68% 

l(n) 1940.3 1951.1 1961.9 2015.8 2026.6 2037.4 2242.3 0.66% 

2(U) 1938.4 1949.2 1960.1 2014.3 2025.2 2036 2242.2 0.66% 
2(n) 1938.4 1949.2 1960.1 2014.3 2025.2 2036 2242.2 0.67% 

3(U) 1932.6 1943.6 1954.7 2009.9 2021.0 2032.0 2242.0 0.64% 
3(n) 1932.6 1943.6 1954.7 2009.9 2021.0 2032.0 2242.0 0.67% 

4(U) 1936.4 1947.3 1958.3 2012.8 2023.8 2034.7 2242.1 0.67% 

4(n) 1936.4 1947.3 1958.3 2012.8 2023.8 2034.7 2242.1 0.69% 

powerful than GA [152] in selection of proper intervals. Therefore, to improve the forecasting 
accuracy of the proposed Type-2 model, we have hybridized the PSO algorithm with Algo­
rithm 5. The main function of the PSO algorithm in Algorithm 5 is to adjust the lengths of 
intervals and membership values simultaneously; without increasing the number of inter­
vals in the model. We have entitled this model as "FTS-PSO". The detailed description of 
the FTS-PSO model is presented below. 

Let n be the number of intervals, Xo and Xn be the lower and upper bounds of 
the universe of discourse U on historical time series data set D(t), respectively. A particle 
is an array consisting of n - 1 elements such as Xl> X2, ... , Xt, ... , X n -2 and Xn-l, where 
1 ::; i ::; n - 1 and Xt-l < Xt. Now based on these n - 1 elements, define the n intervals as 
II = (Xo, Xl], 12 = (Xl, X2], ••• , It = (Xt-l, Xt]' ..• , I n - l = (Xn -2, Xn-l] and In = (Xn-l, Xn], 

respectively. In case of movement of a particle from one position to another position, the 
elements of the corresponding new array always require to be adjusted in an ascending 
order such that Xl ::; X2 ::; ... Xn-l. The graphical representation of particle is shown in Fig. 
6.1. 

In this process, the FTS-PSO model allows the particles to move other positions based 
on Eqs. 2.4.6 and 2.4.7, and repeats the steps until the stopping criterion is satisfied or the 
optimal solution is found. If the stopping criterion is satisfied, then employ all the FLRs 
obtained by the global best position (gbest) among all personal best positions (pbest) of all 
particles. Here, the AFER is used to evaluate the forecasted accuracy of a particle. The 
complete steps of the FTS-PSO model is presented in Algorithm 6. 
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Table 6.13: The second positions of all particles. 

Particle Xl X2 X3 X4 X5 X6 X25 AFER 

l(U) 1937.3 1945.1 1955.9 2012.S 2023.6 2034.4 2239.3 0.65% 
l(n) 1937.3 1945.1 1955.9 2012.S 2023.6 2034.4 2239.3 0.64% 
2(U) 1935.4 1946.2 1957.1 2011.3 2022.2 2033.0 2239.2 0.64% 
2(n) 1935.4 1946.2 1957.1 2011.3 2022.2 2033.0 2239.2 0.66% 
3(U) 1929.6 1940.6 1951.7 2006.9 201S.0 2029.0 2239.0 0.67% 
3(n) 1929.6 1940.6 1951.7 2006.9 201S.0 2029.0 2239.0 0.68% 
4(U) 1933.4 1944.3 1955.3 2009.S 2020.S 2031.7 2239.1 0.63% 
4(n) 1933.4 1944.3 1955.3 2009.S 2020.S 2031.7 2239.1 0.67% 

Table 6.14: The second pbest of all particles. 

Particle Xl X2 X3 X4 X5 X6 X25 AFER 

l(U) 1937.3 1945.1 1955.9 2012.S 2023.6 2034.4 2239.3 0.65% 
l(n) 1937.3 1945.1 1955.9 2012.S 2023.6 2034.4 2239.3 0.64% 

2(U) 1935.4 1946.2 1957.1 2011.3 2022.2 2033.0 2239.2 0.64% 
2(n) 1935.4 1946.2 1957.1 2011.3 2022.2 2033.0 2239.2 0.66% 

3(U) 1929.6 1940.6 1951.7 2006.9 201S.0· 2029.0 2239.0 0.67% 

3(n) 1929.6 1940.6 1951.7 2006.9 201S.0 2029.0 2239.0 0.68% 

4(U) 1933.4 1944.3 1955.3 2009.S 2020.S 2031.7 2239.1 0.63% 

4(n) 1933.4 1944.3 1955.3 2009.S 2020.S 2031.7 2239.1 0.67% 

The main difference between the existing models [27,29] and the FTS-PSO model is the 
procedure for handling the intervals based on their importance. The FTS-PSO model also 
incorporates more information in terms of observations, which are represented in terms of 
FLRs. These FLRs are later employed for defuzzification based on the technique discussed 
in section 6.4. In the following, an example is presented to demonstrate the whole process 
of the FTS-PSO model. 
[Example] The FTS-PSO model employs the PSO to obtain the optimal FLRs of both 'JYpe-1 
and 'JYpe-2 observations by adjusting the lengths of intervals for the historical data, D(t), 
where 6/4/2012 :s; t :s; 7/29/2012 (see Table 6.1). In Section 6.4, we have the universe of 
discourse U = [1929.50,2253.10]' where lower bound Xo = 1929.50 and upper bound X26 = 
2253.10, respectively. On the universe of discourse, total 30 intervals are defined based on 
Eq. 6.4.1, but the historical data cover only 26 intervals. Therefore, for the representation of 
particles, we use these 26 intervals. For finding the optimal solution, we define 4 particles'. 
Now, based on U = [1929.50,2253.10]' we define values for the parameters used in Eqs. 
2.4.6 and 2.4.7 as: (a) CPld = [1929.50,2253.10]' (b) Velid,t = [-3,3], (c) Ml and M 2= 1.5, 
and (d) Q = 1.4 (where Q linearly decreases its value to the lower bound, 0.4, through the 
whole procedure) respectively. The positions and velocities of all particles are initialized 
randomly and shown in Tables 6.10 and 6.11, respectively. 

In Table 6.10, we have shown the 26 intervals for each particle. For example, 
the intervals for the initial position of particle 1 are as: II = (1929.50,1940.30J, Iz = 
(1940.30,1951.lOJ, ... , 126 = (2242.30,2253.1OJ, respectively. In Table 6.10, we consider 
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Algorithm 6 FTS-PSO Algorithm 

1: Initialize all particles' positions and velocities; 

2: While (the stopping criterion is not satisfied) Do 

3: For Each particle id Do 

4: Denne linguistic terms based on the current position of particle id; 

5: Fuzzify the time series data set of Type-l and Type-2 observations according to the 
linguistic terms defined in the previous step; 

6: Establish the FLRs based on Definition 2.2.7; 

7: Construct the FLRGs based on Definition 2.2.8; 

8: Establish the relationships between FLRGs of both Type-l and Type-2 observations, and 
map-out them to their corresponding day; 

9: Based on Definitions 6.2.1 and 6.2.2, apply u and n operators on map-out FLRGs of 
Type-l and Type-2 observations, and obtain the fuzzified forecasting data; 

10: Defuzzify the forecasting data based on the "FWDT"; 

11: Calculate the forecasted values individually for u and n operations; 

12: Compute the AFER value for particle id; 

13: Update the pbest and gbest for particle id according to the AFER; 

14: End For; 

15: For Each particle id do 

16: Move the particle to another position according to Eqs. 2.4.6 and 2.4.7; 

17: End For; 

18: End; 

Table 6.15: A comparison of the forecasted accuracy for the FTS-PSO model and the existing 
models based on the first-order FLRs. 

Model 

Chen [12] 

Yu (17) 

ITS-PSO (u operation) 
ITS-PSO (n operation) 

AFER 

1.34% 

1.29% 

0.63% 

0.64% 

those intervals for particle 1 that are used in fuzzification of the time series data set, pre­
sented in Section 6.4. In this process, we follow the steps of Algorithm 6 (modified version 
of Algorithm 5), and obtain the optimal FLRs which are employed for obtaining the fore­
casted results. Then, the AFER value for particle 1 is computed. The AFER values for the 
remaining 3 particles are obtained in a similar manner. Based on the corresponding AFER 
value, every particle updates its own pbest. For simplicity, the initial pbests are considered 
for the initial positions of all particles [27,29). The pbests of all particles are shown in Table 
6.12. In Table 6.12, the PGbest is obtained by particle 3 (for the u operation) and particle 1 
(for the n operation). 

According to Algorithm 6, all particles move towards the second positions based on 
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Table 6.16: A comparison of the forecasted accuracy (in terms of AFER) between the FTS­
PSO model and the high-order model with different orders (the number of intervals = 9). 

Model Order FTS-PSO FTS-PSO 
3 4 5 6 7 8 (u operation) (n operation) 

Chen [77] 1.39% 1.41% 1.40% 1.41% 1.40% 1.40% 1.07% 1.21% 

Table 6.17: A comparison of the forecasted accuracy (in terms of the AFER) for the FTS-PSO 
model based on the different number of intervals. 

Model Number of intervals 

9 10 11 12 13 14 15 

FTS-PSO (u operation) 1.07% 1.04% 1.20% 0.88% 0.89% 0.91% 0.82% 
FTS-PSO (n operation) 1.21% 0.99% 1.22% 1.09% 1.06% 1.04% 1.00% 

Eqs. 2.4.6 and 2.4.7. The second positions for all particles and their corresponding new 
AFER values are presented in Table 6.13. For example, in Table 6.13, the second position of 
particle 1 (for the U operation) is obtained by using Eqs. 6.5.1 and 6.5.2, which are based 
on Eqs. 2.4.6 and 2.4.7, respectively. 

Vell,l(U)= 1.4 x 2.04 + l.5 x Rand x (1940.3 - 1940.3) + l.5 x Rand 

x (1932.6 - 1940.3) = -3 

Veh,2(U)= 1.4 x 3.70 + l.5 x Rand x (1951.1-195l.1) + 1.5 x Rand 

x (1943.6 - 1951.1) = -3 

Vell,25(U)= 1.4 x 2.17 + 1.5 x Rand x (2242.3 - 2242.3) + 1.5 x Rand 

x (2242.0 - 2242.3) = -3 (6.5.1) 

CPl,l (U) = 1940.3 + Vell,l (U) = 1940.3 + (-3) = 1937.3 

CPl ,2(U) = 1951.1 + Veh,2(U) = 1951.1 + (-3) = 1948.1 

CPl ,25(U)= 2242.3 + Veh,25(U) = 2242.3 + (-3) = 2239.3 (6.5.2) 

On comparison of the AFER values between Tables 6.12 and 6.13, it is obvious tha~ 
particle 1, particle 2 and particle 4 for the U and n operations attained their own pbest 
values so far in Table 6.13. Therefore, these three particles update their pbest values, which 
are shown in Table 6.14. In Table 6.14, the new PGbest value is obtained by particle 4 for 
the U operation and particle 1 for the n operation, because their AFER values are least 
among all the particles so far. 

The above steps are repeated by the FTS-PSO model until the optimal solution is 
found or the maximal moving steps are reached. After execution, a new set of optimal FLRs 
are obtained by the PGbest that the particle 4 (u operation) and particle 1 (n operation) 
attain so far, and are further employed for obtaining the final forecasting results. 
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Table 6.18: A comparison of the forecasted accuracy (in terms of the AFER) between the 
FTS-PSO model and the existing 'JYpe-2 model based on the different number of intervals. 

Model Number of intervals 
16 17 18 19 20 

Type-2 model [53] 1.15% 1.15% 1.18% 1.13% 1.13% 
FrS-PSG (u operation) 0.88% 0.85% 0.79% 0.75% 0.72% 
FrS-PSG (n operation) 0.91% 0.93% 0.80% 0.78% 0.81% 

6.6 Empirical Analysis 

To illustrate the forecasting performance of the proposed method, the daily stock index 
price of SBI and Google are used as data sets in verification and validation phases, respec­
tively. The experimental results of the proposed model are compared with different existing 
models for various orders of FLRs and different intervals. 

6.6.1 Stock Index Price Forecasting of SBI 

In this subsection, we present the forecasting results of the FTS-PSO model. The FTS-PSO 
model is validated using the stock index data set of SBI, as mentioned in Section 6.4. For 
forecasting the stock index price, "Open", "High" and "Low" variables are considered as 
the 'JYpe-2 observations, whereas "Close" variable is considered as the 'JYpe-1 observation. 
The '1\ctual Price" is' chosen as the main forecasting objective. Further comparisons on the 
FTS-PSO model and the other existing models are discussed below. 

The FTS-PSO model is trained simultaneously for the u and n operations, and the 
best results obtained by the partiCles are considered to forecast the stock index data. The 
necessary setting of all the parameters for the FTS-PSO model is discussed in Section 6.5. 

The best forecasted accuracies (i.e., the least AFER) are made by particle 4 (for the 
u operation) and particle 1 (for the n operation). Therefore, results obtained by these par­
ticles are used for the empirical analysis. The forecasted results for the u and n operations 
are presented in Table 6.15. In Table 6.15, the forecasted results for the existing FTS mod­
els [12,17] are also presented. The considered FTS models including the FTS-PSO model use 
the first-order FLRs to forecast the stock index data. From Table 6.15, it is obvious that the 
FTS-PSO model is more advantageous than the conventional FTS models [12,17]. 

To verify the superiority of the proposed model under various high-order conditions, 
existing forecasting model, viz., Chen model [77], is selected for comparison. A comparison 
of the forecasted results is shown in Table 6.16. During simulation, the number of intervals 
is kept fix (i.e., 9) for the existing model and the FTS-PSO model. At the same intervals, the 
AFER values obtained for the existing model are 1.39%, 1.41%, 1.40%, 1.41%, 1.40% and 
1.40% for third-order, fourth-order, fifth-order, sixth-order, seventh-order and eight-order 
FLRs, respectively. On the other hand, at the same intervals, the FTS-PSO model gets the 
least AFER values which are 1.07% (for u operation) and 1.21% (for n operation). How­
ever, the smallest AFER value, which is 1.07%, is obtained from the proposed model for the 
U operation. We can see that the FTS-PSO model outperforms the existing models under 
various high-order FLRs at all. 

To verify the performance of the proposed model under different number of inter-
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Table 6.19: A comparison of the forecasted accuracy (in terms of AFER) between the FTS­
PSO model and the existing models (with different number of input values). 

Model Input FTS-PSO FTS-PSO 
5 6 7 8 9 10 (u operation) (n operation) 

Grey model [188] 1.05% 1.66% 1.62% 1.95% 2.34% 2.69% 0.63% 0.64% 
BPNN model [9] 1.33% 1.47% 1.53% 1.51% 1.58% 1.25% 

Hybridized model [6] 1.23% 1.21% 1.21% 1.21% 1.25% 1.17% 

Table 6.20: Daily stock index price list of Google (in USD). 

Date (mm/dd/yy) Open High Low Close Actual Price 

6/1/2012 571.79 572.65 568.35 570.98 570.94 
6/4/2012 570.22 580.49 570.01 578.59 574.83 
6/5/2012 575.45 578.13 566.47 570.41 572.62 
6/6/2012 576.48 581.97 573.61 580.57 578.16 
6/7/2012 587.60 587.89 577.25 578.23 582.74 
6/8/2012 575.85 581.00 574.58 580.45 577.97 

6/11/2012 584.21 585.32 566.69 568.50 576.18 

7/27/2012 618.89 635.00 617.50 634.96 626.59 

vals, the forecasted results are obtained with different intervals ranging from 9 to 15. The 
forecasted results are listed in Table 6.17, where the proposed model uses first -order FLRs 
under different number of intervals. The least AFER values are 0.82% (for u operation) 
and 0.99% (for n operation) for the intervals 15 and 10, respectively. However, between 
intervals 9 and 15, the best forecasted result is obtained from the u operation at interval 15 
(APER = 0.82%). 

To evaluate the performance of the proposed model, it is compared with the existing 
'JYpe-2 FTS model [53], under different number of intervals. A comparison of the forecasted 
results between the proposed model and the existing 'JYpe-2 model is shown in Table 6.18, 
where both these models use different intervals ranging from 16 to 20. For the existing 
model, the lowest forecasting error is 1.13%, which is obtained at intervals 19 and 20. For 
the proposed model, the least AFER values are 0.72% (for u operation) and 0.78% (for n 
operation), which are obtained at intervals 20 and 19, respectively. From comparison, it is 
obvious that the proposed model produces more precise results than existing 'JYpe-2 model 
under different number of intervals. 

To verify the superiority of the proposed model in terms of forecasted accuracy; three 
existing models, viz., Grey model [188], BPNN [9] (with one hidden layer and one output 
layer) and Hybridized model based on FTS and ANN [6], are selected for comparison. These 
three competing models are simulated using MATLAB (version 7.2.0.232 (R2006a)). Dur­
ing the learning process of the BPNN, a number of experiments were carried out to set 
additional parameters, viz., initial weight, learning rate, momentum and minimum weight 
delta to obtain the optimal results, and we have chosen the ones that exhibit the best be­
havior in terms of accuracy. In this work, the initial weight, learning rate, momentum and 
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Table 6.21: Forecasted results of the stock index price of Google (in USD). 

Date Actual FTS-PSO FTS-PSO 
(mm/dd/yy) Price (u operation) (n operation) 

6/1/2012 570.94 574.32 568.01 
6/4/2012 574.83 577.21 572.43 
6/5/2012 572.62 576.28 569.92 
6/6/2012 578.16 580.6 572.68 
6/7/2012 582.74 585.32 579.19 
6/8/2012 577.97 583.7 574.29 

6/11/2012 576.18 574.38 570.32 

7/27/2012 626.59 622.31 622.31 

Table 6.22: Partitions of the universe of discourse and positions of the particle (i.e., best 
particle) among these intervals. 

Model Xs 

FTS-PSO (U operation) 557.73 560.47 563.20 565.93 568.67 
FTS-PSO (n operation) 557.73 560.47 563.20 565.93 568.67 

AFER 

620.60 0.6733% 
620.60 0.4549% 

minimum weight delta are taken as: 0.3, 0.5, 0.6 and 0.0001, respectively. The forecasted 
results for these three models are obtained with different number of input values ranging 
from 5 to 10. A comparison of the forecasted results is presented in Table 6.19. The least 
AFER values for the Grey model, BPNN model and Hybridized model are 1.05% (for input 
5), 1.25% (for input 10) and 1.17% (for input 10), respectively. In our proposed model, the 

. selection of input depends on the establishment of FLRs. For the proposed model, the least 
AFER values are 0.63% (for u operation) and 0.64% (for n operation), which are obtained 
using the first-order FLRs. From comparison, we can see that the proposed model gets a 
higher forecasting accuracy than the existing three models, viz., Grey model, BPNN model 
and Hybridized model. 

The empirical analysis shows that the proposed model is far better than the existing 
forecasting models for stock index data set of SBI. 

6.6.2 Stock Index Price Forecasting of Google 

In this subsection, the performance of the proposed model is evaluated with. the stock 
index data set of Google. The data set of stock index price is covered from the period 
6/1/2012 - 7/27/2012, which is shown in Table 6.20. Here, "Open", "High" and "Low" vari­
ables are selected as the Type-2 observations, whereas "Close" variable is selected as the 
Type-1 observation. The '~ctual Price" is chosen as the main forecasting objective. The 
historical stock index data set of Google is collected from the website4

• 

The FTS-PSO model optimizes the forecasting results and obtains the best results 
(i.e., the least AFER). The forecasting results are shown in Table 6.21. The universe of 
discourse U is considered as U = [555,637J, and is partitioned into 30 intervals. But, the 

4http://in.finance.yahoo.com 
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Table 6.23: A comparison of the forecasted accuracy (in terms of AFER) between the FTS­
PSO model and the existing statistical models. 

Model AFER 

Logarithmic regression 1.9970% 

Inverse regression 2.0472% 
Quadratic regression 1.2683% 

Cubic regression 1.2212% 
Compound regression 1.7123% 
Power regression 1.9891% 
S-curve regression 2.0370% 

Growth regression 1.7123% 

Exponential regression 0.8590% 

FfS-PSO (u operation) 0.6733% 

FfS-PSO (n operation) 0.4549% 

Table 6.24: Statistics of the FTS-PSO model for the stock index price forecasting of Google. 

Statistics Actual Forecasted price Forecasted price 
price (u operation) (n operation) 

Mean (USD) 580.34 583.43 578.11 
SD (USD) 16.12 14.99 16.08 
R (USD) 0.98 0.99 
U (USD) 0.0038 0.0028 

historical data cover only 24 intervals, and the proposed model obtains the forecasted re­
sults using these 24 intervals. More detail results on partitions of the universe of discourse 
and positions of the particle (i.e., best particle) among these 24 intervals are shown in Table 
6.22. 

For comparison studies, various statistical models listed in article [88] are simulated 
using PASW Statistics ISs. A comparison of the forecasted accuracy among the conventional 
statistical models and the proposed model is listed in Table 6.23. The comparative analysis 
clearly shows that the proposed model outperforms the considered models. 
[Robustness] To check the robustness of the proposed model for forecasting the stock in­
dex price of Google, various statistical parameters values as mentioned in Section 2.6 (see 
Chapter 2), are obtained. The experimental results are shown in Table 6.24. The values of 
parameters listed in Table 6.24 are based on the forecasted results presented in Table 6.21. 

From Table 6.24, it is clear that the mean of actual price is very close to the mean 
of forecasted price. The comparison of the SD values between actual price and forecasted 
price show that predictive skill of our proposed model is good for both the u and n opera­
tions. The R values between actual and forecasted values also indicate the efficiency of the 
proposed model. The U values for both u and n operations are closer to 0, which indicate 
the effectiveness of the proposed model. Hence, the robustness of the proposed model is 
strongly convinced with the outstanding performance in case of daily stock index price data 

Shttp://www.spss.com.hk/statistics/ 
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set of Google. 

6.7 Discussion 

This chapter presents an approach combining Type-2 FTS with the PSO for building a time 
series forecasting expert system. The main contributions of this chapter are presented as 
follows: 

* First, the author shows that the problem of stock index price forecasting can be solved 
using Type-2 FTS concept. In this work, the author demonstrates the application of 
the Type-2 model on 4-factors (i.e., "Low", "Medium", "High" and "Close") time series 
data set of SBI. 

* Second, the author shows how the assignment of weights on intervals based on their 
frequencies and later utilization of these frequencies in defuzzification process, can 
improve the forecasting accuracy of the proposed model. 

* Third, the author shows that the accuracy rate of the stock index price forecasting can 
be improved effectively by hybridizing the PSO algorithm with the Type-2 model. 

* Fourth, the author shows that the forecasting accuracy of the FTS-PSO model is more 
precise than the existing FTS models. 

* Fifth, the author shows the robustness of the FTS-PSO model by comparing its fore­
casting accuracy with various statistical models. 

Still, there are scopes to apply the model in some other domains in a flexible way as follows: 

1. To check the accuracy and performance of the model by forecasting the weather for 
different regions, and 

2. To test the performance of the model for different types of financial, stocks and mar­
keting data set. 
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Indian Summer Monsoon Rainfall Prediction 

"I still believe in the possibility of a model of reality, that is to say, of a theory, which 
represents things themselves and not merely the probability of their occurrence." By Einstein 
(1879 - 1955) 

:II 
Organization of the chaptefl: In Section 7.1, we present related works by citing re-
cent research works relevant to this chapter. In Section 7.2, description of data is 
provided. In Section 7.3, statistical features of the corresponding seasonal rainfall 
data are discussed. Description of the method, that is, adopted for modeling purpose 
is discussed in Section 7.4. Method for ensembling the outputs, is discussed in Sec­
tion 7.5. Experimental results are discussed in Section 7.6. Discussion is presented in 
Section 7.7. 
Keywords: ISMR, FFNN, BBNN, Time Series, Drought. 

aBased on: P. Singh and B. Borah. Indian summer monsoon rainfall prediction using artificial neural 
network. Stochastic Environmental Research and Risk Assessment (Springer), 27(7), 1585-1599,2013. 

7.1 Background and Related Literature 

The Indian economy is based on agriculture and its products, and crop yield is heavily de­
pendent on the summer monsoon (June-September) rainfall. Therefore, any decrease or 
increase in annual rainfall will always have a severe impact on the agricultural sector in 
India. About 65% of the total cultivated land in India is under the influence of rain-fed 
agriculture system [23]. Therefore, prior knowledge of the monsoon behavior (during which 
the maximum rainfall occurs in a concentrated period) will help the Indian farmers and the 
Government to take advantage of the monsoon season. This knowledge can be very useful 
in reducing the damage of crops during less rainfall periods in monsoon season. Therefore, 
forecasting the monsoon temporally is a major scientific issue in the field of monsoon me­
teorology. 

The ensemble of statistics and mathematics has increased the accuracy of forecast­
ing of ISMR up to some extent. But due to the non-linear nature of ISMR, its forecasting 
accuracy is still below the satisfactory level. In 2002, IMD failed to predict the deficit of rain­
fall during ISMR, which led to considerable concern in the meteorological community [24] • 

In 2004, drought wa,s again observed in the country with a deficit of more than 13% rain-
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fall [25], which could not be predicted by any statistical or dynamic model. Preethi et al. [26] 
reported that India as a whole received 77% of rainfall during ISMR in 2009, which was the 
third highest deficient of all ISMR years during the period 1901-2009. 

Various experiments were done by researchers to recognize the suitable predic­
tion parameters for forecasting ISMR. Forecasting of ISMR started more than 100 years 
ago[189,190]. Mathematical and statistical models require complex computing power [l91-194]. 
Therefore, many researchers tried to apply ANN for ISMR forecasting. In literature, several 
types of neural networks can be found. But usually, only FFNN and BPNN are used in ISMR 
forecasting. 

Goswami and Srividya [195] forecasted the annual mean rainfall fifteen years in ad­
vance with an average error rate of less than 10%. They proposed a new neural network 
model called CN, which is trained by the BPNN algorithm. The experimental results show 
that the eN is better than the conventional ANN model. Navone and Ceccatto[196] fore­
casted the ISMR using the FFNN. In this approach, ISMR predictors as used in these arti­
cles[197,198], are correlated with the rainfall anomaly using neural network rather than the 
multiple linear regression equation. The experimental results show that the performance of 
the ANN approach is better than conventional approaches. Guhathakurta et al. [199] devel­
oped three different types of models for long-range prediction of ISMR as a discrete input 
layer model (first model), principal Component model (second model), and hybridization 
of first and second model (third model) with the help of two layer hybrid neural network. 
Sahai et al. [2] predicted the seasonal and monthly mean rainfall over India using FFNN with 
EBP, and reported that ISMR has scale variability in predictability and is independent of any 
teleconnection. 

Guhathakurta [200] suggested that ANN models are better than the statistical mod­
els which are mostly used by IMD. He forecasted the rainfall during monsoon season 
for districts of Kerala (India) using the FFNN with back-propagation learning algorithm. 
Chakraverty and Gupta [201] predicted the southwest monsoon rainfall in India for 6 years 
in advance. They used the EBP ANN algorithm along with the supervised learning method, 
and the experimental results show that their proposed model is better than many existing 
models1. Aksoy and Dahamsheh [204] forecasted the precipitation for I-month advance us­
ing the BBNN, RBF and GR neural networks. Later, all these three types of ANN models are 
compared with MLR, and BBNN is reported to be better than RBF and GR neural network 
including MLR. But in case of low precipitation region, RBF is better than BBNN. 

7.2 Description of Data Sets 

In India, ISMR starts in the month of June and ends in the month of September. July and 
August fall in the mid of the monsoon season. In this work, we select monthly (June, July, 
August and September) and seasonal (sum of June, July, August and September) rainfall 
for all India as the main forecasting objective. India (as a whole) is a large country and due 
to the high spatial variability of monsoon rainfall over India, it is unusual to find some ar­
eas with deficient rain even with the best performance of the summer monsoon, and some 
areas of floods even with the worst performance of the summer monsoon season. It is very 
complex to incorporate all these seasonal variabilities in a single series. Therefore, for var­
ious climatological studies, Mooley and Parthasarathy[192] suggested to take the arithmetic 
average of the rainfall values of the stations over the region, which also help in reducing 

1 References are: [195,202,203] 
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Figure 7.1: Curve showing the ACF for June rainfall values (1871-2010). 

Table 7.1: Correlation analyzes of ISMR data for the period 1871-2010. 

Correlation June July August September 

June 1 -0.0342 -0.0311 -0.0645 
July -0.0342 1 0.1005 0.2799 
August -0.0311 0.1005 1 0.2444 
September -0.0645 0.2799 0.2444 1 

the climatic noises or missing values present in data (especially daily data, which contain 
lots of noises and missing values). Hence, Parthasarathy et aI.l20S,206] prepared all-India 
average monthly rainfall values by weighing each of the subdivisional rainfall area (306 
well-distributed rain-guages). These monthly data can be obtained from Parthasarathy et 
al. [206] (1871-1994) and IITM2 (1995-2010) for the period 1871-2010, for each of the 
individual month and seasonal. 

In this work, the time series data for 140 years (1871-2010) are divided into two 
parts as: (a) Training set from the period 1871-1960, and (b) Testing set from the period 
1961-2010. Thus, there are (140 x 5 =) 700 entries of rainfall values in our model. As the 
previous year's rainfall values are used for forecasting the next year, therefore predictions 
are available in the training set from the period 1876-1960 and in the testing set from the 
period 1961-2010. 

7.3 Descriptive Statistics 

The Pearson's correlation values between the four months (June to September) are depicted 
in Table 7.1, which reflect that rainfall is not pair-wise correlated. The correlation values 
for pair June-July (-0.0342), June-August (-0.0311), June-September (-0.0695), July­
August (0.1005), July-September (0.2799) and August-September (0.2444) are very small, 
which also suggested that the relationships are not linear. To analyze the relationship of 
ISMR with its past and future values, ACFs [207] are obtained for each month and seasonal 
rainfall. The curves of ACFs for the four months and seasonal time series are depicted in 
Figs. 7.1-7.5. In these figures, autocorrelation coefficients of rainfall for each of the time 

2http://www.tropmet.res.ln/.2012 
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Figure 7.2: Curve showing the ACF for July rainfall values (1871-2010). 
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Figure 7.3: Curve showing the ACF for August rainfall values (1871 - 2010). 
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series vary from +0.5 to -0.5 (corresponding to lags 1,2, ... , 100). This indicates that ISMR 
time series for each of the four months and seasonal exhi~it no persistence. 

Normality of the distribution of each time series is checked by analyzing skewness 
and kurtosis test [208,209). A complete statistical summary of the distribution of ISMR data for 
the period 1871-2010 is presented in Table 7.2. The time series data for the months June­
September demonstrated the skewness values ranging from -0.08 to 0.12, and kurtosis 
values ranging from 2.56 to 5.56. This indicates that distributions of rainfall throughout the 
monsoon season are far from normal with 95% confidence. 

All these statistical results imply the significance of designing an ANN based model 
for advance prediction of rainfall. Therefore, in this work, an ANN based model is presented 
to predict ISMR of a given year using the observed time series data of the four months 
and seasonal. The model is developed based on supervised BPNN algorithm where the 
learning process aims to minimize the error rate between predicted output and the actual 
observation. The performance of the model is assessed using various statistical parameters. 
Large number of input patterns may lead to overfitting of a model, and the determination 
of suitable predictor parameters for ISMR is not yet possible as far as existing literatures are 
concerned3 • So, we try to predict ISMR based on the monthly time series rainfall values. 
In this work, an attempt has also been made to predict the seasonal rainfall amounts for 5 
years in advance. 

3References are: [2,210-212) 

(97 I 129) 



98 7.4. DESCRIPTION OF THE NEURAL NETWORK BASED METHOD 

Table 7.2: Statistical summary of ISMR data for the period 1871-2010. 

Statistics June July August 

Mean (mm) 163.88 272.22 241.85 
Min (mm) 78.2 117.6 144.1 
Max (mm) 241.6 346 339.3 
St. dey. (mm) 36.59 37.98 37.91 
Skewness -0.08 -1.19 0.04 
Kurtosis 2.39 5.56 2.56 
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Figure 7.4: Curve showing the ACF for September rainfall values (1871 - 2010). 

7.4 Description of the Neural Network Based Method 

7.4.1 Architecture of the Proposed Model 

The architecture of multi-layer neural network is more complex than single-layer neural 
network (as discussed in Chapter 2). In the proposed neural network architecture, some 
additional complexities are removed by considering the following paradigms: 

1. A MLFF neural network with a nonlinear activation function can classify the data very 
efficiently[213]. Therefore, this type of neural network is considered in the develop­
ment of our architecture. 

2. A MLFF neural network with more than three layers can generate arbitrarily complex 
decision regions [214]. Therefore, a single hidden layer with one input layer and one 
output layer is considered in designing the architecture. 

3. A large number of neurons in hidden layer can make the training process of MLFF 
neural network more complex, because the weight of each interconnection link needs 
to be adjusted in each iteration of the training process. Therefore, the proposed neu­
ral network is designed with minimum number of neurons in hidden layer. During 
the training process, each time an error is calculated while adjusting the weights. To 
minimize this error, BPNN is used, where the error is propagated back to the hid­
den layers [215,216]. Therefore, BPNN is integrated with MLFF neural network in our 
architecture. 
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Figure 7.5: Curve showing the ACF for Seasonal rainfall values (1871 - 2010). 

Based on the mentioned paradigms, we have proposed the five neural network ar­
chitectures designated as BPI, BP2, ... , BPS using three-layers of neurons (one input layer, 
one hidden layer and one output layer). In this work, the minimum number of neurons in 
the input and hidden layers are determined by the following equation (217): 

H Lnodes = 1 Lnodes + 1, (7.4.1) 

where H Lnodes and I Lnodes represent the number of neurons in the hidden and input layers, 
respectively. The description of the neural network architectures with different H Lnodes and 
1 Lnodes are presented in Table 7.3. By subsequently increasing the number of nodes in the 
input and hidden layers in the architecture of BPI neural network, the rest of the neural 
network architectures as listed in Table 7.3, can be obtained. 

To control the training process of the neural network, initial weights, learning 
rate, momentum, epoch, minimum weight delta, activation function, etc. parameters are 
used. The detailed description of all these parameters can be found in Sivanandam and 
Deepa [109] . 

7.4.2 Learning Process of Neural Networks 

To explain the learning process of neural networks, only BPI neural network is considered 
here as an example. In this neural network, there are 6 nodes in input layer. The arrange­
ment of patterns in the input layer is done in the following sequence: 

13'lffi - ((X t- 4 X t- 3 X t- 2 X t- 1 xt)] (7.4.2) t 1 t , 1. 1 1. 1 t 1 

1311,1 ((X t- 4 X t- 3 X t- 2 X t- 1 xt)] 
J'3'J'J'J' 

(7.4.3) 

laug [(X t- 4 X t- 3 X t- 2 X t- 1 xt)] k,k,k'k,k, (7.4.4) 

Isep [(X t- 4 X t- 3 X t- 2 X t- 1 xt)] 1 , 1 , 1 , 1 , 1 , (7.4.5) 

Iseas [(X t- 4 X t- 3 X t- 2 X t- 1 X t )] 
m' m' m' m' m' (7.4.6) 
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Table 7.3: Description of the five neural networks. 

Designation ILnodes HLnodes Output Layer Node 

BPI 6 7 1 
BP2 7 8 1 
BP3 8 9 1 
BP4 9 10 1 
BPS 10 11 1 

where Xi, Xj, X k , Xl and Xm denote the recorded rainfall values of June (Ijun), July (Ijul), 
August (Iaug), September (Isep) and seasonal (Iseas), respectively. Here, each "t" represents 
the year, i.e., "t - 4" denotes 1871, "t - 3" denotes'1872 and so on. 

BPI neural network is trained individually for the five time series data of June, July, 
August, September and seasonal. The prediction of one year rainfall (i.e., rainfall values of 
(t - 4), (t - 3), (t - 2), ... ,t years are used to predict (t + 1) year rainfall value) is obtained 
from the previous five years rainfall values of the training data (1871-1960). Therefore, 
there is a five year overlap in the prediction of rainfall values for BPI neural network, and 
thus predictions are available in the training set from the period 1876-1960. Similarly, 
for BP2-BPS neural networks, predictions are available in the training set from the periods 
1877-1960, 1878-1960, 1879-1960 and 1880-1960, respectively. The phases employed 
for the training process of BPI neural network are presented in Appendix-A of the arti­
cle [9], written by Singh and Borah. Remaining neural networks are trained in a similar 
manner. 

In the present approach, the weights are required to be adjusted in each iteration of 
the training phases, which leads to an increase in training time of the architecture. So, to 
over come this problem, the weights are updated after all the training information are pre­
sented. Further, this neural network is carried out for testing process. The phases employed 
for the testing process of the neural network is presented in Appendix-B of the article [9] , 

written by Singh and Borah. 
A convergence problem occurs if the original data is used as the input to the neural 

network [218,219]. To avoid this problem, the scaling of data is done using z-score normal­
ization [125,173]. For example, the elements of time series data "It are normalized based on 
the mean and standard deviation of "I/'. An element "X" of "1/' is normalized to "X" by 
computing: 

, X-J. X= t , (7.4.7) 
ali 

where Ii and ali are the mean and standard deviation, .respectively, of time series data "1/'. 
At the end of the training process, the outputs are denormalized into the original data for­
mat for obtaining the desired outputs. 

In this way, the remaining neural networks (BP2-BPS) are trained and tested sep­
arately for June, July, August, September and seasonal time series data by subsequently 
increasing the number of nodes in the input and hidden layers. As the' number of nodes 
in the input and hidden layers are increased successively in our proposed neural networks, 
we also need to increase the number of observed rainfall values (Xi, Xj, Xk> Xl and Xm) 
in the input arrays 7.4.2-7.4.6 successively. 
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Figure 7.6: Comparison of observed and predicted June rainfall values (top to bottom) for 
the training (1876-1960) and testing (1961-2010) data. 

7.5 Ensemble of Outputs 

Due to handling of large number of input variables, hidden neurons and additional param­
eters, the ANN outputs tend to become unstable. To resolve the problem of instability, an 
ensemble neural network approach is adopted [220,221]. In this approach, outputs obtained 
from various neural networks are combined together to improve the accuracy as well as 
the stability of the model. In this work, the final output is computed by taking the average 
of combined outputs from the individual neural networks. Mathematically, output of the 
ensemble approach can be defined as [219]: 

(7.S.1) 

where Ot (x) is the function computed by the ith neural network, and n is the total number 
of neural networks trained. 

The main aim of employing this approach is for its ease of understanding and imple­
mention [222,223], and also its error rate lies within the acceptable range4 . 

7.6 Simulation Results and Discussions 

7.6.1 Empirical Analysis 

The main objective of this research is to present a neural network model for predicting 
ISMR values from existing time series data, so that it can represent the dynamic nature 
of rainfall. For this purpose, the five neural networks are trained and tested separately 
using the monthly and seasonal time series data. During their learning process, different 
experimen.ts were carried out to set the values of additional parameters (See subsection 

4References are: [222,224,225] 
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Figure 7.7: Comparison of observed and predicted July rainfall values (top to bottom) for 
the training (1876-1960) and testing (1961-2010) data. 

7.4.1) to obtain the optimal results, and we have chosen the ones that exhibit the best 
behavior in terms of accuracy. In this work, the initial weight, learning rate and momentum 
are taken as 0.3, 0.5 and 0.6, respectively. The parameter minimum weight delta is also 
adjusted to speed up the learning process and it is set to 0.0001. 

We compare our results with that of Sahai et al . [2] model. Both competing model 
and the proposed model use the BPNN algorithm, which is more sensitive to the number 
of neurons. A few numbers of neurons can lead to underfitting, while large numbers can 
contribute to overfitting [226]. In the proposed neural networks, the number of neurons in 
the input layer vary from 5 to 9 (See Table 7.3), whereas the Sahai et al . [2] model uses 
25 number of neurons in the input layer. Another complexity in the Sahai et al. [2] neural 
network architecture is that it consists of four layers (one input layer, two hidden layers and 
one output layer), whereas the proposed neural networks consist of three layers (one input 
layer, one hidden layer and one output layer). Therefore, the proposed neural networks are 
simple and less complex in comparison to the Sahai et al. [2] neural network, which can 
reduce the possibility of overfitting to some extent. Another effective measure is taken in 
this work to avoid the overfitting problem by stopping the learning process of the neural 
networks as soon as the error rates reach to an acceptable limit. All these error rates were 
observed over 10,000 number of epochs. The predicted results from all the five neural 
networks are then ensembled together (See formula (7.5.1)). 

The performance of the proposed model is evaluated with the help of A and SD 
of the observed and predicted values, R between observed and predicted values, RMSE 
and P P. These parameters are defined in Chapter 2 (see Section 2.6). The statistics of 
the results obtained for the training data are presented in Table 7.4. The last columns of 
Table 7.4 depict the results reported by the Sahai et al. [2] model. Now, a comparison of our 
statistics of rainfall predictions is made with the results of the Sahai et al. [2] model. The 
A and SD of the observed and predicted values for the proposed model are very close to 
that of the actual values in comparison to the Sahai et al. [2] model. The R values between 
the actual and predicted rainfall for the four months and season also indicate the efficiency 
of the proposed model. The forecasting results in terms of RM S E also portray very small 

(102 I 129) 



CJ 

~ ..., 
t'I:I 
::0 
-....:J 

Table 7.4: Comparison of experimental results of the proposed model and Sahai et a1. model [2) for the training and testing data. ..... 
Z 
C1 

Proposed Model (1876-1960) Model (1876-1960) [2) ~ 
Statistics Seasonal June July August September I Seasonal June July August September 

en c:: 
A Observed (mm) 

~ 
855.3 164.5 276.4 242.7 171.7 855.3 164.5 276.4 242.7 171.7 ~ 

A Predicted (mm) 161.01 168.6 164.7 
t'I:I 

852.4 272.4 241.54 858.8 158.3 270.9 240.1 ::0 
SD Observed (mm) 80.8 37.2 38.3 40.8 39.1 80.8 37.2 38.3 40.8 39.1 ~ 

0 
Training Data S D Predicted (mm) 72.4 30.3 31.4 35.2 32.5 64.8 23.3 28.2 33.1 28.4 Z 

en 
"...... R 0.92 0.89 0.88 0.92 0.90 0.91 0.85 0.84 0.91 0.82 0 ~ 0 0 RMSE (mm) 28.12 17.3 16.01 14.1 18.08 34.94 22.34 21.94 17.84 23.95 w Z 

pp 0.65 0.53 0.58 0.66 0.54 0.18 0.36 0.33 0.19 0.37 ~ ~ 

N 
\Q Proposed Model (1961-2010) Model (1961-1994) [2) Z 
'--' 

~ Statistics Seasonal June July August September I Seasonal June July August September t'""" 
'"C 

A Observed (mm) 833.03 160.76 263.57 242.91 165.79 840.0 157.6 267.1 249.4 166.2 ~ 
A Predicted (mm) 825.95 157.06 260.01 239.56 163.02 829.5 159.0 269.6 246.5 165.8 C1 ..... 
SD Observed (mm) 86.70 34.37 37.21 32.80 34.06 90.4 32.9 33.6 32.0 36.0 

CJ ..., ..... 
Testing Data SD Predicted (mm) 78.56 30.11 32.01 27.9 28.01 69.2 18.8 22.6 24.0 17.2 0 

Z 
R 0.85 0.87 0.89 0.91 0.88 0.81 0.67 0.63 0.83 0.74 
RMSE (mm) 26.02 18.50 20.09 15.12 20.00 54.24 24.76 26.14 18.33 26.02 
pp 0.70 0.46 0.46 0.54 0.41 0.36 0.56 0.60 0.33 0.52 
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Figure 7.8: Comparison of observed and predicted August rainfall values (top to bottom) 
for the training (1876-1960) and testing (1961-2010) data. 

error rate in comparison to the Sahai et al. [2] model. The P P values in Table 7.4 also signify 
the effectiveness of the proposed model. 

The prediction results obtained for the testing data are also depicted in Table 7.4 in 
terms of various statistical parameters. These results are then compared with the results 
reported by the Sahai et al. [2] model (last columns of Table 7.4). Though, the range of 
testing data in this study is larger than the data used by the Sahai et al. [2] model, but the 
results clearly exhibit superiority of our model. Table 7.4 states that Sahai et al. [2] model 
performs well in training data, but the performance goes down for testing data. This can be 
conceived from the large fluctuation in the S D of observed and predicted values of Sahai et 
al. [2]. However, in case of the proposed model, the SD of observed and predicted values are 
very close to each other. In terms of R, RM S E and P P, the proposed model also exhibits 
better performance than the Sahai et al. [2] model. 

The comparison graphs are also plotted for the training and testing data as shown 
in Figs. 7.6-7.10, respectively. These figures clearly demonstrate that our model predicts 
rainfall values, which are very close to observed rainfall values. From the above discussions, 
it is quite apparent that the proposed model is much better than the Sahai et al. [2] model 
in terms of accuracy and performance. 

7.6.2 Seasonal Rainfall Prediction: Interpretation in terms of Hydrology 

Due to the dynamic nature of seasonal rainfall (June to September), it's advance prediction 
with exact amount is a very challenging task. These fluctuations in the quantity of seasonal 
rainfall over different parts of the country shows significant effect on agriculture and econ­
omy. Various definitions have been used to define these fluctuations of rainfall in terms of 
drought and flood, which are complex hydrological events, and are characterized by a few 
correlated random variables [227]. Meteorological drought is usually measured by how far 
from normal the precipitation has been over some period of time [228]. In 1971, IMD con­
sidered drought to have occurred in a year over a region or subdivision when the seasonal 
rainfall was less than 75% of the normal [206]. Rajeevan et al. [202] categorized the seasonal 
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Figure 7.9: Comparison of observed and predicted September rainfall values (top to bot­
tom) for the training (1876-1960) and testing (1961-2010) data. 

rainfall amount into five categories. Based on these categories, a seasonal rainfall amount 
which is characterized by less than 90% of LPA of the seasonal rainfall data is considered as 
drought. 

From the above discussions, it is obvious that it affects surface water as well as 
ground water, which can lead to reduced water supply, deteriorated water quality, crop fail­
ure and disturbed riparian habitats [229]. It also causes degradation of soil and which leads . 
to desertification [230-232]. Therefore, drought monitoring, drought prediction and analysis 
of spatial extent of drought risk are the theme of many studies globally in order to assist 
agricultural or environmental management [233,234] . 

Drought prediction is especially important in case of India as it's agriculture heav­
ily relies on natural rainfall which is mainly concentrated in a short span of time during 
monsoon season. Any anomaly in this could result in a catastrophe. Many studies have 
been focused on droughts for small regions or for whole of India. Some researchers have 
concentrated on the probabilistic study of drought [235,236], whereas .some have focussed on 
the climatological aspect of flood [235]. A statistical approach has been used by Chowdhury 
et al. [237] to study drought incidences over India. Shewale and Ray[238) worked on prob­
abilities of occurrence of drought in various sub-divisions of India. Gore and Ray[239,240] 
studied droughts over Maharashtra (2002) and Gujarat (2002, 2004) over smaller spatial 
scale. 

Most recently, new techniques such as ANN, FL and hybridization of ANN and FL 
have been applied as an efficient alternative tool for m9deling complex hydrologic sys­
tems and widely used for forecasting. Many researchers [241-243] utilized ANN for modeling 
rainfall-runoff process; Jain and Kumar[244] for hydrologic time series modeling. Medium 
and long-term prediction of both the likelihood of drought events and their severity has 
been made using ANN technique [245]. Mishra et al. [246] applied the feed-forward recursive 
neural network and ARIMA models for drought forecasting using SPI series a~ drought in­
dex. The results have demonstrated that neural network method can be successfully applied 
for drought forecasting. 

To illustrate the applicability of the proposed model, the seasonal rainfall amounts 
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Figure 7.10: Comparison of observed and predicted Seasonal rainfall values (left to right) 
for the training (1876-1960) and testing (1961-2010) data. 

for 5 years (2011-2015) in advance have been predicted, which is presented in Table 7.5. 
According to IMD, the rainfall values are categorized into five categories [2471. These are: 
deficient (less than 90% of LPA), below normal (90-96% of LPA), normal (96-104% of 
LPA), above normal (104-110% of LPA) and excess (above 110% of LPA). Based on these 
categories, the predicted seasonal rainfall amounts are categorized, which are shown in the 
last column of Table 7.5. 

According to the reports published by IMD in 2011 and 2012, all India monsoon sea­
son rainfall over the country as a whole during 2011 and 2012 were 102% and 92% of LPA, 
which are normal and below normal respectively[248,2491. The proposed model also success­
fully predicted the seasonal rainfall amounts for 2011 and 2012 as 841.36 mm (103% of 
LPA based on 1961-2010 seasonal data) and 831.22 mm (103% ofLPA based on 1961-2010 
seasonal data) respectively, that is very close to actual. 

The categories of the rainfall as defined above depend on the range of the data 
selected for computing LPA. Therefore, the predicted category for the seasonal rainfall of 
2012 differs from the actual category since we have determined LPA based on the seasonal 
data of 1961-2010 while LPA value of IMD is based on data of 1951-2000. The proposed 
prediction of the seasonal rainfall for the remaining years (2013-2015), may however be 
checked by the successive reports as published by IMD in the current years. 

7.7 Discussion 

The main motivation of the present work is not only to develop a model for the predic­
tion of ISMR on monthly and seasonal time scales, but also to demonstrate it's applicability 
for advance prediction of the seasonal rainfall amounts. But, the non-stationary nature of 
ISMR makes it's deterministic prediction more complex. However, various recent studies 
suggested that the predictability of ISMR in monthly as well as seasonal time scale is pos-
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Table 7.5: Five years advance prediction of the seasonal rainfall amounts (in mm) for the 
period 2011-2015. 

Year Actual Category Predicted Category 
Rainfall Rainfall 

2011 901.2 Normal 841.36 Normal 
2012 819.8 Below Normal 831.22 Normal 
2013 8l4.48 Normal 
2014 800.94 Normal 
2015 826.94 Normal 

sible using time series analysis5. Various researchers suggested that dynamic global models 
have poor skills in predicting ISMR6. All these models have downside that they depend on 
the interrelationship of global variables or predictors, which changes with time7. 

The recent studies revealed that the prediction problem of ISMR can be resolved 
using time series data analysis and ANNs [207,261]. Therefore, for prediction of ISMR, we 
have adopted only time series data, and trained and tested the whole data (1871-2010) 
in the proposed neural network model, and predicted results were obtained. For training 
and testing purpose, the standard BPNN is employed, which has several advantages over 
other neural networks such as RBF [262] and PNN [263]. RBF neural network requires thou­
sand of epochs for its learning process, so it is slower than BPNN. RBF neural network also 
needs more number of neurons for its training [110], because the number of neurons in the 
first layer is determined by the number of input/target pairs in the training data set [264]. 
Another advantage of BPNN over PNN is that we can manipulate the stopping criteria ac­
cording to the training condition [265] . 

Results that are obtained are validated using various statistical parameters, which 
indicate that the presented model is computationally robust and capable of learning very 
fast. The architecture of the developed networks are comparatively simpler and they are 
able to predict the non-linear behavior of ISMR much more accurately compared to the 
Sahai et al. [2] model. Based on the proposed model, the seasonal rainfall amounts for the 
next five years have also been predicted. This analysis could be advantageous for advance 
prediction of events like drought and flood. However, ability of our model to predict rain­
fall amount in advance can be evaluated by the future years' observations, which will draw 
more interesting findings and conclusions. 

The proposed model is found to be very time efficient for simulation, training, test­
ing, and analyzing the data, which is important from the perspective of prediction studies 
which involves the prediction of dynamic variables of the environment. 

5References are: [202,250-255] 
6References are: [254,256-258] 
7References are: [255,259,260] 
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Conclusions 

"Everything should be made as simple as possible, but not simpler." By Albert Einstein 
(1879 - 1955) 

11 
The final chapter of the thesis concludes (a) the contributions in the domain (refer to 
Section 8.1), and (b) those future research works that are associated with the domain, 
which require further investigations by the scientific community (refer to Section 8.2). 

8.1 Contributions of This Ph.D. Dissertation 

The main motivation for the research work is the growing need of time series forecast­
ing in nearly all fields of natural and social sciences and engineering, especially weather 
and financial forecasting. However, the main problem in the time series forecasting is to 
choose the best methodology for fulfilling the desired goals and objectives under reasonable 
time. To deal with these issues, an extensive literature reviews were carried out and it was 
concluded that out of the various methodologies, SC is the most appropriate and efficient 
technique for resolving these. SC is the amalgamated domain of different methodologies 
such as fuzzy sets, ANN, EC, rough sets and probabilistic computing. Therefore, among 
these techniques, to find which technique is most suitable for our problem, consumed a lot 
of time. As most of data under prediction are uncertain in nature, it may represent the past 
behavior of the system, but it unable to predict the future behavior. So to handle these un­
certainties in the data, fuzzy sets theory is the most appropriate one. Song and Chissom [10] 

used this theory in the forecasting of time series and popularly named as "FTS forecasting 
model". Motivated from this, we have extended their idea in the present thesis on resolving 
various domain specific problems based on time series forecasting. Here, we have reported 
four significant contributions in time series forecasting models using SC techniques (espe­
cially FTS) and their hybridization. Apart from these four major contributions, this thesis 
also reported one research work based on application of ANN technique in time series fore­
casting. 

The main research contributions of the thesis are summarized as follows. Five dif­
ferent time series forecasting models using SC techniques are introduced: 

1. A basic single-factor FTS forecasting model. 
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2. A single-factor high-order fuzzy-neuro hybridized time series forecasting model. 

3. A two-factors high-order neuro-fuzzy hybridized forecasting model. 

4. A FTS-PSO hybridized model for M-factors time series forecasting. 

5.' An ANN based Indian Summer Monsoon r:ainfall prediction technique. 

The first model proposed is an improvement over the original works presented by Song and 
Chissom [10], and later modification by Chen [12]. We have contributed a new data discretiza­
tion approach entitled as "MBD". In this model repeated FLRs are given due weightage, 
which was the limitation of previous existing FTS models. To define weight for each FLR, 
a new approach entitled as "IBWT" is incorporated. It is also recommended to employ the 
"IBDT" for defuzzification operation. 

Many researchers suggested that high-order FLRs improve the forecasting accuracy 
of the models. Therefore, in the development of second model, the high-order FLRs is used 
to obtain the forecasting results. In this model, for creating the effective lengths of inter­
vals of the historical time series data set, a new "RPD" approach (refer to Section 4.4) is 
introduced. We have also suggested the use of previous state's fuzzified values (in the left 
hand side of FLRs). To obtain the final forecasting results from these FLRs, an ANN based 
architecture (refer to Fig. 4.1) is incorporated in the proposed model. The effectiveness of 
this model is established over real life data sets. 

In real-time, one observation (variable) always relies on several observations. A new 
model is developed to deal with the forecasting problems of two-factors time series data. 
The proposed model is designed by hybridizing ANN with FTS. This model uses the ANN 
for clustering the time series data set into different groups. We have also introduced some 
rules for interval weighing (refer to Sub-Section 5.3.6) to defuzzify the fuzzified time series 
data sets. This model has been established to be effective in forecasting the time series with 
optimal number of intervals. 

To improve the forecasting accuracy, all the observations can be incorporated in the 
forecasting model. Therefore, a new Type-2 FTS model which can utilize more observations 
in forecasting is introduced. The predictability of this Type-2 model is later enhanced by 
employing PSO technique. The main motive behind the utilization of the PSO with the 
Type-2 model is to adjust the lengths of intervals in the universe of discourse that are em­
ployed in forecasting, without increasing the number of intervals. The daily stock index 
price data set of SBI is used to evaluate the performance of the proposed model. The pro­
posed model is also validated by forecasting the daily stock index price of Google. 

Lastly, an attempt is made to demonstrate the application of ANN in ISMR forecast­
ing. For this purpose, we have used BPNN algorithm, and presented five neural network 
architectures designated as BPI, BP2, "" BPS using three layers of neurons (one input 
layer, one hidden layer and one output layer). Separate data set are used for training as 
well as testing each of the neural network architectures, viz., BPI-BPS. The forecasted 
results obtained for the training and testing data are then compared with existing model. 
Results clearly exhibit superiority of our model over the considered existing models. In this 
study, the seasonal rainfall values over India for next 5 years have also been predicted. 

From the above discussion, following general points can be concluded:' 

* SC techniques fit very well with the time series data sets (especially weather and 
financial) which are very non-stationary and uncertain in nature. 

* Hybridized models (as discussed in Chapters 4,5 and 6) are more robust and efficient 
than non-hybridized model (as discussed in Chapter 3). 
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* Models with more parameters give better forecasting results as discussed in Chapters 
5 and 6. 

* In the thesis, the proposed models are verified and validated with different weather 
and financial time series data sets. Empirical analyzes signify that all these models 
have the robustness to deal the time series data sets very efficiently than various 
conventional FTS and statistical models (as discussed in the Chapters 3 and 6). 

* The performance of the models are also evaluated with various statistical parameters, 
which signify the efficiency of the models. 

8.2 Future Work 

In this thesis, we introduced various forecasting models based on the SC techniques. How­
ever, this study deserve further studies, therefore the final section we would like to suggest 
a few significant future works closely related to our study. 

* In observation of certain event, recorded time series values not only depend on pre­
vious values but also on current values. Therefore, representation of FLR in terms 
of high-order is a worthy idea in FTS modeling approach [19]. However, defining FLR 
in high-order is more complicated and computationally more expensive than first­
order [88]. There is a need to put more stress on development of new methods that 
can automatically determine the optimal order of the high-order FLRs to deal with 
the forecasting problems. 

* The multivariate FTS models are based on the prior assumption that one-factor al­
ways dependent on other factors. In order to fuzzify all these factors together, it is 
very much essential to extract the hidden information from the data, and then try 
to explore the membership values of each datum. To tackle this problem, many re­
searchers use FCM technique1 . Some researchers2 introduce unsupervised clustering 
techniques that determine the membership values efficiently. In spite of all these 
development, there is the need for future research on developing more robust data 
clustering algorithm for multivariate FTS model. 

* The FTS models should consider the change in trend associated with the time series 
in terms of upward, downward or unchanged, besides predicting the future values. 
Development of more robust trend-based models can be tried. 

* This study reflects that hybridized models are more robust than conventional FTS 
models. However, difficulties arise in determining the applications of such techniques 
in suitable phase. Therefore, there is the need to develop model selection techniques 
that can effectively make the use of both input variables and knowledge, and fulfill 
the forecasting objectives. 

* Most of the existing FTS models have used Chen's defuzzification method [12] to ac­
quire the forecasting results. However, forecasting accuracy of these models are not 
good enough. In this thesis, we also introduced new defuzzification techniques in the 
Chapters 3-6. In spite of these contributions, there is scope to propose new defuzzifi­
cation techniques. Entropy based methods can be tried. 

1 References are: [60,60,68,70,94,155,266] 

2References are: [6,21,22,62,64,67,86] 
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