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Abstract

With rapid growth of high speed networks, faster computations aﬁd effi-
cient high volume data tra.nsfers society’s dependence on computers, networks
and the Internet has risen tremendouslv At the current high level of (,omputer
utilization, system-generated or artificially genera.ted threa,ts to our (,omputer
infrastructure have also risen immensely. Many new and sophisticated protec-
tive measures have been developed to counter threats. These measures become
obsolete after a short duration of time as they fight against highly intelligent
software generated threats. A threat to a computer network is considered an
intrusion or attack. Network intrusion detection is carried out in two ways:
misuse or signature based and anomaly based. A misuse based network intru-
sion detection system (NIDS) performs detection on the basis of prior ‘attack
instances. Thus, this method of _detection cannot detect new or unknown
attacks. On the other hanci, an anomaly based network intrusion detection
system (ANIDS) attempts to detect new or unknown attacks from the current
attack instances, using innovative,attack detection methods. In current re-
search in the domain of network intrusion detection, anomaly based network
intrusion detection has drawn in-depth attention because of its inherent abil-
ity to detect unknown attacks without.needing instances of prior attack data.
Anomaly based network intrusion detection is closely related to the analysis
of network traffic data. Network traffic data is high dimensional and occurs in
high volumes with numerical, categorical and mixed attributes. Data mining
{echiniques ate siilable for analyZiiig laige voluitie data to discovér notlrivial
embedded patterns (regularities ands'relationships‘).\Data mining has thé po-
tential to provide efficient and effective solutions to the problem of network
intrusion detection where handling huge volumes of high dimensional data is
an absolute necessity.

In this thesis, we provide an in-depth study of weaknesses in networks
from the view point of attackers, types of network intrusions, and network
intrusion detection methods using data mining techniques. We discuss fun-
damentals of computer networks, intrusion detection methods, characteristics

of intrusion data, generation of intrusion data, and evaluation metrics for de-



tection methods. Apart from two exhaustive surveys on network anomaly
detection methods and outlier based anomaly detection methods, our main
contributions are four anomaly based intrusion detection methods included in
this thesis.

e A superwsed learning method for anomaly based intrusion detectlon
which builds a model on the basis of pre—la,beled training data.

¢ An unsupervised learning method for anomaly based intrusion detection
which can detect known.as well as unknown attacks using analysis and

extraction of interesting relationships from input data.

o An outlier based network anomaly detection method which can identify
rare class attacks by isolating or partitioning the rarely occurring

instances or instances that are dissimilar from the majority of instances.

oA multi-level hybrid ariomaly 'based' niétwork intrusion detection method
where competing supervised ‘and' unsiipervised intrusion detection meth-
ods with their inherent advantages are combined appropriately for the
purpose of fietwork 'intrusion detection with' high' detection accuracy.

Experimental' results on benchmark public and real life private datasets
establish the validity of the proposed methods.

Keywords: Network, ntrusion, masquerade, misuse, anomaly, supervised,
unsuperuised, outher, multi—level hybrid, packet, netflow, DoS, vulnerability,

swynialure, récull, précision, [riue positive, fulsé posulive,
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1. Introduction

Network based .computer systems play vital role in modern society for infor-
mation. “The dependencv on network based computer system is inevitable for
all financial and other transactions, business processes, government adminis-
trations and social communications. These interconnected computer systems
are transforming our day-to-day activities like financial or government ad-
ministrations or other different transactions very fast and easily accessible.
The Internet is a broader network of interconnected computer systems It is
the network of networks. The role of the Internet is to, convey information
of all types, starting from simple binary data transfer to complex real-time
multimedia data transmission. With the evolutionary expansion of computer
networks and its increased usage, they have become the target of enemies and
criminals. The security of computer system is compromised when network in-
trusion occurs. The intrusions or attacks to the computer or network systems
are the activity or attempt to destabilize it by compromising the computer
security in confidentiality, availability or integrity of the system.

1.151 Recent ‘N etwork and The Inlternej;

Networks arc created with scveral individual entitics to perform complex in=
teractions. It provides people and machine varying communication services.
A computer network is comprised of several physical and software compo-
nents. Networking functions are designed as a layered model viz., ISO/OSI
(International Organization for Standardization/ Open Systems Interconnec-
tion), TCP/IP (Transport Control Protocol/ Internet Protocol). Each layer
is responsible for a different facet of communications independently without
affecting thé adjacent layer. Each individual entity of a network layer is as-
81gned a definite role to play towards the ensemble behavlour of the network.
Networks now have to confront an unprecedented 1ange of threats, specifi-
cally, attacks and vulnerabilities. - Figure 1 1 shows continuous growth of the
Internet users’. However, with this increasing growth of the Internet users,
the number and types of threa,ts to disrupt the normal Internet activities also
have been increasing significantly. A list of {op 20 most commonly used mali-

Thttp://www.isc.org/solutions/survey /history
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Figure 1.1: Internet host 1981-2012 Statistics

cious programs? involved in the Internet attacks in the year 2011 is shown in
Table 1.1.

1.1.2 "Network Vulnerabilities

Network vulnerabilities are inherent weaknesses in the design, configuration,
or implementation of computer networks that render it susceptible t¢ a threat
of security. Threat may arise from exploitation of design flaws of hardware and
software of computer ;1etw6yk systems, Systems may be incorrectly configured,
and therefore vulnerable to attack. The vulnerabilities of this kind generally
occur from inexperience, insufficient training, or half done work. Another
vulnerabjlity source is the poor management such as inadequate procedures
and insufficient checks of the network systems.

1.1.3 Anomalies in Networks
A computer network is forined based oii the contributions of several individual
entities towards providing several complex communication services. A network

is made of several components. Networking functions are structured as a
layered model viz., ISO/OS], TCP/IP, Each layer is trusted for a different part,

Zhttp://www.securelist.com /Kaspersky/Security /Bulletin /2010/Statistics /2010
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Table 1:1: The Top 20 malicious programs on the Internet

. - Number-of , % of AL
Rank  Name Attacks i Attacks
1 ‘Malicious URL ~ ~ 712,999,644 75.01%
2 _Trojan.Script.Iframer 35,522,262 3.67%
3 Exploit.Script.Generic 17,176,066 1.81%
4 Trojan.Script.Generic 15,760,473 1.66%
5 Trojan-Downloader.Script.Generic 10,445,279 1.10%
6 Trojan.Win32.Generic 10,241,588 1.08%
7 AdWare. Win32.HotBar.dh 7,038,405 . 0.74%
8 Trojan.JS.Popupper.aw: ~ 5,128,483 0.54%
9 AdWare. Win32.FunWeb.kd 2,167,974 0.23%
10 Trojan-Downloader:Win32.Generic — 1,979;322 0:21%
11 AdWare.Win32 Eorezo.heur 1,911,042 0.20%
12 AdVVare.WinB?.ZWa.ugi.heur 1,676,633 0.18%
13 Hoax.Win32.ArchSMS . heur. 2N 1,596,642 0.17%
14 -Trojan.HTML.Iframe.d] 1,593,268 0.17%
15 Trojan.JS.Agent.uo 1,338,965 0.14%
16 AdWare. Win32.FunWeb.jp 1,294,786 0.14%
17 Trojan-Ransom.Win32.Digitala.bpk 1,189,324 0.13%
18 Trojan.JS.Iframe.tm 1,048,962 0.11%
19 AdWare.Win32.Agent.uxx 992,971 10%
20 AdWare.Win32.Shopper.ec 970,557 10%

of communications independently and without affecting the adjacent layer.
The individual entities participating in the formation of the network play
a definite role towards a common ensemble behaviour of the network. The:
normal network behaviour thus obtained is then used for detection of network
anomalies:

An .momaly 15" an occurrence which'is suspicious from securlty perspec-’
tive. Typlcallv network anomalies refer to' consequent situation when' net-
work activities deviate significantly from normal behaviour of retwork ‘activ-
ity. ‘Network ahomalies may arise due to a nimber of causes, such as network
overloa.d malfunctioning of network devices and network attacks or intrusions
which disrupt the delivery of nérmal network services. These‘anomaly' events
disrupt the normal network behaviour to somé of measurable parameter i’

network data.

1.1.4 Detecting Network Anomalies using Data Mining

Anomalies are events deviating’ from thé normal behaviour, and are suspected
. . hge T . . > . \ . t

from the securlty perspecétive.! Anomalies in a network'may occur due to two

niajor’ reasons®: - performance related and secunty related. A pcrformancc

related anoma.ly may occur due: to several malfunctioning activities, such as:

4
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network device failure (e.g., router misconfiguration), network overloading etc!:
However, security related:anomalies occur due to intrusion activities in the
network:. ‘The severity of the disruption of the normal behaviour largely de-
pends on the type, duration and mode of occurrence of the security related
anomalies. Such activities are caused by two basic types of users: inside users
(compromised) and outside attacker. Such security related anomalies can be of
six basic types’ based on their characteristics or features, Infection, Ezploding,
Probe,: Cheat, Traverse and Concurrency. However, in literature®, anomalies
are in.general classified into three broad categories: point anomalies, contex-
tual anomalies and collective anomalies. An anomaly based network intrusion
detection system (ANIDS) attempts to detect the anomalies before they in-
flict the computer networks:t Anomaly based detection:néeds multiple steps of-
operation: for performing anomaly detection. Anomaly based network intru-
sion detection approach, typically, builds a.model 'of normal system behaviour
from the observed data and distinguishes any significant deviations or excep-
tions from this model. Anomaly based detection implicitly assumes that any,
deviation from normal behaviour is anomalous. This detection approach has
the ‘ability to éxamine' and detect'new or unknown attacks. A major issue in
the arfomaly' based intrusion detection is the seléction of appropriate thresh-
old(s) for accurate identificafion of normal or -Anomalous activities. Anomaly
based detectibn methods dfe alsg computationally expensive becatseé of the
overhead of keeping track of computation and possibly updating several profile

madtrices.

1.2 Data Mining

Rapid advances in data capture tlansmlssmn and storage technologms have
enabled modern buqmess and qmence to vollect inc reasmglv large volume of
data Retailers are accumulatfng their dallv transa,ctlons into large databases
Besides direct use of the databases the enterprizes can benefit in immense
from the volume of gathered past data. In the doma.m of scientific commu-
nity, large amount of network data, remote'sensing data, protein data and
genome data are collected for inferring some valuablelinformation from them.

9,10,11

Data mining is the technique of analyzing such voluminous data in or-

5.
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der to extract valid, potentially useful andr meaningful information that might-
otherwise remain unknown . It is defined in ' as follows:

Data minang 1s:the analysis of observational large dataset to find unsus-
pected relationships and summarize it n novel ways:such that the data s
understandable. and useful to its owner

The relationship and suminaries, for example. hinear equations. rules, clus-
ters, graphs-etc., are usually referred to as patterns:or'models which are de-
rived by a data mining exercise.- A global suminary of dataset is the model
structure.- whereas statements of restricted regions of space covered. by’ the.
variable are represented by a pattern structure. The:observational data re-
ferred to in the definition deals with data .which haveibeen already collected
with subjective of other'purpose apart from analysis.of'data mining. Thus,
the data collection strategy is not the objective of data mining process. For

this reason data mining is oftenireferred to as secondary:data: analysis.
g Y )

1.2.1 Data Mining'Tasks

Data minjng is categorized into different types of tasks based upon the differ-,
en} types of models or pafterns they find., In practice, dafa mining tasks are
of two categories: predictive and descriptive. Predictive mining tasks make
inference on analyzing the current data to make subsequent predictions. De-
scriptive mining tasks perform characterization of .the properties .of the data
in the database. Some of the important data mining tasks® include:

1. Cluster analysis: Cluster analysis performs grouping of data objects on
the basis of information extracted from the data which describes the data
and their 1elationships. The goal of cluster aﬁah;;i"s is to “pla.rtdition a set
of data objects into distinct groups. In the groups, snmlar characterlstlc‘
obJects are gathered together and dlSSlmlla.r charactenstlc obJects are
collected in dlfferent groups The distinct and good clustermg occurs by
the way of maximum smula,rlty within a group and 'mammum difference

. !
among the groups.

2 Association Rule Minang: -Frequent patterns are those which occur fre-
quently an data. : Frequent pattern mining leads to the extraction‘of

correlations and interesting associations within data.

6
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Existing Network Anomaly Detection Methods

Outher manang: A dataset may contain data objects whose characteris-
tl(,S are significantly different from the rest of the data. The sxgmﬁcantly
dn‘ferent data objects in a dataset are known as outhers "Some partlcu-
lar a,pphcatlons for example credit card fraud detection, rare occurrlng
events are more interesting compared to the regularly and normal oc-
curring ones. 'l'he outlier mining refers to analysis of outlier data in a
dataset.

Classification and prediction: Classification is a process of finding a
model (or function), which,describes and recognizes differences in data
label or classes, for the purpose of using the model to predict the label
or class of objects of unknown class labell The model is derived from

the analysis of tramning data whose instances have known class labels.

Evolution anaelysis: Evolution analysis in data describes and builds
model or finds regularities for objects which exhibit chan‘g;gs of behaviour

over time.

Our work is primarily related to network anomaly detection which is more

connected to detection of attacks of known, unknown as well as rare categories.

Therefore, we concentrate,specifically on clustering, classification and outlier
]

mining.

1.3 Existing Network Anomaly Detection

Methods

Over the past couple.of years, a large number of network anomaly detection

methods have been developed. Most of these methods have their imitations

in size of data input, real time attack detection, all the known as well as novel

attack detection and performance of detection rate. However, the existing net-

work anomaly detection methods can broadly be classified into the following

categories.
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1.3.1- Supervised Learning

In supervised learning approach 1213141516 of network anomaly detectlon a
model is developed based on labeled trammg data Anomaly detectlon builds
models for normal behavlour and blgnlﬁ(,a.ﬂl} devlatlons from it are flagged
as attack. The superwsed cla.smﬁcatlon method uses the trammg algorlthm
to create a set of representatwe classés from ‘the available labeled trammg
objects. Unlabeled test objects are then inserted in these representative classes
based on similarity estimation using similarity measures and thus get labels
of the classes in which they are inserted. Classes are described by object-list
Belonging to classes and the profile of parameters representing the class.

1.3.2 Unsupervised Learning

The objective of a network based intrusion detection is to handle accurately
the threats that Jarise from new or prev1ously not known intrusions; The
possible detecuon approach of novel 1ntrus1ons 1s anomalv based detection
a.pproach instead of th((e rule based a.pproach In dnomalv babed superv1sed
detection approach, obtaining labeled or purely normal data is a critical issue.

17,18,19,20,21,22,23 can address

Whereas, unsupervised anomaly based detection
this issue of novel intrusion detection without prior knowledge of intrusions or
purely normal data. ‘Clustering is a widely found method ‘for anomaly based’
unsupervised detection of intrusions. In ordef to label clusters, unsupervised
anomaly based detection approach uses two assumptions: (i) the number ‘of!
normal instances vastly outnumber the number of anomalies, and (ii) anoma-

lies themselves are qualitatively different from the normal instances.

1.3.3 Probabilistic Learning

A probabilistic learning mechanism enables us to evaluate a system’s perfor-
mance:based on a probabilistic uncertainty or by randomness. The important
characteristic of probabilistic learning is its capability to update prior outcome
of-evaluations by reforming them with results of recent obtained information.
Some of the popular methods of this category are: Bayesian network 24226,
Naive Bayes®™?", Hidden Markov Model**?°, Gaussian Mixture Model?%%

and Expectation Maximization Method 2.

8



1.3: Existing Network: Anomaly Detection Methods

1.3.4 Soft-Computing

Soft Computing aims to provide realistic solutions for any computationally
intelligent problem based on individual or a combination of several emerging
problem solving technologies, such as Fuzzy Logic £, -Probabilistic Reason~
ing3¥, Neural Networks3®, and Genetic Algorithms®. For solving complex
and real-world problems, these soft computing methods provide new com-
plementary 1easoning and searching techniques. In comparison to procedural
ordinary hard computing, soft computing is more tolerant of imprecision, par-
tial truth and uncertainty3’. Soft computing based anomaly detection include
approaches of ANN 38, Rough Set*?, Fuzzy Logic?® and Evolutionary Comput-

ing*°.

1.3.5 Knowledge Based’

A knowledge based system is a problem solving and decision making sys-
tem based on knowledge of its task and logical rules or procedures for using
knowledge. Knowledge acquisition, knowledge representation, and applica-
tion of large bodies of knowledge to the particular problem domain are the,

41,42

key factors of knowledge based methods. Expert systems™ " is a commonly,

found knowledge based method.

1.3.6 Hybrid Learning

The problein of detecting new attacks poses a special challenge in network
intrusion detection. Within such a context, the design approach to the cre-
ation of an intrusion detection.system resting on the multi-level classifiers has
brought many remarkable contributions to the-intrusion detection domain.
The. performance of: a single classifier is not equally‘good for classification
of all categories of attack as well as normal instances.. There is a' possibil-
ity of obtaining good classification accuracy for all categories in a dataset by
using an appropriate combination of multiple well performing classifiers. A
multi-leve] hybrid intrusion detection system (MLH-IDS) is the combination
of different well performing methods viz:, supervised, unsupervised, outlier
based method. This approach works in multiple steps of operations on un-
classified data. The prime issues of the approach are selcction of methods’

9
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and combination of methods for the desired anomaly dectection. ‘Some of the'

hybrid supervised and unsupervised methods can be found 1n #3445 46:47

1.4 Motivation

The computer network is a complex and highly structured system. .It is an en--
semble of different softwares and hardware devices. The presence of anomalies
causes degradation of performance and security related problems in a network.
To counter these security related problems, in the past couple of years several
novel and significant solutions have:been evolved. However, with the increased
sophistication in attackers approach, and with the increasingly fast network
transmission technology, most existing methods have been found incapable of
handling the recent attacks with high accuracy. Thus the need to combat the
newer computer and network attacks is becoming incré;\singly mportant In
view of thes’e,”our focus of research is'the‘network anomaly detection with
best possible: a.iccurady.‘

~ Our motwation 15 to binld efficient and effectwe rietwork anomaly detection
méthods using data mining techniques’ for*detection of knoum as'well unknown'
attacks “inth higher detection accuracy and lower false' detection rate compared

to exsting anomaly detection methods

1.5 Research Issues

Signature based on misuse based schemes of intrusion detection provide an:
effective detection rate for specified and well-known attacks. However, their
ability is limited to only well-known and familiar intrusions. With minimum>
variation(s) of those already known attacks®, such detection schemes often
can be found ineffective in terms-of detection accuracy. On the contrary, an
anomaly based intrusion detection scheme-is built- mainly to detect new or.
previously unknown events, apart from the detection of known attacks:

With the increasing sophistication and skilled involvement of professionals
in the intrusion activities, this approach for detection of novel intrusions has
been receiving significant' interest among the network security researchers.’

Various network anomaly detection methods are already in existence,.and.

10
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many schemes with new techniques are being-introduced. Although, the sub-
ject is, vet far from maturity and vital key objectives remain to be unsolved.
Building' a robust’ anomaly .detection method which can detect all normal
activities as well as'massive or stand alone attacks faster is yet a research ob-
Jective for researchers in this area. Some of the important issues are identified
as:

e Determination of an appropriate proximity measure for cluster expan-

sion and profile generation.from, intrusion data.

o Identify. relevant -features of intrusions.for normal as well as all;known
classes of attacks.

'

° L)eveloprnent ot taster /near real trme method for detection of commonly

occurring known as well as unknows attacks

. Developrnent of data rmrnng method for detection of known as well as

unknown rare class attacks

e Development,of an ensemble of'supervised and unsupervised method for

detection of known and unknown attacks with minimum false alarms.

1.6 . Contributions

In thrs thesis work we summa.rrze fundamentals of computer networks, sources
of anomalies of network servrces detection methods for network anomalies,
description for required and acanred datasets, structured classification of
existing network anomaly detection methods, and we develop methods for
network anomaly detection using various data mining approaches and their

evaluations. Our contributions are enlisted as follows:

1. ‘A concise description of fundamentals of computer networks and its
necessary softwares and hardwares, sources of network anomalies and
Various detection methods wrth iiclusion of felevant fea,tures and acqui-

1
srtron of datasets and its performance evaluation metrics.

12¢ Arsummarization. of existing. network-anomaly detection methods under

classification of six broad categories and their brief descriptions.

11
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Lo

. A supervised anomaly detection method.on the basis of incremental
clustering algorithm with two new similarity measures for' generation of
profiles for normal and attack categories. Thelmethod is evaluated with’
excellent results using benchmark and real life datasets.

4. An unsupervised clustering algorithm, k-pownt, is developed for unknown
anomaly detection based on two similarity measures. The method is
evaluated for satisfactory performance results using popular benchmark
and captured real time intrusion:.datasets. -

5. Two similarity' measures for mixed 'type data, both-categorical and nu-
merical, are developed which are used in clustering ahd profile generation
in supervised ahorialv. detectiofi inéthod. Sunrlculy, dIlOLllEI Lo siinilas-
ity measures are developed and used for clustermg in the unsuoervrsed

method of anomaly detection.

6. An outlier detection algorithm is developed highlighting an outlier factor
based on symmetric neighbourhood relationship %or net\?vork( anomaly
detection:: The method is- tested for satisfactory performance in few
category of network attacks using popular.benchmark and captured real

time intrusion datasets.

7. A hybrid multi-level intrusion detection méthod is developed ‘combining

classifiers from supervised, unsupervised and outlier detection methods.

" The method is evaluated for excellent performance using popular bench-
ma,rk and captured real time mtrusron datasets.

1.7 .. Chapter Urganization

The thesis work is elaborated in nine broad chapters including this Chapter ot
Introduction about computer network, its anomaliesiand detection.methods.
The organization of the rest of the thesis is prepared-as follows:

o Chapter 2 provrdes an elaborate descnptron about fundamentals of com-
puter and networks software and hardware requued in computer net-
works and sources and generation of network anomalies and their effect

on -network.

12
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Chapter Organization

Chapter 8 summarizes the network anomaly detection methods and their
issues, description of popular benchmark and captured real time network
intrusion datasets and description of performance evaluation metrics for
anomaly detection methods.

Chapter 4 presents a comprehensive and structured survey on exist-
ing methods and systems for network anomaly detection. This chapter
draws on techniques from many diverse areas of intrusion detection. The
methods are classified into six broad categories.

Chapter 5 presents a supervised anomaly detection methods on the ba-
sis of incremental clustering algorithm using two new similarity mea-
sures and evaluation of the method with the benchmark and real time
datasets.

Chapter 6 describes an unsupervised anomaly detection method on the
basis of developed clustering algorithm &-point and similarity measures,
and evaluation of the method with benchmark and real time intrusion
datasets.

Chapter 7 presents a outlier mining method for anomaly detection on the
basis of developed outlier detection algorithm using symmetric neigh-
bourhood relationship and outlier factor and evaluation of the method.

Chapter 8 provides a multi-level hybrid intrusion detection method that,
uses a combination of supervised, unsupervised and outlier based meth-
ods to achieve the best detection performances for both known and
unknown attacks in network anomaly detection.

Chapter 9 finally, concludes the thesis work and gives possible directions
for future research in network anomaly detection.

13
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The contents of this chapter is organized into two distinet parts to provide
a background of networks and their anomalies. Part I of this chapter shall
provide a background on basics of networking, its components, types, scales,



Chapter 2. Background

topologies and various performance constraints. Part II is dedicated in intro-
ducing the concept of network anomalies, their causes; sources and precursors.
It will also attempt to»hiéhlight the various classes of network intrusions or
attacks. ‘

2.1 Part I: Basics of a Network

Networks are complex interacting systems and are comprised of many individ-
ual entities. Two or more computer systems capable of sendmg or Teceiving
data from each other throigh a shared-access medium, are said to be con-
nected. The behaviour of the individual entities contributes to the ensemble
behaviour of the network. In a computer network, there are generally three
commumcating entities: (a) Users: human entities responsible for various
actions in the network, (b) Hosts: an entity which can be 1dent1ﬁed with a
unique address, and (c) Processes: instances of e*cecuta}‘)le progmms used in
a client-server based architecture. Client processes request the server(s) for a
network service, whereas the server processes provide the, requested services
to the clients.

2.1.1 Typical View of a Network .

People usually think of a computer network as the sum of connections among
computers to allow communication among computer systéms or devices. In
this simple view of a4 network, a set of computers or devices is shown as con-
nected to each other with the ability of exchanging data. ‘Figure 2.1 shows
a typical view of computer networking. It can be seen from Figure 2.1 that
com\p'uter nodes or servers or devices can be connected through some spe-
cial devices, like switch, router or a hub by using appropriate communication
media. Apart from the softwares used-to support communication, the perfor-
mance of data exchange among these nodes, servers or devices largely depends
on the type of media and the connecting device used. .

16
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Figure 2.1: A typical computer networking

2.1.2 Communication Media

In the past couple of years communication media technology has achieved a
remarkable progress in terms of speed, reliability and robustness. Basically,
the function of communication media is to transport raw bit streams from one
computer to another. In this section we highlight the existing developments
in communication media. We will have several options for selection of the
appropriate communication medinm for the actual transmission. Apart from
highlighting these media. we shall also analyze the performance of these media
types in terms of four crucial parameters: (i) bandwidth, (ii) delay. (iii) cost,
and (iv) installation and maintenance. Here, for the sake of understanding,
we discuss the existing media types in two major categories "°": (i) Guided
media and (i) Unguided media. Figure 2.2 shows a basic classification of the
existing popular communication media. A general performance comparison
between the two communication media also has been reported in Table 2.1, It
can be easily seen from the table that both media types have their own merits

and demerits.

17



Chapter 2.

media

Communication __|
media

___Guided (wired)

= Unguided
(wireless) media

Twisted pair
Coaxialcable

Fiber optic cable

Radio transmission
Microwave frapsmission
Lightwave trapsmission

Infrared wave

Figure 2.2: Classification of Communication Media

Table 2.1: Performance Comparison of Guided and Unguided Media

Guided Media

Unguided Media

Contains the signal
within a solid medium
propagates in guided form.

energy
and

Point to point communication.
Discrete network topologies are
relevant.

Attenuation depends on the dis-
tance exponentially.

Scopes for enhancing the trans-
mission capacity by increasing
number of cables.

Installation may be costly and
time consuming,

Signal energy is not contained and
propagates in unguided form as
electromagnetic waves.

Radio broadcasting in all directions.
Continnous network topologies are
relevant.

Attenuation is proportional to
square of the distance.

No scopes for enhancement.

Relatively less costly and less time
consuming.

18
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2.1.2.1 Guided Media

As reported in Table 21, in’ this type of media, signal energy is contained
and guided within a sbiicf media and communication type is point-to-point.
The three popular instances of this category of media: (1) Twisted pair, (ii)
Coaxial cable and (iil) Fibre optic cables, are described in brief next.
Twisted Pair

This type of medium is built by using two insulated copper wires (1 mm
thick) twisted together like a DNA molecule, i.e., in a helical form. It uses
the wires in a twisted form because the waves from different twists cancel
out, so the radiation from the wires is less. The bandwidth of a twisted pair
is dependent on two important factors: (i) the ‘wire thickness and (i) the
traveled distance. 'Generally, 1n most cases, it allows several megabits/sec to
travel for a few kilometers. The two major causes behind the popularity of
twisted pair cable are: (i) Adequate performance and (ii) Low cost.
Coazial Cable

Coazial cubles are popular for its well structure and shielding mechanism;
which énables it to provide a good combination of high bandwidth and
excellent noise immunity. It 15 made of a stiff copper wire as the core,
surrounded by an insulating material, encased by a cylindrical conductor,
i.e.r a closely-woven braided mesh: A protective plastic sheath covers the
outer.conductor. Today, a coaxial cablé has a bandwidth of approximately 1
GHz.1 Thi$ medium is widely used for cable television and metropolitan area
networks.

Fiber Optic Cables

This media type is similar to coaxial cable, except without the braid.
Figure 2.3 (a) shows a single fiber optic cable, where the center is the glass
core- which allows to propagate light.- The diameter of the core varies based
on the type of fibre.used. In multimode fibers, it is typically 50 microns”
in diameter, whereas, in the single-mode fibers, it is 8-10 macrons. A glass
cladding with a lower index of refraction than the core surrounds the'glass
core; to preserve all the hight in the core. Finally, to protect the cladding a
thin plastic jacket.is used and the fibers are generally organized into groups
of bundles, which is protected by using an outer sheath. A sheath with three
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Figure 2.3: (a) Side view of a single fiber. () Ena view ot a sheath with three,
fibers

fibers is shown in Figure 2.3 (b).

2.1.2.2 Unguided Media

The unguided signals can travel from the transmitting end to the receiving
end in several ways. As reported in Table 2.1, such media can propagate
in all directions and they are relatively less costly and their installation is
also less time consuming. In this section we shall discuss mainly four types
of.communication medium, namely (i) Radio Transmussions, (il) Microwave
Transmission, (ii1) Lightwave Transmassion and (iv) Infrared and Millimeter,
Waves.
Radio Transmission

-This unguided communication medium-is commonly known for both in-
door as well as outdoor applications because of their:: (i) easy generation;:
(1) capacity to travel long distances, and (iii) capacity to penetrate buildings
easily. Unlike guided media, such waves are frequency dependent and can
propagate in all directions (omnidirectional) from the source, which simpli-
fies the task of alignment between the transmitter and the receiver. A radio
wave with low frequency can pass through obstacles easily, however, with the
mcrease in distance the power falls off sharply. On the other hand, a high fre-
quency radio wave can easily travel in straight lines and bounce off obstucles.
Generally, frequencies i the range (30 MHz-1 GHz) are referred as the radio
range, which are typically suitable for any omnidirectional apphca,tjons.\
Microwave Transmission

This'type of unguided medium is narrowly focused; high frequency (1 GHz- -
40GHz) waves, travel in nearly straight lines. At these frequencies, it is quite

possible for point-to-point microwave transmission since the beams are highly
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directional. However, as these waves are highly directional, if the transmitting
towers are too far apart, then there’s every possibility that the earth will get
in the way. As a result, it demands for the repeaters periodically With the
increase in the height of the towers, they can be placed apart accordingly
However, the microwaves cannot pass through buildings well, as can be found
in case of low frequency radio waves.
Lightwave Tra.n.;rmz'ssion

These are inherently unidirectional communication medium. It is used to
connect networks in different buildings through roof-mounted lasers. Due to
its unidirectional nature, each building needs to have its own laser as well as its
own detection mechanism (e.g., photodetector). This cost-effective medium 1s
well knownt for its high bandwidth.
Infrared and Millimeter Waves

This medium is widely used for snort-range pomnt-to-point and multipownt
applications. Presently, almost all the electronic devices such as televisions,
VCRS VCDs, and stereos are operated W1th infrared communication. The
frequency range from 3 x 10" to 2 x 10M Hy, is referred as Infrared. They are
relatwg}x d}rectlonal easy and convenient to use, cheap, and easy to build.
Howevef, a )rlnajor limitation 1s that they cannot pass through solid objects.

2.1,3 Network Software

In the initial development of computer networks, hardware was the main con-
cern and the software was added later. However, this strategy does not work
longer. To provide more and more functionality, sophistication and structutre-
ness have been introduced in software. In the subsequent sections we discuss

the structureness in the network software in some detail.

2.1.3.1 Layered Architecture

To reduce the design complexity, most networks are organized in a layer-
wise or level-wise fashion, where the top layer is designed based upon the
layer below it. Here, each layer is designed with an objective to offer a set
of pre-defined services to-the layer above it, hiding the details regarding the
implementations of those offered services. During the conversations between
two layers, say layer-n and layer-(n — 1), the rules and conventions. used,
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Table 2.2: Six different types of services

Nl

S.N.Services Type Example

1  Reliable message stream Connection-oriented Sequence of pages
2" Reliable byte stream Connection-oriented Remote login

3 Unreliable connection Connection-oriented Digitized voice

4  Unreliable datagram Connectionless Electronic junk mail
5  Acknowledged datagram Connectionless Registered mail

6  Request-reply . ' Connectionless Database query

are collectively referred as the layer-n protocol. A protocol represents an .

agreement on the communications to be proceed between two parties,, .

2.1.3.2 Connecti(;n-Orientéd aﬁd Connectionless Services

IR N AL

Layers are designed to offer two types of network services . connection-oriented
and connectionless. In connection-orented service, the user (i) estfyt;liéhes‘
a connection, (ii) uses the connection based on a mutually negotiatéd (the
sender/receiver/and the subnet) parameters, e.g., maximum size of message,
required quality of service, and other relevant issues, and (iii) releases the
connection In case of connectionless services, there is no logical C(;nnections
through the network on which data flow can be regulated, as a result the data
transfer becomes unreliable. Analogous to telegram service, an unreliable
or unacknowledged connectionless service is referred as datagram service. An
example of datagram service is the request-reply service. Table 2.2 lists various

types of services®® and their examples.

2.1.3.3 Service Primitives

Primitives are the operations. A service is specified by a set of primitives.
A user process can access these primitives to access the service. Connection-
oriented service-primitives are different from the primitives for connectionless
service. Table 2.3 shows a list of service primitives used in a chent-server

environment to implement reliable byte stream.
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Table 2.3: Services Primitives

S.N. Name . Purpose & Action .

1 LISTEN to accept an incoming connection; server process

ar is blocked till connection request arises;

2 CONNECT to est‘ablish a connection ; client process is sus-
pended till there’s a response;

3 RECEIVE to receive the request of the client; block wait for
a message;

4 SEND to send a message; once packet reached, unblocks

the server process;

5 DISCONNECT to terminate a connection; once packet received,
server acknowledges;

Layer n+l Layer n+1
I Service provided by layer n I
Protocol '
CLavern p-------------- =+ Layer n
Layer nn-1 Layer n-1

Figure 2.4: The relationship between service and protocol

2.1.3.4 Services and Protocols Relationship

Services refer to a set of operations provided:by+a layer to its immediate upper
layer.. It also relates to an interface between two consecutive or adjacent layers,
where the bottom layer serves as the service provider and the upper layer
acts as the service user. Services related to the interfaces between layers are
illustrated in Figure 2.4. A protocol is a set ofirules used to govern the meaning
and format of the packets, or messages exchanged between the peer entities
within a layer. Entities at the same layer as shown in Figure 2.4 referred as
peer entities. Protocols are used by-the entities. to implement their services.
Ensuring their predecided services,.they are free to change the protocol.

23



Chapter 2. Background”

2.1.4 Reference Models

After the introduction of some of the basies of networking, we shall now dis¢uss
on an important topic i.e., network architectures or reference modéls and its
two well known types : (i) the OSI reference model and (ii) the TCP/TP
reference model. Let’s begin our discussion with the OSI model

2.1.4.1 The ISO OSI Reference Model

This pioneering Open Systems Interconnection (OSI) model was mtroduced by
the International Organization for Standardization (ISO) as a reference model
for éomputer protocol architecture and as a framework to support developing
protocol standards. This model comprises of seven layers as illustrated in
Figure 2.5 Here, dotted lines are used to represent the virtual communica-
tion and with the solid lines the physical communication is shown. A brief
discussion on the purpose of each layer is reported next.

Application layer: This layer provides the users: (i) access to the OSI envi-
ronment and (ii) distributed information services.

Presentation.layer: ':This layer intends to provide independence to the various
application processes from differences in data representation (syntax).
Sesston layer: 1t provides the control structure for communication between
applications. Establishment, management and termination of connections be-
tween cooperating applications are the major responsibilities of this layer.
Transport layer: This la‘yer supports a reliable and transparent transfer of
data between two end points. It also supports end-to-end error recovery and
flow control.

Network layer: This layer supports 1ts upper layers with independence from
the data transmission and switching stechnologies used to connect systems.
It is also responsible for the establishment, maintenance and termination of
connections.

Data link layer: s The responsibility of transferring the information across the
physical link reliably is'assigned: to this layer. It transfers blocks (frames) with
the necessary syhchronization, error control, and flow control.

Physical layer: This layer is responsible for transmitting a stream of unstruc-
tured bits over physical medium." It deals with the mechanical, electrical,
functional, and proceduial characteristics'to access the physical medium.
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Figure 2.5: The OSI reference model

-The interfacing between each pair of adjacent layers is defined in terms
of a set of pre-defined primitive operations and services made available by a
layer to its immediate upper layer

2.1.4.2 TCP/IP Reference Model

Over the decade, researchers-have made several significant efforts to introduce
variants (extended or compact versions) of the OSI reference model, however,
the overall seven-layer model has not flourished. In an attempt to introduce a
cost-effective version of the OSI model, the TCP/IP model %" was introduced
with fewer layers, which has been-ultimately accepted widely by the network
community. ‘The functions of TCP/IP network architecture are divided into
five layers. Figure 2.6 shows all these layers of the TCP/IP" architecture.
Networking hardwares and softwares are organized into different layers based
upon the functions of the routers and bridges. However, the functions of
all the layers are not supported by the routers and bridges, for example,
functions of layer 1 & 2 are supported by the bridges, and layers 1 through 3
are implemented by the routers, as shown in Figure 2.6.

-The applicatron layer is responsible for supporting network applications.
It is well known to all that. with the evolution of computer and networking
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Figure 2.6: TCP,/IP Architecture

technologies, the types of applications.to be supported by this layer are.also
changing. It requires a separate module dedicated for each application type,
such as file transfer. The application layer ifcludes many protocols for various
purposes, such as (i) to support the Web : Hyper Text Transport Protocol
(HTTP), (ii) to support electronic mailing: Simple Maﬂ  Transfer Protocol
(SMTP), and (iit) to support file transfer FTP (F1le Tla,nsfer Protocol)

The transport layer is responsible for transporting application leyer mes-
sages between the client and server. It plays a very crucial role in the network
with the help of two transport protocols, - TCP and UDP. Both these pro-.
tocols support transportation of application layer messages either through
connection-oriented or through connectionless service. TCP supports a guar-
anteed connection-oriented service to deliver application'layer messages to the
destination. TCP also provides a congestion control mechanism by segmenting
a long message into shorter segments, so that during the network congestion
a source can throttle its transmission rate. A connectionless, unreliable and
non-guaranteed service of message delivery is provided by the UDP: protocol
to its applications by simply. sending packets.. .

The network layer provides the service of routing datagrams among the
hosts. It uses specialized hosts, called gateways or routers to forward packets
in a network. The router selects paths to forward the packets towards their
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destination. The network layer support IP protocol (Internet Protocol) that .
defines the ﬁeldg, in the IP*datagram-that determine‘the'wérking 'of end systems
and routers. To determine the 15utes, for forwarding the packets between the
sources and des)tinat;ions, this layer also includes routing protocols?’ The TCP
or UDP protocol in a source host fon\'@rdé a transport layer segment and a

destination address to the next ldyer protocol‘ Le., IP. -It is now responsibility
of IP layer to dehverv {hg >segment to the destlnam«;; host. On arrival of the
packet at the destination host, IP passes the segment to the transport layer
within the host. The network layer performs the routing of a packet through
a sequence of packet switches between a pair of source and destination.

The network layer is dependen};'on the services of the lnk layer while
forwarding a packet, in the route from one node (host or packet switch) to the
next node. In particular, at each node, the network (ayer passes the datagr'am '
down to the link layer, which delivers the datagram to the next node along
the route. At this next node, the link layer passes the datagram up to the
network layer depending on the specific link layer protocol that is employed
over the link. For example, a datagram may be handled by various protocols
at different links, e.g., Ethernet on one link and then PPP (Point to-Point
Protocol) on the next link. The network layer will receive a dlfferent service
from each of these different protocols (link layer).

The physical layer provides service to move ‘the individual bits of a frame
from one node to the other. So, the protocols included in this layer are link
dependent and also depends on the physical transmission medium of the Jink
(e.g., co-axial cable, twisted pair, etc).

2.1.5 Protocols

A: protocol is a set of rules used to govern the meaning and format of the
packets, or messages exchanged between two or more peer entities, as well as
the actions taken on the transmission and/or receipt of a message or other
event. Protocols are extensively used by computer networks.
Transport Control Protocol (TCP)

This transport layer protocol supports a reliable connection for transferiing
data between apphcations. A connection is basically a logical association
established temporarily between two entities in different systems. The logical
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Figure 2.7: TCP header

connection or association 18 here referred by a pair of port values. To regulate
the flow of segments properly and to recover from damaged or lost segments,
entity keeps track of TCP segments movir;g (both way) to the other entity
during the connection. A TCP header format of minimum 160-bit 1s shown in
Figure 2.7. The source port and the destination port shown at the top of the
header are used to gather information about the apphcations running atlthe
source and destination systems currently in connection. The other fields in
the header such as Sequence Number, Acknowledgment Number, and Window
fields are used for flow and error control. To detect occurience of errors in the
TCP segment, the checksum field (a 16-bit sequence) is used.

User Datagram Protocol (UDP)

This connectionless protocol provide services of message delivery, sequence
preservation, or duplication protection. However, it does not guarantee of
these services UDP supports a simplified protocol mechanism to enable a
procedure to send messages to other procedures. This protocol you can find
in use among the transaction-oriented applications, such as SNMP (Simple
Network Management Protocol), the standard network mar;a,gement protacol
for TCP/IP networks. Due to its connectionless charactenstics, UDP has a
minimum role to play It basically adds a capability of port addressing to IP,
which can be understood by observing the simple UDP header, as shown in
Figure 2.8. Like TCP, it also includes a checksum field (optional) to’verify
the occurrence of error(s) in the data
Internet Protocol (IP)

. This TP layer protocol 1s responsible for routing across multiple networks
A mimmum of 160-bit(20 octets) IP header format (of IPv4) 1s shown in

28



2.1. Part I: Basics of a Network

0 T . B - - - 0N
< {7 "SourcePort” T T Destination Port -
5 “ Segmentiength | 7 Chechsum ”
Lt
Figure 2.8: UDP header

T Bit

- 0 + /8 14 16 }9 /31

Version] IHL '} ., DS WECN]. L Tota\lLeng(h

- 1t o Jdentification ' Flag v+« Fragmentoffser
5 Timeto Live . Protaocol’ ’ Headerchecksum °
[2]

Sourceaddress

o

Destination address

Options + Padding

IHL=Internet Header Lengih DS = Differentiated sex ices field
ECN =Exphcit congestion notification field
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Figure 2.9. An IP packet or datagram (i.e. IP-level PDU) is constituted by
combining the header along with the segment, from the transport layer. The
source and destination addresses in the IP-header are 32-bit; also it includes a
checksum field to help identifying occurrence of errors in the header to avoid
wrong delivery. The Protocol field is used to indicate the higher-layer protocol
using the IP, similarly, the ID, Flags, and Fragment Offset fields are used in
the fragmentation and reassembly process.

Simple Mail Transfer Protocol (SMTP)

Today, SMTP is-an integral component of the modern electronic mailing
system. It offers as a basic electronic mailing facility, which supports transfer-
ring of messages among separate hosts. Some of the salient features of SMTP
are : (i) mailing lists, (ii) sending back receipts, and (i1i) message forwarding.
However, the message creation is not under the control of SMTP protocol;
user can take the support of local editing or electronic mail-facility. - Once
message creation task is over, SMTP forwards the message with the help of
TCP to another SMTP module on an host. The incoming message will be
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received by the target SMTP module and will store it in a user’s mailbox by

4

nsing a 1oca1 m(uhng package . : N

Simple Network Management Protocol ( SNMP )

This apph(:d,tlon-layer protocol 13 demgned with ‘an' objective to prov1de
facility to forward and Teceive management mform};h’onwzr‘n_zﬁé,}ne network
devices. It facilitates to manage the entire network from a smgle]( pmnt by
assigning an"IP address to each switch, and By monitoring the int%erflaces on
that switch.

Internet Gontrol Message- Protocol (ICMP)

The responsibility of ICMP (RFC 792) 18 to provide a means for forward-
ing messages from router(s)/host(s) to other host(s). It supports a feedback
mechanism to inform about the problems in the communication environment.
We can have several applications of this protocol, like:(1) In a situation, when
a datagram is unable to'reach its destination, (ii) Lack of buffering capacity
in a router to transfer a datagram, and (iii) When the router is in a position
to direct the station to forward-traffic on a short-distance route Generally, a
message of this protocol-is sent either by a router along the datagram’s path
or by the intended destination host, in response to a’datagram. Figure 2.10
shows the format of an ICMP header. It 15 atleast of 8 Bytes header. Various
fields of an ICMP header are : (i) 8-bit type to represent the type oricategory
of an ICMP message, (ii) 8 bits type code to specify parameters of the message
that can be represented in one or a few bits (iii) 16 bits checksum of the entire
ICMP message, like that used for IP, and (iv) 32 bits JCMP Data to specify
lengthy parameters.

File Transfer Protocol (FTP)

It is a very commonly used protocol to transmit files from one system to
another based on user command. FTP supports transmitting both text and
binary files Also, it facilitates user for controlled access. ‘On invoking the
FTP for file transfer, a TCP connection is established with the target system
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to exchange the control messages. This TCP connection is used to transmit
user ID and password and ltheﬁ ‘the user is asked to specify thefile(s) to be
transmitted aﬁ‘gi t_hze desired file actions. ‘Based on approi'al of the file transfer,
this protocol initiates to set up a second TCP connection for transferring the
data. Now, using the data conection the desired file is transferred to the
target system, without.any, overhead of any headers or control information.
Once successfully the transfer is over, a completion signal is indicated by the
control connection.
Telnet

Telnet is short for *“Terminal Emulation’, which provides users a remote
login capability? It enables a terminal user or a client to login to any remote
cor'np‘uter or server. Once logged 1n, the user can function as a directly con-
nected user of that computer. The desigﬁ of this protocol facilitates the user to
work as if in a local terminal with simple scroll-mode facility. Telnet is imple-
mented in two distinct modules with distinct characteristics: (1) User Telnet,
which enables to interact with the I/ O module of the terminal to communicate ‘
with a local terminal by mapping the charactenstics of a real terminal to the'
network standard and vice versa. (ii) Server .Telhet, which acts as a surrogaté'
terminal handler to interact with an application, so that the behaviour of the
remote terminal looks like local to the application. Transmission of traffic
between User and Server Telnets occurs using a TCP connection. '

2.1.6 Types of Networks

There are many many different kinds of networks, large and small. They have
different goals, scales, and technologies.
Local Area Networks (LAN)

LANSs are privately-owned; limited area network that interconnects a num-
ber of computers within a single building, such as home, institution or orga-
nization, or a campus of up to say, 1 kilometer in size. These LANs are’
commonly used to connect the machines in ofﬁces, institutions: or any 'orga—
nizations to share and exchange e-resources (e.g.; digital doctiménts, printers,
scanners, etc). The three distinguishing features of LAN are: (1) size of‘cover-
age area, (2) communication technology used,and {3) use of network topology.
LANs may be developed by using differentr (i) communication media types,.
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Figure 2 11: Relation between hosts on LANSs and the subnet

such as gmded or unguxded medla and (ii) network topologles such as star,
ring, bus, ‘etc. With the mcreasmg developmenf of computer and commum—
cation technologies, the gro“ th of speed of a network is also increasing at a
phenomenal rate. The speed of traditional LANs are between 10 Mbps to 100
Mbps, 'with minimum delay (rmaoseconds or nanoseconds) However, in the
recent, LANs, the dchlevable speed is upto 10 Gbps, where 1 Gbps stands for
1,000,000, 000 blts per sec.

Wide Area Networks (WAN)

WANS are created by interconnecting a large number of machines (or hosts)
sﬁanning acr(;ss a broad geographical area, often a country or continent or a re-
gion by using communication subnet (private or public). The communication
subnet may be organized based on two basic principles to transport messages
from one machine (or host) to other: store-and-forward ot packet -suntched.
Here, each subnet basically consists of two components suntchmg components‘
and transmassion media. Switching components are specialized and intelligent
devices, referred as routers. As discussed in the subsection 2.1.2, media can -
be of various types such as coaxial cables, twisted copper wires, optical-fibers,
or,microwave transmissions to forwards bits among the connecting machines.
On arrival of packets on an incoming line, the switching component selects
an outgaing line to forward the packet. Figure 2.11 shows.a model of WAN.
In a WAN, a host may be either connected to a router directly, or may be
frequently connected to a LAN, on which a router is present
Metropolitan Area Network(MAN)

.'A MAN may be created by connectingseveral local area networks or Cam-
pus. LANs: spanning a township, city, ortmetropolitan area. Due to its wide
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area coverage requirement for sharing and exchanging e-resources, a MAN in-
cludes several routers, switches and hubs. To provide faster wireless Internet
access, MAN is created using IEEE 802.16 standard.

Waireless Networks - -

Like wired networks as discussed above- the wireless networks are also can
be of various types depending on its coverage area. Their primary objective is
to provide remote information transmission facilities by using unguided media
as carrier, such radio waves. The three basic types of wireless networks are:
(a) System interconnection: It is an interconnection of the various components
of a computer viz., monitor, keyboard, mouse, and printer using short-range
radio in personnel area network.

(b) Wireless LANs: Here, a system communicates with the rest of the systems
within a building or an office area, by using a radic modem and antenna.
Today, such wireless LANs are common in almost all the modern low and
medium-scale corporate offices. Generally, a wireless LAN is convenient to
create in those places where installing Ethernet is more troublesome.

(c) Wareless WANs: This is an extended (scope and area of coverage-wise)
version of wireless LAN and equivalent with its wired counterpart i e. WAN.
An example of wireless WAN is cellular networks.

Inierne#works

An internetwork is, created by connecting a network with several other
networks (may be incompatible) using a specialized device.or, machine, called
gateway. Two importa;njc }equirement$ in the %ormation of an internetwork are:
(i) To connect incompatible or hybrid networks, and (ii) To provide adequate
translation, both in terms of hardware and software. A common example of
an internetwork is a WAN connected yvith' alcqllecti,or‘l of LANs.

The Internet

The Internet is a worldwide network of computers, that interconnects bil-
lions of users or computing devices spanning across the globe. The Internet
is based on TCP /IP protocol (however, all applications may not use TCP) to
connect 1ts end systems (or computing devices). The end systems are inter-
connected via both guided or unguided transmission media. The transmission
rate of a communication link is often referred as the bandwsdth of the link,

which is usually quantified in terms bats per second or bps. All the computing
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devices or end systems are interconnected (indirectly) through intermediate

switching devices called routers. On arrival of a chunk of information on one

of its imncoming links, the router forwards it on any of its outgoing links. The

path chosen for forwarding the packet from the sending end to the receiving

end system through a sequence of links and routers is known as the route or
pg'th across the network. For cost-effective utilization of the resources while

forwarding a packet, the Internet uses a technique known as packcet ngtchmq
that allows to share the same path (or parts of a path) among multiple com-
municating end systems concur'rently. To provide access to the end systems

of the Internet, a service provider, called Internet Service Providers (ISPs) is

maintained, which is basically an organization of routers and communication

links from a range of technologies to facilitate end-users of the Internet access.

The different ISPs provide a variety of different types of network access to the

end systems, including high-speed LAN and wireless access.

2.1.7 Scale of Networks

Apart from those characteristics discussed above to classify a network, another

way to classify a network is its scale. Based on the inter—processor'distances‘
and their span or coverage, networks can be classlﬁed mto six distinct classes,

as shown'in Table 2.4. Smiall scalé personal'drea netivorks, meant for smgle

user are shown’on'the top rows. Example’ of 'such a network is a wireless

network connecting a computer with its keyboard, mouse and printér. Below

personal area networks, various typia's'of long-range networks are shown. These

networks are classified into thtee distinct sub-classes based on their range

or coverage: (i)Local area network or LAN, (ii) Metropolitan area network

or MAN and (iii) Wide area networks or WAN. A LAN may cover within

a 1 km range, whereas a WAN may spread over a country or a continent

i.e., may be upto 1000 km range. Finally, the inter-connection of several

networks involving billions of users or computing devices spanning across the -
globe, is called an intérnetwork. A well-known example of an internetwork is

the worldwide Internet. Such classification of networks based on distance is

important, specially from the applicability of the different techniques.
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Table 2.4: Classification of interconnected processors by scale,

Interﬁrocess Processors Located in. _Example Network
Distances;

0.1m : Same circuit board Data floiw machines
1m Same system . Personal Area Network
10m - 1km Same room,building or Local Area Network

"' campus
10km Same city Metropolitan Area Network
100-1000km Same country or continent Wide Area Network
10000km Same planet The Internet

2.1.8 Network Topologies

Network topologies are the various arrangements or ways of interconnecting
the end systems or computing devices attached to the network. Topologies
can be of two types: physical and logical. Physical topology basically refers to
the geometric shape of the layout of the physical media used in the network..
Whereas, logical, topology represents the way data flows from one end system .
to another in the network. The logical topology of a network may not be
same with its physical topology. Logical topologies can be dynamically re-
configured using special device called router. Eight types of topologies are
available in the network topology literature: (a) Point-to-point, (b) bus,.(c).
ring, (d) star, () tree, (f) mesh, (g) and (h) hybrid. In this section, we shall
discuss four popular types-of network topologies, i.e. bus, ring, tree and star.
Bus,

In a LAN, tor-this topology, all stations of the network are attached
directly to.a linear transmission medium or the bus, through an appropriate
hardware interfacing known as a tap. Here, the data flows from the source
machine to all other machines in both the directions until the target recipient
is found. Bus can be of two types: linear and distributed. In case of linear
bus, the transmission: medium has exactly two end points, and it enables
all the nodes in the.-network to:receive the transmitted data simultaneously.
Whereas, in case of distributed bus, there;can be more than two end points,
created by adding more branches to:tlie main transmission medium. In case

of simultaneous transmissioh of data by multiple machinés, an additional
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arbitration mechanism is necessitated in order to resolve conflicts. The
operation of this mechanism may be centralized or distributed. For example,
Ethernet (IEEE 802.3) is a decentralized bus-based broadcast network
operating within a range of (10 Mbps-10 bes). Example of a bus topology
of network is shown in Figure 2.12 (a). "

Ring

In this topology, a set of devices (act as repeaters, capable of receiving and
transmitting data bit by bit) are connected in a circular fashion by point-to-
point links in order to maintain the signal strength. Here, the transmission
of data (frames)-is unidirectional (clockwise or anti-clockwise). As a frame
moves in the circular path, the destination fepeater recognizes its address and-
copies the frame into a local ‘buffer. The transmission of the frame continués
till it returns to the source repeater, where it is eliminated. Since the ring
is shared by multiple stations, medium access control has a responsibility to
determine time for each station to insert frames. Two common examples of
this topology are: (a) IEEE 802.5 token ring, which operates at (4-16) Mbps,
and (b) FDDI (Fiber Distributed Data Interface) ring network. An example
ring topology of network is shown in Fagure 2.12 (b).
Tree

Here, the arrangement of inter-connection isrmade in a- tree-like fashion,
i.e., stations {which.have unique addresses) areinterconnected to a trans-
mission medium with branches without a loop. *The beginning point of the
tree is referred as the headend, from where multiple branching cables can be
initiated, and each these branches can have additional branches which may
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lead to a complex layout. Again, data is transmitted in small blocks, referred
as frames, from any station towards all other stations throughout the trans-
mission medium. Each of these frames has two basic components: (i) frame
header, containing the control information, and (ii) a portion of the data in-
tended to be transmitted by a station. Header of a frame also includes the
destination address for the frame. An example of tree topology network is
shown in Figure 2.13 (a).

Star

Here, the stations are arranged in a star fashion with a common central
node, connecting all the stations in the network. A star topélogy network
is shown in Figure 2.13 (b). The stations are attached to a central node
using two point-to-point links for transmission as well as for reception. This
topology allows two alternatives for the central node to operate: (i) Operate in
a broadcast fashion, where a frame transmitted from one station to the node
( often referred to as a hub), is retransmitted on all of the outgoing links.
(1i) Operates as a frame switching device, where the central node buffers an
incoming frame and then it retransmits on an outgoing link to the destination
station.

2.1.9 Hardware Components

A collection of softwares and hardware components are necessary to interface
with the communication medium and to regulate the organized access to the

medium in computer networking.
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2.1.9.1 Network Communication Devices

A. Repeater and Hubs

The purpose of a repeater is to receive, amplity and retransmit signals bidi-
rectionally. Here, from software point of view, connecting a series of cable
segments by this physical layer device makes no significant difference from a
single cable, however, some amount of delay may occur. By allowing multiple
cables to connedt with a repeater, it enables to create larger networks.

Unlike repeater, generally a hub does not amplify the incoming signals.
It includes several incoming lines joined electrically. It allows the frames
arriving on an incoming line, to transmit out on all the others. In case of
collision (i.e., arrival of two frames at the same time), the entire hub forms
a single collision domain. An important requirement of this device is that-
speed of incormng signals into a hub must be same. Three basic types of
hubs are' (a) Actwe hub: It is capable of performing like a repeater, can
also regenerate or amplify the signals. This type of hub requirés electrical
power to run and can cover upto 2000 feet. (b) Passiwe hub: This kind of
hub acts as a central device, forwards signals to other devices connected to
it. It allows to connect multiple stations in a star fashion. A passive hub
can cover upto 300 feet. (c) Intelligent hub: This advanced type of hu]bs
have also management capability. Apart from signal regeneration, it is also
capable of performing network management and intelligent path selection An
ir;i;leligent hub has abilit?f to offer flexible transmission rates to various devices.

B. i3ridges

This device works at data link layer to provuie connectivity between LANSs.
It supporfs ‘routing by examining the data layer link addresses. Bridges can
transport IPv4 or any other kinds of packets, as they do not examine payload’
field. Tt minimizes the processing overhead by allowing to use only same
protocol. Without any additional burden on the communications software,
this device provides an extension to the LAN. Bridges are of two types: (a)
Transparent bridge: The presence and operation of this type of bridge are
made transparent to these network hosts. It analyzes the pattern of the
incoming source addresses from associated networks and gather knowledge

about the topology of it. By using its internal table, the bridge forwards
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the traffic. This kind of bridges are st¢ndard1zed into the IEEE 802.1 and
are popular in Ethemet/IEEE 802.3 netw01ks Routmg Brudge (RBridge):
The operation of‘ this device is based on the TRansparent Interconnection
of Lots of Lmks (TRILL)- ‘profoc 01 . This protocol (TRILL) supports (i)
optimal palr-ms? data frame. er\\7ardjng's€1'irice withoutj configuration,
(ii) safe forwarding even during the periods of temporary loops and (ui)
multipathing of both unicast a.nd multlcast traffic: To prowde these services,
TRILL uses a link-state protoco] referred as IS-IS (Infelmechate System
to Intermediate System) _protocol. The IS-IS. protocol supports broadcast
connectivity to all the RBridges, to know each other and their connectivity.
Based on these information, a RBridges could compute (a) pair-wise optimal
paths for unicast, and (b) distribution trees for delivery of frames either to
destinations or to multicast /broadcast groups.

C. Switches

This network device works at data link layer to provide a dedicated connection

between ports. It minimizes the transmission overhead by determining which

ports are communicating directly and connects them together. They interpret

and operate upon the MAC address in the receiving packets. On arrival of
a packet at a port, this device makes a note of the source MAC address;

associates it with that port and.stores this information in an internal'MAC

table. Based on the available destination MAC address in its MAC table, the

device finally forwards the packet on the respective port. If the MAC table

doesn’t include the destination MAC address, packet is transmitted to all the

connected interfaces. However, in case of a match between the destination

port and-the incoming port; the packet is simply filtered. Figure 2.14 shows

working of a switch. Two basic types of switches are: (a) Store-and-forward
switch: Tt follows a three-step execution policy: accept, store and forward.

Here, a-frame is accepted on an input line, buffers:it, and then transmits

it to the appropriate output line. (b) Cut-through switch: This type of
switches take the advantage of the occurrence of the destination address at«
the beginning of the' MAGC frame: It attempts to recognize the 'destination

address by repeating the incoming frame onto the appropriate output line.
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2-layer switch

The operation of this category of switch is almost like a full-duplex hub. 1t
also provides scopes to include additional logic to use it as a multiport bridge.
By increasing the capacity of a layer-2 switch, several additional devices can
be hooked up with it, and it can keep up with all attached devices. It performs
the address recognition and frame forwarding functions at the hardware level,
and can handle multiple frames simultaneously.

3-layer suntch

To address the two,important limitations of Layer 2 switchesifjiz, (1) broad-
cast overload and (ii) lack of multiple links support, a 3-layer switch came

into existence. It breaks a large LAN logically into several sub-networks con-:.

nected by a special network device, called router (discussed in‘the subsequent
section). Based on the operation, a Layer 3 switch can be of two categories:
packet-by-packet and-flow based. The first category of layer-3 switch' operates
similar like a traditional router. Whereas, the other category switch attempts
to, improve its performance by grouping [P packet flows with identical source
and destination. Generally, layer-3 switches are interconnected at:1 Gbps and
connected to layer 2 switches at 100 Mbps-1 Gbps.

D. Routers

The main objective of this device is to connect two networks by relaying data
from a source to a‘destination end system based on a,routing table that in-
cludes lists for each possible destination network the next router to which the
internet datagram should be sent. A routing table can be static as well as
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Figure 2.15: Router in the TCP/IP model

dynamic. In static routing table, alternate routes are maintained to handle.
the unavailability of a particular router. However, a dynamic routing table
provides more flexibility in response‘ t(; both error and congestion conditions.
Such a royter can support various types of network media, such as Ether-
net, AT —,*TSSL, or dial-up. Apart from those dedicated routers, sch as Cisco
routers, it can also be configured using a standard PC with several network
interface cards and appropriate software., Generally, routers are placed at the
edge of multiple networks. Usually, they have a connection to each network,
and also they can take on other responsibilities as well as routing. Many
router are also equipped with firewall capabilities to filter or redirect unau-
thorized packets. Also, most routers are capa‘blle to prqvide 1\“e|twork Address
Translation (NAT) services. Figure 2.15 shows a router in the TCP/IP model.

E. Gateway

A gateway serves as a server on behalf of other servers which may.not have
a direct communications with a client. Two major services provided by this
device are: (i) as server-side portals through network firewalls, and (i) to
provide access to resources stored on non-HTTP systems as a protocol trans-
lators. It acts as an original server to receive requests from clients for the
requested resources, without the knowledge of the client about it.
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2.1.9.2 Network Interface Card (NIC)

A. Ethernet Card

Ethernet has already been established as a well-accepted standard (officially
called IEEE 802.3) to connect together the stations on a LAN. Tt can also be
used as an interface hto cannect a desktop PC to the Intem:et via a router, or
an ADSL modem (Asymmetric Digital Subscriber Line): A most commonly
known Ethernet standard is 100baseT, which represents a transmission media
type e.g., twisted pai} cab-l-e:; with modular RJ-JS con;1ectors on the end,
allowing to transmit data at the rate of 100 Megabits/second. This standard
supports the star network topology, with switches or hubs at the central node,
and the end devices (or additional switches) at the edges. Here, each device
connected to an Ethernet network is assigned a unique MAC address given
by the manufacturer of the NIC card, which functions like an IP address.

B. LocalTalk

It is a special kind of physical layer implementation of the AppleTalk
networking system.‘ It generally uses the bus topology with the devices
connected in a daisy chain fashion. LocalTalk uses the bus system of shielded
twisted pair cabling, plugged into self-terminating transceivers, running at a
rate of 230.4 'Kbits per second. However, with the widespread popularity of
Ethernet-based networking has out-numbered the LocalTalk. \

C. Connector

To provide a physical link between two network components this is a widely
uséd device. To‘corinect electrical circuits, an electrical connector is used,
which is basicallif an electro‘mechanical device. Based on the requirements,
this connection either may be temporary or permanent. For portable
equipments, the connection may be temporary, which usually demand for an
arrangement for assembly and removal. On the other hand, a permanent joint,
is needed for connecting two wires or devices. Depending on the requirements,
connections of various types can be found in use. Some of the example
features inc¢lude: shape, size, gender, connection mechanism and-function.
Some of the commonly found connectors are : Power connectors, USB
connectors, D-subminiature connectors, 8P8C connector, BNC connectors,
etc.
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D. Token Ring Cards

Two well-known Token=~Riqg examples are : IBM’s Token Ring network and
IEEE 802.5 networks. In a Token Ring network, the token is allowed to
move between the computers inside a logical r%né and the physical layout of
the cable ring passes through the hub™ As a part of the ring, the users are
connected to the ring via the hub. It supports a ring topology, hawever, in
some special implementation, it may use a star-wired ring topology with all the
computers on the network connected to a central hub (for example, the IBM’s
Token ring implementation). The transmitted frame moves around the ring
until the intended destination station is reached. However, if the transmitted
frame couldn’t find the destination station, and finally reaches the sending
station again, it is eliminated. It is-the responsibility of the sending station
to verify the returning frame whether it was seen and subsequently copied
by the destination or not. Thist architecture is considered to be stable and
demanding due to its ability to handle high-bandwidth video conference and
multimedia applications. A typical transmission speedstof this sthndard are
of 4 Mbps or 16 Mbps.

J

2.1.9.3 Transceivers

The main purpose of a transceiver is to clamp around the cable securely so that
its tap makes contact with the inner core properly. A transceiver is equipped
with the electronics to handle carrier detection and collision detection. On
detecting collisions, a transceiver typically puts an invalid signal on the cable.
for other transceivers to realize that a collision has occurred. The cable of the
transceiver is terminated on a computer’s interface board, where the interface
board includes a controller chip that transmits frames to, and receives frames
from, the transcerver. 'T\vo major responsibilities of the transceiver are: (i) to
assemble the data into the proper frame format, and (ii) to compute checksums

on outgoing frames to verify them on incoming frames.

2.1.8.4 Media Converter

This network device supports connectivity between two dissimilar media types
such as twisted coper-wires with fiber optic cabling. In several real-life net--

working applications, it becomes essential to interconnect an existing copper-
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NPC

Network Performance

Figure 2.16: Various aspects of Network Performance

based, structured cabling system- with fiber optic cabling-based systems. This
device supports electrical-to-optical connectivity (with conversion) typically
at the OSI Layer-1,.i.e. physical layer, to bridge the difference between cop-
per and fiber optic cabling. -Media.converters are found in use mostly in the
enterprize networking to provide the clients data transport services.

2.1.10 . Network'Performance

In a network with hundreds or thousands of nodes or hosts, complex interac-
tions with unforseen consequences are common. Such complexity often leads
to performance degradations. So, appropriate tuning‘of the crucial perfor-
mance parameters is a must.- Next, we shall discuss five important aspects of

network performance, as shown in Figure 2.16.

2.1:10.1 Network Performance Constraints (NPC)

Many times, the performancé of network suffers due to temporary resource
overloads. The sudden increase in the traffic arrival at a router beyond Iits
capacity, congestion may build up and performance may suffer. Another im-
portant constraint of network performance degradation is resource imbalance.
For example, if a gigabit commumcatlon line is attached to a low-end PC,
the poor CPU will not be able to process the incoming packets fast enough
and some of them will be lost. As a result, these packets will eventually be
retransmitted, causing delay, wasting bandwidih, and finally will result w1th
degraded performance. Another performance constraints is due to lack of a
proper parameter tuning. For example, if a TPDU (Transport Protocol Data
Unit) contains a bad parameter (e.g., the port for which it is destined), often
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the receiver will suspect ‘arid:send: back an error notification. This is single
instance, now imagine what could happen if a bad TPDU 1s broadcasted to
10, 000 machines: each one rmght send back an error message Such a broad-
cast. storm could cripple the network.

2.1.10.2 . Network Performance Parameter Tuning (NPPT)

A significant step towards improvement of a’ network pefformance is to un-
derstand the happenings in the network by appropriate performance measure-
ments. Once the relevant parameters are identified, one should try to under-
stand the happenings in the network based on the parameter values. Now, by
changing the parameter values incrementally, one can observe the goodness in
performance achieved and hence the process can be repeated until no further

improvement is possible.

2.1.10.3 Performance Oriented System Design (POSD)

A constant looping process comprising of (i) measuring the performance and
(i) tuning the parameters, can help in improving the performance of a net-
work considerably, however, it cannot be the remedial measure for a poorly
designed ‘network. Whole designing a network system, the designer is to con-
sider that: (a) CPU speed is more important than network speed, (b) Reduce
packet count to minimize software overhead, (¢) Minimize context switches,
(d) Minimize copying, (¢) Should give more bandwidth but not lower delay, (f)
Avoiding congestion is better than recovering from it and (g) Avoid timeouts.

2.1.10.4 Faster Processing of TPDU (FPTPD)

The processing ‘overhead of TPDU (Transport Protocol Data Unit) can be
characterized in terms of two basic components: (a) Overhead per TPDU and
(b) Overhead per byte. A possible solution to fast TPDU processing is to
separate out the normal case (one-way data transfer) and handle it specially.
Once a sequence of special TPDUs is obtained to get into the ESTABLISHED
state, TPDU processing becomes is straightforward until one side starts to
close the connection.
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2.1.10.5 Protocols for Gigabit Networks (PGN)

A major performance bottleneck in the cuu‘ent network scenario is due to
rapld increase in communication speed against’ 1elat1vely lower CPU Speéd A
In such scenario, a common assumption of the protocol demgner that the time
to use up the entire sequence space would significantly exceed the maximum
packet lifetime, usvally fails. Also, today the gigabit network designers should
learn to design the network for speed, not for bandwidth optimization.

2.2 Part II: Anomalies in Network

Anomalies are instances (e.g., points, objects, events, patterns, vectors, sam-
ples, etc.) in data that do not conform with an acceptable. notion of normal:
behaviour. Anomalies in a network also refer to circumstances® which cause
the network operations to deviate from normal behaviour. Network anomalies
may occur due to sevelal reasons such as: overload in the network malfunc-
tioning of devices, network rrnsconﬁgura.tlon mahclous d.(,tl\fltles or net\volk-
intrusions that mterprets the normal network services. However, the:anoma-
lies in a network can be broadly categorized into two: (a) Network perfor-
mance related anomalies and (b) Sécurity related anomalies. Next, we discuss
each of these two categories -of network anomalies, their sources and causes:
in detail. Performance related anomalies may occur due to‘various network

vulnerabilities.

2.2.1 Pertormance Related Network Anomalies

In a network system, vulnerabilities are mherent weaknesses in the de51gn
implementation and management of the system, whlch render the system sus-—
ceptible to threat(s). Existing known vulnerabilities are usually traced. back
to any of the following three sources:

(a) lll-design: A common source of network vulnerabilities is due to the pres-
ence of flaws in the design of hardware and software. A common example of
such a vulnerability is the sendmail flaw identified in the earlier versions of
UNIX. It enabled the hackers to acquire privileged access to hosts:

(b) Poor implementation: Another important sources of network anomaly is
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the poor or incorrect configuration of the system. Such vulnerabilities usually
result due to lack of inexperience, insufficient training, or sloppy work. For
example, a system configuration without having restricted-access privileges
on cntical executable files. Tt will allow an illegitimate user to tamper those
files easily.
(c) Lack of management: Use of improper methods and inappropriate checks
and balances are another sources of network vulnerabihties. Improper mon-
itoring and lack of proper documentation can also provide scope of network
vulnerabilities. For example, lack of guarantee that security steps are being
followed and that no single individual can gain-the total control of a system.
The following subsections describe the potential causes of network vulner-

abilities 92

2.2.1.1 Network Configuration Vulnerabilities

Vulnerabilities in the network also may be caused due to improper network
configurations. There are five major configuration vulnerabilities as repor%ed
below.

(a) Weak network architecture: A network infrastructure environment may be
developed and enhanced on demands, with very less emphasis on the poten-
tial security consequences of the charfges. As a result, security hole/gap may
come into existence over time, backdoors for the adversaries.

(b) Lack of Data flow controls: Absence or inappropriate use of data flow
control, such as access control hst (ACL) may provide scope for illegitimate
users or systems to access the nef\vork.

(c) Poor configuration of sec;urzty cquzpmcnt:' Use of default configuration of
the security equipment such as 1'onter,l etc. may lead to insecure open ports
and the network services running on hosts also may easily lead to exploitation.
Improperly configured firewall rules and router ACLs can allow illegit.imate
traffic.

(d) Lack of backup of dewice configuration: Due to non-availability of pro-
cedures for restoring network device configuration settings in the event of
accidental or adversary-initiated configuration changes, it may be difficult to
maintain system availability and to prevent loss of data. Backup procedures
with well documentation should be available to keep the network up with

47



.Chapter 2. Background’

minimum failure time

(e) Unprotected password transmission: Unprotected password transmission
over insecure channel are susceptible to eavesdropping by adversaries A suc-
cessful disclosure of password will allow an.intruder to disrupt security oper-
ations or to monitor network activity.

(f) Use of password for longer pertod: Use of password for longer period will
allow the adversaries to make a successful offline dictionary attack. It wll
enable the adversanes to disrupt security operation.

2.2.1.2 Network Hardware Vulnerabilities

Lack of appropriate protection and control mechamism may lead to network
hardware vulnerabilities. Following are the major causes of such vulnerabili-
ties.

(a) Inadequate physical protection of network equipment: Inappropriate mon-
itgring and controlling of the network equipment may lead to damage or de-
sﬁrﬁction

(‘t;)"lnsecure physical ports. Use of insecure USB (universal serial bus) and
PS/2 ports could be another major cause of permitting unauthorized connec-
tions.

(c) Lack of enuironment control: Inappropriate or loss of environmental con-
trol could lead to overheating or melting of the processors and consequently
may even shut down its operation to avoid damage to themselves.

(d) Inadequate physical access control mechanism for equipment and network
connectrons: Non-restricted access and inappropriate use (or unauthorized
manipulation of setting) of the network equipment may lead to theft/damage
of sensitive data, software and hardware.

(e) Lack of backup for critical networks: Lack of periodic backup of critical
network data may lead to sudden failure of the system.

2.2.1.3 Network Perimeter Vulnerabilities

Lack of security perimeter and appropriate control mechanism may lead to
this special type of network vulnerability. Next we discuss three major causes
of this type of vulnerability:

(a) Lack of well defined security perimeter: If the control network does not

48



2.2 PRart II: Anomalies in Network

have a well-defined security perimeter, it may be difficult to ensure the nec-
essary security controls in the network. It could lead to unauthorized access
to systerhs and data.

(b) Irzn.p'rope‘r c':miﬁ,(}umtzon of firewall: Improper configuration of firewalls
could allow unauthorized or malicious data as well as software including at-
tacks and malware to spread between networks, making sensitive data sus-
ceptible to monitoring/eavesdropping on the other network, and providing
individuals with unauthorized access to systems.

(c) Use of networks for non-control truffic: The purpose and requirements
of Control and non-control traffic are different, such as determinism and re-
liability, so having both types of traffic on a single network makes it more
difficult to configure the network so that it meets the requirements of the
control traffic.

2.2.1.4 Network Monitoring and Logging Vulnerabilities

Vulnerabilities in a network also may be caused due to improper logging and
inadequate firewall setting. Appropriate and accurate logging can be of sig-
nificant help to identify the causes of a security incident. A regular security
monitoring will help to avoid occurrence of unnoticed incidents or sudden,
damage or disrup}cion in the network.

2.2.1.5 Communicati;)n Vulnerabilities

This subsection presents four major types of communication vulnerabilities.
(a) Lack of critical monitoring and control paths 1dentification: Unauthorized
or illegitimate connections can leave'a backdoor for attacks.

(b) Use of well documented communication Protocol: Adversaries can exploit
protocol analyzer or other utilities for well 'documented and standard proto-
col' to interpret. the data sent by using protocols like File Transfer Protocol
(FTP), telnet, Network File System (NFS), etc.

(¢) Lack of standard authentication of users, data or devices: Due to lack of -
appropriate authentication, there could be chances to replay, manipulate, or
spoof data or devices (e.g., sensors, user IDs, etc).

(d) Lack of wntegrity checking: Lack of integrity checks could enable the ad-

versaries to manipulate communications undetected.
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2.2.1.6 Wireless Connection Vulnerabilities

This type of network vulnerabilities may be caused due to two major reasons:
(a) Inadequate authentication: Use of a weak and biased mutual authentica-
tion between a wireless clients and an access point could lead to connect a
legitimate client to a rogue access p01n't of an adversary Al.'qo sug:'h a weak
authentication may allow new adversary to gain access to the system. ’
(b) Inadequate data protection: Inadequate protection mechanism may allow
the adversaries to gain access t0 ﬂ'le non-encrypted data

In the preceding subsections we have discussed the various possible sources
of ngtwork vulnerabﬂihes which may cause performance rglated anomalies in
a network. Next, we discuss about the second category of network anomalies,

i.e., securntty related network anomalies which is our prime concern

2.2.2 Security Related Network Anomalies

Anomalies are instances (e.g, points, objects, events, patterns, vectols.

sample etc.) in data that do not comply with an acceptable notion of

normal behaviour. Anomalies in network may occur due to several reasons

(i) Network operation anomalies (ii) Flash crowd anomalies and (iii) Flood

anomalies or malicious activities. Out of these occurrences of anomalies due

to malicious activities is our main concern. Malicious activities in a network

can be of various types such as pojnrt‘ anomaly. contextual a:nomajy and
collective anomaly®. We state and illustrate each: type of anomaly in terms.
of fraudulent credit card transactions.

Powmt anomaly: Point anomalies of an nstance can be found exceptional

or .anomalous with respect to rest of data, such instance is referred point

anomaly. For example; exceptional credit caid expenditure in comparison to

previous transactions Figure 2.17 shows an example of point anomaly In

Figure 2 17, object O, is isolated from other group of.objects Cy, Ca and Cs.

Object O, is a point anomaly

Contextual anomaly: With reference to a given context ( e.g ,-minimum max-
imum range), if an instance can be found anomalous or exceptional, such

instance is referred as contextual anomaly. For example, with reference to
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Figure 2.17: Point, collective and.contextual anomalv

weekly credit card expenses of a Professor (other than festival expenditure),
a credit card expenditure which significantly; deviates from the usual range
of weekly expenditure. An example is shown in Figure, 2.17. where object O,
15 isolated in.the context of group of objects C; Object O, is contextual
anomaly.

Collectwe anomaly: With reference to a given normal behaviour, ot a group
of,instances are found deviated or anomalous, such,group of anomalous in-
stances are referred as,.collective anomalies. In Figure 2.27, group of objects Cs
is distinctly sepaiate from the groups C; and Cy. Cyas a, collective anomaly.

2.2.3 ~ Who Attacks Networks

A computer network 1s a collection of interconnected systems running dis-
tributed applications. A network attack is a malicious attempt used to-exploit'
the vulnerability- of a computer or network attempting to:break into or com-
promise: security of the system. One who attempts to attack into a system is:
an attacker or intruder. Anderson®? classifies attackers or intruders-into two
types: ezternal and mnternal. Ezternal intruders are unauthorized users of the
system or machines they attacked, whereas internal intruders have permission
to access the system, but do not have: privileges for the 100t or super user.
Internal mtruders are further-divided into ‘'masquerade intruders and ‘clandes-

tine intruder. A masquerade intruder logs in as another user with legitimate'
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access to sensitive-data whereas-a -clandestine intruder, the most dangerous,
has the power to turn off audit control for themselves. {Attack or intrusion is
perpetrated by an msxde or outside attacker of a svstem to gain unauthorized

entry and control of the security mechanism of the svat,em

2.2.4 Precursors to an Attack

The precursors to-an attack are basically -a series-of events used to trigger an
attack. A network attacker executes a series of steps to achieve the desired
goal. The order and duratiort of these stép'é is'dependent ‘on séveral factors in-
cluding attacker’s skill level, type of vulnerability to be exploited, prior knowl-
edgéVinformiation; ‘and starting location-of the attacker: The-attacker’s ét‘éps
range from'-finding:6ut the network 'via port-scans, running exploits against-
the network, cleaning attack evidénce and installing backdoors to guarantee’
easy -access of the network later. The four ‘basic actions taken by an’attacker
prior‘ to execute a computer attack, as shown in Figure 2.18 are described
next.

Prepare: In this step, the attacker ‘attempts to colléct nétwork configuration”
information-using port scahners to idéntify the vulnerability of the' network.
It tries to gatherinformation such as computer IP addréss, operating systems;-
opeil ports Witli (hiéif dssocidted listeiiiiig softwaie t¥pe diid Versioiis.

Ezxploit: Once the vulnerabilities are identified, the attacker attempts to ex-
ploit it during this step. The attacker may execute multiple number ot attacks
during_ this step:-

Leave. behind:.. After, successful. launching of the attack(s) via.exploitation;
the attacker.often installs additional software to.enable accessing the-network.
later. Such ‘leave behind’ might -be network sniffer or additional back-door.
network services: -

Cleanup: Here; the attacker attempts to clean up any evidence left by the:
actions in the previous steps:: This may include restarting daemons crashed.-
during exploitation, cleaning logs and other information, and. installing. mod-
ified system software designed to hide, the, presence, of other software from

normal -system commands,
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Figure 2.18: Basic steps of an attack execution

2.2.5 Network Attacks Taxonomy

An attack or intrusion is a sequence of operations that puts the security of
a network or computer system at risk. Several network attack classification
ways are available in literature **5%%. A taxonomy or classification of attacks
aims to provide a consistent xrs;ay of specifying the relationships among the at-
ta(,ks theu classes and sub—da.sses Attacks can be classified into seven main
categorles based on thelr chamctenstms from 1mplementat10n perbpectlves
as shown in Table 2..3. A brief discussion among these categories is reported
next.

Infection: This category.of attacks aims to infect the target, system either by
tampering or by installing evil files in the system.

Ezploding: This category of attacks targets to explode or overflow the target
system with bugs.

Probe: This category aims to gather information of the target system through
tools. Co-ordinated probes or scanning are more serious attack of this cate-
gory.

Cheai: A typical cheating charactcristics of this category is their attempt to
use fake or abnormality to the caller, for example, DNS (domain name server)
spoofing, input parameter cheating etc.

Traverse: The common characteristics of this category is their attempt to
crack the victim system'through simple match by each possible key.

Concurrency: This category of attack'targets to victimize (depletion) a sys-
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Table 2.5: Taxonomy of Attacks
Main Sub-category
category

Infection Viruses, Worms, Trojans
Exploding  Buffer Overflow
Probe Sniffing, Port Mapping Security Scanning

Cheat IP Spoofing, MAC Spoofing, DNS Spoofing, Session Hijack-
ing, XSS (Cross Site Script) Attacks, Hidden Area Operation,
and Input Parameter Cheating

Traverse Brute Force, Dictionary Att'aicks, Doorknob Attacks, User to
root (U2R), and Remote to-local (R2L)

Concurrency Flooding, DDoS (Distributed Denial of Service)
Others All others

tem or a service by sending a mass of same requests which exceed the capacity
that évst'em or service could supply

Other: There are some attacks belonging to this speual category, which at-'
tempts to infect the ta,rget system by using system bugs or weaknesses dlrectly
in attacks. Often, these may be found as trivial attempts, without requiring
any professional skills.” The network attacks can also be ¢lassified as pass'iire
and active. Passive attacks have'an indirect effect. These aré'launched by
the intruders for two major purposes: (i) to monitor and record traffic and
(i) to gather useful information for subsequent launching of an active attack.
Due to their no overt activity; these attacks are not easily detectable Packet
sniffing, traffic monitoring and analysis are ‘examples of passive ‘attacks. On
the other hand, active attacks are more dangerous. They have more overt
actions on the network or system, which can be usually more devastating to a
network. Active attacks are classified into four categories in DARPA % intru-
sion detection evaluation plan. The four categories of attacks are descrlbed

in the following subsections.

2.2.5.1 Denial of service (DoS)

DoS is a very commonly found class of attacks with wide varieties, which at-

tempts to block access to, certain resources®. Typically,.the access to those
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resources:are blocked due to the inability. of a particular network .service'such
as e-mail, to be available or, the: temporaryloss. of all network connectivity
and services.. In general, a-DoS attack isiimplemented:with an objective to re-
set the target:computer(s), or to consume its:resources extensively so.that no
longer theé intended service can be provided or-blocking the access bétween thet
intended users and the victim so that no longer.the communication’can con-
tinue adequately between them. In some cases, this class of attacks attempts
compromise millions of legitimate users for forced web sites access and compel
to cease operation tempora.rily Also launching of such, attacks successfully
often can spread very fast across the branches of the network and ultimately
could lead to problems in the entlre network. For e\ample by consumlng the
ba.ndw1dth of a router between a LAN and the Internet could lead to compro-
mising not only the vu,tlrn computer but the entlre network Common forms.
of demal of service attacks are: buﬁ%r overﬁow ping of death (PoD) TCP
S YN 5murf neptune teardrop and land in Table 3.2 of Chanter 3.

2.2.5.2 .User to Root Attacks (U2R)

This class of attack is very difficult to distinguish: from: the hormal- traffic
because-it attempts to gain the system’s superuser’s privileges ‘as one of the
legitimate users. U2R attack initially attemptsto access.a normal usér-account
either by sniffing passwords or:by ‘dictionary attack.: Orice it is:successful to

steal a legitimate user’s password, it attempts to exploit the weaknesses of
the system to gain privileges of the super user®. U2R attacks' can be of:
various types: (i) Buffer overflow attack where, the attacker’s program copies
large volume of data into a static buffer without verifying the capacity of.thé:
buffer, whether it can hold or not. (ii) The other U2R attacks are like rootkit,

loadmodule Perl, etc. in Table 3 2 of Chapter 3

2.2.5.3 Remote to Local (R2L)

The.nature of this attack class is almostsimilar with U2R-attacks. It attempts
to send packets to a remote machinesor host- over a network without being:
a legitimate: user of that machine or host.. Theny either.as:a root .or as a
normal user, ‘it ‘tries  to acquire access to the machineior host and execute

malicious operations®.. Two. most common R2L attack examples are: buffer
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overflow and unverifiedinput, attacks. They are either done against public
services(such as HTTP, and FTP) or. during the connection’ of protected
services (such as POP; and IMAP). Guessing password, for example, is an,
unauthorized, access-from a remote machine. . The other common.forms of
R2L sattacks are warezclient, warezmaster, whap,. ftp_write, multihop, phf,
spy, etc. in-Table 3.2, of Chapter 3.

2.2.5.4, Probe

This class of attacks attémpt to gain useful information about hosts, valid IP
addrestes, the'services they offer, the operating systems used, etc.’ by scanning
the network in various rhodes 5%, The attacker utilizes these information'to’
identify the pot’éntial vulnerabilities of tile system to launch an attack against,
selected machines zi'ri(i services. Sorrie“of\’t’flé commoh types of this class of
attacks are: (i) IPsweep, where the attacker scans the hétwork for a service
on a specific port of i:nferest (i) portsweep, where the attacker scans through
many ports to determine which sewices are supported on a single host, (iii)
nmap, which is a tool for network' mappmg, etc in Table 3'2 of Chapter 3.
These scans are usually the precursor to other attacks. . . oy

A typical network is shown in.Figure 2.19. with a protected LAN, DMZ
(demilitarized zone) logical subnetwork and several attacker-nodes and client
nodes. In a DMZ (computing) subnetwork, additional security is provided
from external threats. It consists of switches, several. VLAN, nodes, servers.
and server for.IDS.

2.2.6 Discussion

In this chapter, we introduce how computer networks work and now anomalies,
arise in networks. In the section of ‘cciirfpﬁi;ér networks, we include a brief de-
scription of various media used in computer_ u)mmunica,tions refere‘n(,e models
for layered architecture used in computer communications proto‘cdls used in’
different layers of communication, various types of networks based on scale and
requirement, different topologies of interconfiections and physical components,
for network communications. In the-section.on anomalies in networks, we ex-
plain network anomalies.in two major areas: performance related anomalies-

and security related anomalies:: We describe many vulnerabilities may exist in
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Figure 2.19: A typical view of a network with protected LAN, DMZ and
attacking clients

networks allowing bad players to exploit them to create anomalies in perfor-
mance related anomalies. In the security related anomalies part, we mention
sources of anomalies in networks, types of network intruders, steps of network
attacks (attack precursor) and types of attacks.

Several number of approaches are there for network anomaly detection.
To test the performance of an approach, input data and evaluation metrics
are unavoidable. We report various approaches of network anomaly detection

methods, datasets and evaluation methods in the next Chapter 3.
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CHAPTER 3

Detecting Anomaly in Network

Data-and Its Evaluation
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In this chapter we introduce various data mining based network anomaly
detection approaches, such as : supervised, semisuperused, unsuperwsed and
hybrid and their architectures, components and various other important as-
pects. We also identify important issues for each of these architectures and
analyze their capabilities and constraints or limitations in general. To evalu-
ate an intrusion detection system, role of intrusion dataset is inevitable. In
this chapter we discuss the features of some well known benchmark intrusion
datasets, and also we include an e(aborate discussion of the generation of such
datasets. Finally, we discuss the various measures for evaluating the detection
methods.

3.1 Detection of Network Anomalies

Anomaly detection is an essential multi step process for the mitigation of
occurrences of anomalies or failures in time. It can compromise the defence
mechanism, and degrade the performance of a network. Anomalies may be
caused due to various reasons as discussed in the proceedirig chapter. It may
occur due to malicious actions (e.g., scanning, denial of servicé), or due to
misconfigurations or failures of network hardware and software components
(e.g., disruption of link, routing problems), or even rightful events such as
strangely large file transfers or flash crowds. The purpose of an anomaly de-
tection mechanism is to analyze, understagd and characterize network traffic
behaviour, as well as to identify or classify the abnormal traffic instances such
as malicious attempts from the normal instances. So, the anomaly detection
problem also-can be defined as a classification problem. Based on our survey
it has been observed that the existing anomaly classification methods work
basically in three modes, as given below.

1. Supermsed anomaly detection: Techniqu'es trained in supervised mode
assume the availability of a trainirig"d'ata set which has labeled instances
for normal as well as anomaly class. Typically, in such approach build

a predictive model for normal versus‘anomaly classes. Any unseen data
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instance-is compared. against the model to determine its'belonging class.
Two -major issuescarisé. in’ Supervised anomaly' detection. First, the
anomalous instances are far fewer compared to the normal instances in
the training data. Issues arising due to imbalanced class distributions are
addressed in the data mining and machine learning literature 52. Second,
obtaining accurate and representative labels, especially for the anomaly,
class is usually challenging- A niimber of techniques have been proposed
that inject artificial anomalies in a normal data set'to ‘obtain'a labeled
training data set .

Semz’—SupeMisedu’zmom‘dlfl/fidé’t'e'cﬁtioh"f'“Techniqﬁés that-EOperr‘a,te in a
sermsupervxsed mode assume tha,t the trammg data has labeled in-
stances for only the normal class. Smce thev do not require, labels
for the anomalv class, they are more w1delv appllcable than superwsed‘
techmques For e\:ample in spa.ce craft fault detectlon , an anomaly
scenario would sxgmfy an acudent Wthh is not easy to model The
typlca.l approach used in such technlqueb is to. bulld a model for the
class Lorrespondmg to normal behawour and, use the model to identify
anomaheg;p the test d@jc_e}:

. Unsuperv'/sed anomaly detertzon I‘echmques tha.t operat‘.e in unsuper-
vised mode do not requlre tra.mmg data. and thus ‘are most widely ap-
plicable. The techniques in this category make the 1mphcm assurnptlon
that normal xnstances are far more fxequent than anoma.hes in the test
data. If this assumptlon is not true then such techmques suffer from
high false alarm'rate. Ma.ny semx-superwsed techmques can bé adapted'
to operate in an unsupervised mode’ by usmg a sample of the unlabeled.
data set as trammg data. Such adapta,tlon assumes that the test data
contains very few anomalies "and the model learnt during tra,nnng is
tobust to these few’ anomslies.

. Hybrid anomaly detection’ A-hybrid intfusion’detection method is devel-
oped by way of combining supervised and unsupervised network intru-
sion detection methods. The supervised methods have the advantage of
known attack detection’ with. higher attack detection accuracy rate and

low false detection alarms. On.the other hand an unsupervised method
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" has capability to novel attack detection. Thus; hybrid intrusion detec-
tion method is capable of detection of both known as well as unknown
attacks with good, attack detection accuracy rate.

Next, we define the anomaly detection problem for each of these ap-
proaches, discuss their generic architectures, components and various aspects
in detail. Subsequently, we extend our discussion.into three major categories.

supervised, unsupervised and hybrid.

3.1.1 Supervised Anomaly Detection System

Supuvxbed nelwork anomd.ly detection Udmmllv atiéuipts to classify fietwork
traffic into normal and dn‘ferent attack ca,tcgorles as early as posuble based on
the characteristics or features of the traffic thh reference to a set of labeled
trammg sample instances. So the superv1sed anomaly clabs1ﬁcat10n problem
can be deﬁncd as follows. For' anv ngcn test instance (= T1,Ty.73,. .,24) €
Dtest, ie. a test data,set for' any given tra,mmg instances (g, ds, . - . ,qk) € Q,
Le, a tra.mmg dataset, with class variable ¢, € L, i e.,'each training instance
(= Y1,92,¥3,---, Y4, &) € Q, the job of a supervxsed anomaly classifier 1s
to identify the dpplopmate class label ¢, for p, as edlly as possible with hjgh
accuracy. Here, L can have two (bmary class) or more (mult1 class) distinct
\alueb
A Generlc Architecture
The Iesr)ogl_sjbjljty of an igt;psjox% rdel;e‘qt_i'o_r,;—syste,rp, (IDS) is to (i) mogitb_r the
events occurrmg_ir} a network or, in a computer system, and (ii)”to analyze
thgm ]for ‘thg‘possible abnorrr‘l‘a’ll behaviour.

Anomaly based intrusion detection attempts to characterize the ‘normal’
behaviour pf a system to be ‘prote(’:tei-d, and generate alarm information with
a significant deviation observed due to an stance with reference to the pre-

defined normal behaviours?®.

Another way is to define the role of an IDS
1s to model anomalous behaviour due to occurrence of certain event(s) and
generates alarms when the deviation between the observed pattern and the
expected pattern(s) becomes noticeable.,;

A generic architecture of supervised network anomaly, detection system

(supervised ANIDS) is shown in Figure 3.,
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Figure 3.1: A generic architecture of supervised ANIDS

Basic Components

The genenc model of a super\rlsed ANIDS contains the following elements.
Data Capturmg \Tetwork trafhc data is gatheled using traffic capturing tool
viz., gul;? and stored_. ‘
Preprocessing: Raw stored data is filtered, important attributes are identified
and features are selected. .

Detection Engine: This is the central component of the anomctly detection
system. It attempts to detect the anomaly using profiles of normal or anoma-
lous behaviour. The model for identification of anomalies is created using
Reference Datq and Conﬁg1¢ratzon Duata.

Reference Data: Tt is the storage of the information about known intrusion
signatures or rules or profiles of normal behaviour. In the later case the pro-
cessing elements updates the .profiles whenever new knowledge 1s acquired
about certain observed patterns, This updates.is performed in periodic inter-
vals in a batch oriented fashion.

Security Manager: The role of a security manager (SM) is to update the
signature database whenever-knowledge about new type of intrusions become
available. A novel intrusion analysis is a highly qualified task.

Configuration Data: 1t represents the intermediate ‘results,'e.g., partially ful-
filled intrusion signatures frequently updated by the processing element. The
needed space to store these active information can grow a bit large.

Alarm Generate: Tt handles all outputs from.the system whether it is the most
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commbon one or that is an automatic response to the susnicious activitv.
Issues

In supervised anomaly detection, the normal behavigur model-of system is
established by training with lab*éled‘ or purely normal dataset.. These snorrna,l
behavior models are used to classify new network connections. The system
generates alert if a connection is classified to be Iabrgoryrkn_al belavior Ti prac-
tice, to train a‘sup’efvised ANIDS, an e_.\'haustiy,e*c'ollect“{gn of ‘labeledfor-gpurely
normal data is not easily available. Acquiring such a complete and pure nor-
mal data is a time consuming task and it demands for the involvement of high

skilled network security professionals.™

3.1.2 Unsupervised Anomaly Detection System

Unsupervised anomaly detection can address the issue of novel intrusion de-
tection without prior knowledge of intrufsxon;s or purely normal data. This ap-
proach does not require training data. In literature for unsupervised anomaly

65666768 clustering is a widely found method. A

based intrusion detection \
clustering is a method of grouping of objects based on similanty of the ob-
jects. Clustering itself is a kind of unsupervised study method %°. This method
can be carried on unlabeled data, it divides the similar instances into the same
group and divides the dissimilar instances into different groups. Unsupervised
anomaly detectiop often tries to cluster test dataset into groups of similar in-
stances which may be either intrusion or normal instances Although, using of
clustering method 1n unsupervised anomaly detection for intrusion, generate
many clusters, labeling of clusters is still a difficult issue faced by this ap-
proach. In order to label clusters, unsupervised anomaly detection approach
models normal behaviour by using two assumptions™: (i) The number of
normal instances vastly outnumber the number of anomalies and (ii) Anoma-
lies themselves are qualitatively different from the normal instances. If these
assumptions hold, intrusions can be detected'based on cluster sizes.' Larger
clusters correspond to normal data, and smaller clusters correspond to intru-
sions. But this method is likely>to produce higher false detection rate as the
assumptions are not always true in practice.

A Generic Architecture

A generic architecture of unsupervised* ANIDS is given i Figure 3.2.
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Figure 3.2: A generic architecture of unsupervised ANIDS

4 .
Basic Components

The generic model of a unsupervised ANIDS contains all those modules, as
found in case of supervised ANIDS, except the Detection engine and the la-
beling technique. We discuss thesé two modules next.

Unsupervised Engine: This is the actual anomaly detection component of the
system. It consists of two modules Detectzon.and Label. Based on specific
method or algorithm, Detectzon module perform detection either by grouping
similar instances or by identifying exceptional instances in input data. Label
module works after completion of Detection module to label the instances
either as normal or anomalous. Anomaly detection model is created using
Labeling/Assumption and Configuration Data.

Labeling/Assumptions: The usefulness of clustering has already been estab-
lished in grouping the normal and malicious traffic instances in a network.
It merely groups the data, without any interpretation of the nature of the
gro{lps. To support appropriate interpretation of those groups, labeling
techuiques are used. An example labeling strategy is available in’!, which
attempts to solve this problem based on the physical characteristics (e.g.,
size, shape, compactness, etc.) of the clusters to interpret their nature.
Cluster quality indexes are often found in use in distinguishing the clusters
from each -other. Dunn’s index’%, C-index™, .Davies Bouldin’s index 7™,
Sithouette index 8,and Xie-Beni index 7%, are the indexes usually used for
computing cluster validity.
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Issues

Unsuperwsed cmomaly detection approacheb work without any t1am1ng data
or these models may be trained. on unlabeled or_unclassified. data and they
attempt to find intrusions lurking 1n51de the data. The most prevalent advan-
tage of the anomaly. detectlon d,ppxoaxh is the detectlon of unknown’ 1nt1uslons
without any prex'louslknowledge In order to-label cluqters an unsuperwsed
ANIDS models normal behavior by using two assumptions’: (i) normal in-
stances are significantly large in number than the anomalous instances and
(1) anomalies themselves are qualitatively different from normal instances. If
these assumptions hold, intrusions can be detected based on size of cluster

Largely populated clusters represent normal data, and smaller clusters cor-
respond to intrusions. So, labeling of an instance is the vibrant issue of an,
unsupervised ANIDS.

3.1.3 Hybrid Anomaly Detection System

A-hybrid anomaly detection approach combines both supervised and unsuper-
vised methods of network anomaly detection. Supervised anomaly detection
approaches can detect known type attacks very well but do not have capacity
for unknown attack detection. On the other hand unsupervised methods can
detect unknown attacks wéll. Typically, in a hybrid approach, advantages
of both supervised and unsupervised approaches are combined for significant
performance enhancement in anomaly detection. For instance, hybrids of su-
pervised and unsupervised methods are used in 6:47:43.44

A Generic Architecture:

A generic architecture of hybrid ANIDS is given Figure 3.3. The modules
belonging to this architecture are basically same with those found in case of
supervised and unsupervised architecture..

Issues

The performance of an individual classifier either supervised or unsupervised
is not equally good for classification of all categories of attack as well as normal
instances. There is a possibility of obtaining good classification accuracy for
all categories in a dataset by using an appropriate combination of multiple
well performing classifiers. The objective of such a combination is to provide
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Figure 3.3: A generic architecture of hybrnd ANIDS

the best performance from the participating classifiers for each of the classes of
attacks. The selection of supervised or unsupervised classifier at a particular
level for a given dataset is the critical issue for the hybrid ANIDS.

3.2 Aspects of Network Anomaly detection

3.2.1 Proximity Measure and Types of Data

In solving any pattern recognition problem such as classification, clustering or
retrieval problem using supervised or unsupervised learning methods, prox-
imity measure plays an important role. Proximity measure either can be a
dissimilarity or a similarity measure. From mathematical point of view, dis-
tance, a synonym of dissimilarity, between a pair of objects 1s the quantity by
which the objects are apart from each other. All distance measures may not
satisfy the metric properties™, i.e. non-negatwnty, symmetricity and transi-
tinity properties. Those distance measures which do not satisfy the metric
properties, are called divergence. Similarity measures are also referled as sun-‘
ilarity coefficients. The choice of a proxirpity measure for any t\vo obJe( ts
depends on (i) type of data used to represent the objects, (ii) type of mea-
surement required, and (iii) number. of attributes or dimensionality. Based

67



Chapter 3. Detecting Anomaly in Network Data and Its
Evaluation

on the type of data used, i.e., numeric, categorical or mz:réd-iz/pe proximity
measures also differ. In order to define a distance measure between a pair of
numeric data objects, which may be discrete or continuous,” usually the ge-
ometric properties based on the representations of the obJects are exploited.
A detailed discussion on various numeric proximity measures is reported-in 77
To handle categ,orical data, either a data-driven categorical proximity measure
can be used, or one cari'adOpt appropriate proéédfu'é to encode the categorical
data into binary or numenc data, dand subsequently could use any proximity
measure for numeric or bmary data. A detailed dlscusswn on categorical prox-
imity measures.is available i in fs. Handh_ng of ’rm’xeq type of data is rather more
complex, especially when the attributes are with different weights. However,
two straightforward ways of ‘handling mixed type.data are: (1) to represent cat-
egorical values using"nurneric values, and use numeric proximity measure, and
(ii) convert the numeric values into categorical and use categorical proximity
measures. Also, one can handle mixed-type data by directly finding prox-
imity ™ between a pair of categorical values using exact matching approach. -
If the values are identical, distance will be 0, and 1, if they are distinct. A,

detailed discussion on mixed-type proximity measures is reported in ®!

3.2.2 Data Labels.

The labels associated with a data instance denote if that instance is normal or |
anomalous. Tt should be noted that, obtcumng labeled data that is accurate as
well as representative of all types of behaviours, 1s often prohibitively expen-~
sive. Labeling is often done manually by a human expert and hence requires s
substantial effort to obtain the labeled training data set. Typically, getting
a labeled set of anomalous data instances which cover all possible type of
anomalous behavior is more difficult than getting labels for normal behavior.
Moreover, anomalous behavior is often dynamic in nature, e.g., new types of

anomalies may arise, for which there.is no labeled training data.

3.2.3 Relevant Feature Identification

Feature selection has taken important role in detecting network anomalies.
Hence, feature selection methods have been used in the intrusion detection
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domain for elimmnating ummportant or irrelevant features. Feature selection
reduces computafmd;lai gomplemty removes information redundancy, increases
the accuracy of the détection algorithm, facilitates data understanding and
improves generalization. These adgonthms ‘have been classified into wrapper,
filter, embedded and hybrld methods®: While wrapper methods try to op-
timize some predeﬁned criteria thh respeet to the feature set as part of the
selection process, filter methodb xel) on the general characteristics of the train-
ing data to select features tha.t are mdependent of each other and are highly
dependenf on the output. Feature selection methods use a search algorithm
to look up the whole feature spbace and evaluate possxble subsets. To evaluate
these subsets they requxre a fea{d;e goodness measure that grades any subset
of features In geneml a feature is good if it is relevant to the output, but
is not redundant with other relevant features. A feature goodness measure is

always dependent one mto another feature of the data.

3.2.4 Anomaly Score

Detection of anomalies depends on scoring techniques that assign an anomaly

score to each instance in the test data depending on the degree to which that

instance is considered an anomaly. Thus, the output of such & technique is a,
ranked list of anomalies. An analyst may choose to either analyze the top few

anomalies or use a cut-off threshold to select anomalies. Several anomaly score

estimation techniques have been developed in the past decades. Some of them

have been represented under the category of distance-based, density-based and

machine learning or soft computing based approach. A detail description of

various anomaly scores are presented in %!

3.2.5 Report_ihg of Anomalies

An mmportant aspect;for any..anomaly detection technique is the manner
in which the anomalies are reported. Typically, the outputs produced by
anomaly detection techmiques are scores. Scoring techniques assign anomaly
score to each instance in the test data depending on the degree to which that
instance is considered an anomaly. Thus, the output of such techniques is a
ranked list of anomalies. An analyst may choose to either analyze top few
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Figure 3.4: Classification of Intrusion Datasets

anomalies or use a cut-off threshold to select the anomalies.

3.3 Datasets -

In the past couple of years, several intrusion datasets have been introduced by
various security research groups to support evaluation of intrusion detection
methods for known as well as unknown attacks (by introducing more num-
ber of attacks in the test datasets, while comparing to training datasets). In
this section, we discuss some of such existing datasets available in the public
domain. Apart from these datasets other private datasets generate as synthet-
ically as well as by creating own testbed and by floating both normal as well
as attack traffic (using appropriate launching tool for known attacks). So, the
charactenstics of these datasets are discussed under these broad categories (a)
Public datasets (b) Synthetic dataset and (c) Real life private datasets. Out
of these three, the synthetic datasets are not truly intrusion datasets, rather
they are created to evaluate the outlier evaluation algorithm (discussed m de-
tail in subsequent section ) by considering all possible cases. A classification
of datasets used in our work is reported in Figure 3.4.
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Table 3.1: Attack distribution in KDD Cup datasets

Datasets DoS U2R R2L Probe Normal Total

Corrected KDD 229853 70 16347 4166 60593 311029
10-percent KDD 391458 52 1126 4107 97278 494021

3.3.1 Public Datasets

3.3.1.1 KDD Cup 1999 Dataset

The KDD Cup 1999% is an intrusion detection benchmark datasets. Here,

according to network protocol, the connection between two network hosts is

represented by each record in terms of 41 attributes (where 38 are combination

of numeric continuous and numeric discrete and 3 are categorical attributes).
M 3

Each record is labeled as either normal or one specific kind of attack. The

attacks belongs to one of the four categories : Denial of Service ( DoS), Remote
to local (R2L), User to Root (U2R) and Probe. Number of samples of each
category of attack in Correctéd K DD dataset and 10 percent K DD dataset

are shown in Table 3.1.

e Denial of Service(DoS) : Attacker attempts to prevent valid users from

. using a service of a system. For example, SYN flood, smurf, teardrop

etc.

o Remote to Local (R2L) : Attackers try to gain entrance to victim ma-

chine without attaining an account on it For example, guessing pass-

word. -

e User to Root (U2R) : Here, the attackers have access local victim ma-

chine and attempt to gain privilege of super user. For example, buffer

overflow attacks.

o Probe : Attacker attempts to acquire information about the target host.

For example, Port-scan,.ping-sweep etc.

The description of attacks of each category of KDD Cup 1999 dataset is

given in Table 3.2.
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Table 3.2: KDD Cup Attack List
Name Description
Category: DoS
Smurf Smurfis a DoS attack where a spoofed source address is flooded

with echo replies. The replies are caused when many ping
(ICMP echo) requests using the spoofed source address are
sent to one or more broadcast or multicast addresses.

Neptune  Here, session establishment packets are send against a victim
machine using forged source IP address and resource of the vic-
tim niachine is used up to wait for the session to be established.

Back Back is another type of DoS attack where an attacker requests
an Apache server with a URL consisting of several backslashes.

Teardrop ~ Teardrop is another type of DoS attack where it is attempted
to reboot some systems by using misfragmented UDP packets.
Ping-of- In Ping—of—deaph (pod), large sized packets are sent over net-
death work by fragmenting and reassembling at destination using
Ping command. On reassemble the excess packet size causes
buffer overflow where the OS either crash, abort or hang.
Land In Land attack, attacker attempts to modify the packet header
by sending messages to a system with IP address indicating

that the message is initiated from trusted host.

Category: R2L

F

FTP- The Ftp-write attack uses the advantage of a common anony-
write mous ftp misconfiguration. If the anonymous f\tp root, directory
or its subdirectories are owned by t';ﬁe ftp account or they are in
the same group as the ftp'acé.dunt and they are not write pro-
tected, an attacker will be able to include files (viz., .rhost file)

and successively obtain local access privilege to the system. .

Guess- Guess-password attempts to discover password through telnet

password  or guest account.

Imap Remote buffer overflow uses the imap port 1éading to root shell.

Continued on next page
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Table 3:2.— continued from previous page

Name

Description

Multihop |

Phf

Spy

In Multihop, an. attacker first breaks into one machine in a

multi day scenario. }

In Phf; exploitable CGI scripts are used to enable a client to
execute any commands on a machine with a misconfigured web
server.

In multi day scenario, an attacker breaks into one system for
the purpose of finding sensitive information such that where
the attacker has tendency to keep away from detection. The
attacker applies several different exploiting methods to obtain
entry to the system.’

"Warezclient In Warezclient, an attacker attempts to download illegal soft-

" ware, previously posted by the warezmaster through anony-

mous FTP.

Warzmaster Anonymous FTP upload of warez (Here a user attempts to log

Buffer-

overflow

into an anonyrriou.s FTP site and execute a hidden difectory to
keep illegal copies of copyrighted software) onto a FTP server.

Category: U2R

In Buffer-overflow, server receives data/commands from client
and storé in stacks (contigucus). An attacker wishing to in-

- filtrate to the server send a block of data from a client longer

than the application or process in expecting.

Loadmodule Here, the attacker attempts to reset IFS for a legitimate user

Perl

Rootkit

Ipsweep

and a root shell is created.

Perl sets the user id to root in a perl script and creates a root
shell.

In a multi day scenario, an attacker install one or more com-
ponents of a rootkit.

Category: Probe

It performs either a port sweep or ping on multiple host ad-
dresses.

Continued on next page
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Table 3.2 — continued from previous page
Name . Description
Nmap Network mapping using the nmap tool to: map the network.

Portsweep It performs a sweep across many ports to determine the services
which are supported during a period on a single specific host.

SATAN SATAN (Security Administrator Tool for-Analyzing Networks),
is a tool to probe the network for well-known vulnerabilities of

a network.

3.3.1.2 NSL-KDD dataset

NSL-KDD#2 is a network-based intrusion dataset. It 15 a hitered version of
KDD Cup 1999 intrusion detection benchmark dataset., In the KDD Cup
1999 dataset, a large number of instances are redundant which can cause the
learning mechanism biased towards those frequent records. To solve this issue,
one copy of each record was kept in the NSL-KDD dataset. The NSL-KDD
consists of two datasets: (i) K DDTrain®, and (i) K DDTest*. The number
of samples of each category of attack in NSL-KDD dataset‘s are shown in
Table 3.3.

Table 3.3: Attack distribution in NSL-KDD datasets
Datasets DoS U2ZR R2L, Probe Normal Total
KDDTramn*45927, 52 995 11636 67343 125973
KDDTest* 7458 67 2837 2422 9710 - 22544

3.3.2 Private Datasets: Collection and Preparation
3.3.2.1 TUIDS Intrusion Dataset

The generation of TUIDS intrusion dataset involves a number of tasks to
extract various types of features from network packet and flow features using
an laboratory setup of isolated network. We use existing attack tools to
generate a group of attacks against a local network server or host and collect
the produced traffic as known attack traffic. The attacks for which we capture

74



3.3. Datasets

Table 3.4 Attack List and the ‘generating tools

Attack Generation Attack Generation
Values Tool Values Tool

bonk targa2.c 1234 - targa2.c
jolt targa2.c sathyousen targa.c
land targa2.c.  oshare . targa2.c
nestea . targa2.c window,  targa2.c
newtear targa2.c . syn . Nmap
syndrop targa2.c xmas [Nmap

teardrop targa2.c . fraggle fraggle.c
winnuke targa2.c smurf smur fd.c

data and tihe tools® used to generate the traffic are presented in Table 3.4.
The descrlptmn of the ava.xlable tools used for generation of TUIDS are given
in Table 3.5 and the attacks are given in Table 3.6. These tools and attacks
are also used bv Amini et al..

)

Table 3.5: Tools for TUIDS Intrusion Data Generation

Tool . Category, Description & Source

I/I/'ireshcz:rkflt is a packet capturing tool. It is used for troubleshooting and
analysis of network and development of software and communi-
cation protocol and for education. It uses cross-plateform GTK+
widget toolkit to implement interface for its user, and using peap
for packet capture. It is.comparable to tepdump, but a graphical
front end is its an added advantage with some integrated sorting
and ﬁlterir{g optioné. It works in mirror port to extend capturing
network traffic due to analysis for any tar}xpering.

Source: http:// www.wireshark.org /

Continued on next page
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Table 3.5 ~ continued from previous page

Tool

Category, Description.& Source

Gulp

teptrace

. nfdump

nfsen

It is packet capturing-tool. It has ability to read data directly
from the network but is able to even-pipe output from legacy
applications before writing to disk. Gulp allows much higher
packet capture rate by dropping far fewer packets. If data rates
increases, it realigns its writing to even-block boundaries for op-
timum writing efficiency. When it receives an interrupt, it stops
filling its ring buffer but does not exit until 1t, has finished writing
whatever remains in the ring buffer.

Source: http://staff.washington.edu/corey/gulp/.

It is a feature extraction tool. fcpirace takes input files produced
by programs of capturing of packet (viz., tepdump, snoop, ether-
peck, HP Net Matrix, Wireshark and Windump. It p1oduces
several types of output information containing each connection
seen (e.g., elapsed time, window advertlsemenfs and th1ough-
put It can produce a number of g1aphe w1th Dacket sta,tlsm(s
for further analysis.

Source: http://jarok.cs.ohiou ed/software/tcptrace/.

It is netflow data collection tool. It can collect and process net-
flow data on command line. It is limited only by disk spa’cé
available for all the netflow data. It can be optimized in speed
for-efficient filtering. Filter rules are similar to the syntax of
tepdump. '

Source: http://nfdump.sourceforge.net/ .

It is netflow data collection & visualization tool. nfsen is a graph-
wcal web related front end for nfdump netflow tool It performs
display of netflow data as Flows, Packet and Bytes using Round
Robin Database (RRD). It can process the netflow data within
the specified time frame. It can create history as well as contin-
uous profiles. It can set alerts, based on various conditions.

Source: http://nfsen.sourceforge.net/.

Continued on next page
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Table 3.5 — continued from previous page

Tool

Category, Description & Source

nmap

rnmap

Targa

Nmap (network mapper) is an .attack launching tool (port scan-
ning). It exploits the raw IP packets in a unique manner to
examine what are the hosts available on the network, what ser-
vices (application name and version) are offering by those hosts,
what are running operating systems, type of firewall or packet,
filter used, etc. It is easy, flexible, powerful, well documented
tool for discovering hosts in large network. It,is free and open
source tool.

Source: http://nmap.org/.

It is an attack launching (coordinated scanning) tool. rnmap
(remote nmap) contains both client and server programs. Clients
can connect to one centralized rnmap server and do their port
scanning. Server does user authentication and uses nmap scanner
to do actual scanning.

Source: http://rnmap.sourceforge.net/.

Attack simulation tool. Targa is free and powerful attack gen-
eration tool. It enables to launch several attacks such as bonk,
jolt, land,nestea, newtear, syndrap, teardrop, and winnuke into
one multi-plateform DoS attack.

Source: http://packetstormsecurity.nl/index.html.,

Table 3.6: Attack List

Name

Description

Bonk

Jolt

Bonk manipulates fragment offset field in TCP/IP packets. By
manipulating this number, it causes the attempted machine to
reorganize a packet that is too large to be reassembled.

Jolt communicated the target machine with a very large, frag-
mented ICMP packets.. It fragments the ICMP packets in such
a way to that the target machine is incompatible to reorganize
them for use. I

Continued on next page
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Table 3.6.— continued from' previous page:
Name « "~ «.» - Description
Land - This attack is launched by-sending a TCP SYN spoofed packet

with the IP address of the target host and an open port using as
source and destination port both. Land makes the attempted
machine to response to itself in continuous.

Nestea Nestea launches IP fragments to a machine which is connected
to the Internet or a network. Nestea is specific to the Linux
operating system, and exploits a bug (commonly known as the
‘off by one IP header’ bug) in the Linux refragmentation code.

Newtear  Newtear attempts to exploit a problem with a smarter way.
The Microsoft TCP/IP stack handles exceptions caused due
to incorrect UDP header information, which changes padding
length and increases the UDP header length field to twice the
size of the packet.

Syndrop ~ When a system reconstructs a packet, it performs a loop to
store it in a new buffer. Actually, there control the size of the
pécket only if it is too big. If the size of the packet is too small’
it can cause a kernel problem, which may lead to crash of the
system

Teardrop  Teardrop exploits an overlapping IP fragment bug causes the
TCP/IP fragmentation re-assembly code to improperly han-
dle overlapping I[P fragments. The fragmentation offset of the
second segment is smaller than the size of the first and the
offset plus the size of the second. This means that the second
fragment contains the first.

Winnuke Winnuke is a window based attack by sending OOB (Out-
of-Band) data to an IP address of a Windows*based machine
connected to the Internet or network. This attack program
connects through port 139, but other ports are also vulnerable*
if they are open. Upon receiving QOB data, the victim Win-
dows machine cannot handle it and results with an exhibition

of odd behaviour.

Continued on next page
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Table 3.6-— continued from previous page

Name

- 21 Description

1284

Sashyousen.

Oshare

STurf

Fraggle

Syn Scan

This attack is launched by sending an oversize ping packet’
which cannot be:handled by the network software. As a result
the victim machine becomes very slow and ultimately it hangs.

It may also result with loss of data.

This attack is responsible for some firewalls to crash. It is
launched by sending a stream of UDP packets. Sathyousen
attack can cause consume all' of the available resources and
eventually cause a very messy reboot if the this occurs contin-
uously: for about 10-30 seconds after the froze of the machine.

Oshareis a DoS attack. It is caused by sending a novel packet
structure. The consequences of these attacks can different such
as complete system crash, CPU load increasing, or momentary
delays, depending upon conﬂgufation of computer. This will
cause effect almost all versions of Windows 98 and NT-based
systems with varying degree's related to the involved hardware.

Smurf attack floods a system through ping messages using
spoofed broadcast. It depends on a perpetrator by sending a
large number of ICMP echo request (ping) traffic to IP broad-
cast addresses, where all of them have a spoofed source IP
address of the targeted victim.

In Fraggle, a large number of UDP echo traffic are send by
attacker to IP broadcast addresses, where all of them having
a spoofed source address. This is similar to the smurf attack
code rewrite.

SYN ‘scan attack is the default scan option. SYN scan acts
against any compliant TCP stack. A'SYN packet indicates the
port is open (listening), while & RST (reset) is indicative of
a non-listener. A: port is marked as filtered if no response is
received after several retransmissions. If an ICMP unreachable
error is received, the port is also marked filtered . If a SYN

packet'is received in response, the port is considered open .

Continued on next page
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Table 3.6 —~ continued-from previous page

Name + - Description

Xmass The flags such as TCP FIN, PSH, and URG are set by Xmass
Tree Scan  Tree Scan attack. A port is considered closed, if a RST packet

is received while it is open no response comes. If an ICMP

unreachable error is received, the port is marked filtered.

Window  When scanning reachable unfiltered systems, both open and
Scan closed port return a'RST packet. - Window Scan examines the
returned RST packets of TCP Window field. On some systems,
closed ports use a zero window size while a positive window s1ze
is used open port.. So mstead of every time listing a port as
unfiltered when it receives a RST return, if the TCP Window
value in that reset is positive or zero, Window scan lists the

port as open or closed, respectively.

Testbed Setup

The testbed setup of experiments for nétwork traffic capture includes four
L2 switches, one L3 switch, one router, three servers, two workstations and
forty nodes. From the L3 switch and the L2'switches, six VLANs are created;
and nodes and workstations are connected to separated VLANs. The L3
switch is connected to an internal TP router and the router is connected to
the Internet through an external IP router To observe traffic activity to
the switch, the server is connected to the:L3 switch through a mirror port.
Another two LANs of 350 nodes are connected to other LANs through two
L2 switches and L3 switch and router. The attacks are launched within
our testbed as well as from another LAN through the Internet. To launch
attacks within the testbed, nodes of one VLAN are attacked, from nodes of
another VLAN as well as the same VLAN. Normal traffic is created within
our testbed in a restricted manner afier disconnecting the other LAN. Traffic
activities to our testbed are observed on the computer connected to the mirror
port. A diagram-is shown in Fig. 3.5 for generation of the TUIDS intrusion
detection datasets using the testbed setup at Network Security Laboratory
in the Department of Computer Science and Engineering of Tezpur University.
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Figure 3.5: Testbed for generation of TUIDS Intrusion Dataset

Packet Network Traffic Featux\'e Extraction

The packet level network traffic is captured using the open source software
tool called gulp®. Gulp drop packets directly from the network and write
to disk at high rate of packet capture. The packets are analyzed using the
open source packet analyzing software wireshark®®. The raw packet data is
preprocessed and filtered before extracting and constructing new features In
the packet level network traffic, 50 types of features are extracted. To extract
these features we use open source tool teptrace®”, ¢ programs and Perl scripts.
These features are classified as (i) basic, (n) content-based, (1ii) tzme-based and
(iv) connection-based. The of list features are gi\refl in tables 3.7-3.10.

Network Flow Traffic Feature Extraction

¢

The network flow data consists of a sequence of unidirectional packets
passing through a point_of observation in the network between source and
destination hosts during a certain time interval. Belonging to a particular
flow, all traffic has a set of common properties. The NetFlow protocol (IPFIX

) 88,39

standard supports a summarization of the traffic to router or switch.
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Table 3.7: Packet level Basic Features of TUIDS Intrusion dataset

Sl

24.

25.

i .
Duration
3

Feature Name

1

. ' Protocol

Src IP
Dst [P
Src port
Dst port

. Service

num-bytes-src-dst_

: num-bytes-dst-src
! Fr-no.

. Fr-length

. Cap-length
. Head-len

. Frag-oﬂ’set
. TTL

. Seq-no.

. CWR.

. ECN

. URG

. ACK

. PSH

. RST

. SYN

FIN
Land

Type*

ol

vahogaoaaoal

gobuooougygd

gaoQaoocd

3

.

«

Feature Descrip*i~~
“Time since occurrence of first frame
Protocol of layer 3- IP, TCP, UDP

Source IP address

Destination TP address

'Source port of machine

Destination port.of machme

‘Network service on the destination e.g , hitp, telnet, etc
No. of data bytes flowing from sre to dst
No. of data bytes Howing from dst to src
‘Pll'a.me number

Lengtf] lof the frame

Captu‘re‘d frame length

"Header Jength of the packet

Fragmeﬁt offset value

Time Lo live

Sequence number

Congestion Window Record

Explicit Congestion Notification

Urgent TCP Rag

Ack flag

Push TCP flag

Reset RST flag

Syn TCP fag

Fin TCP flag

1 1f connection 1s fiom/to the same host/port; 0 otherwise

'

Note- *{C-Continuous, D-Discrete)

Table 3.8: Packet level Content-based Features of TUIDS Intrusion dataset

Si.

5\7I—'

(S B )

Feature Name
Mss-src-dst-requested
Mss-dst-src-requested

Tti-len-sre-dst
Tti-len-dst-src.
Conn-s(tatus

’I‘):pe‘ . Fealture Description

C Maximum segment size from src to dst requested
C f\imxi;p‘mphspg:ment size from dst to sr¢ requested
C Time to live length from src to dst

C Time to Live lepgth from dst to src

(; Status of the counection (I'COXTIplet?, O-reset)

Note- *(C-Continuous, D-Discrete)
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Table 3.9; Packet level Time-based Features of TUIDS Intrusion dataset

Sl Feature Name ' Type* Feature Description
1. coum-r-dst C No. of frames received by unigue dst in the last T sec from the same
' src

o}
Z
o)

2. count-fr-src . of frames received by unique src in the last T sec to the same
1 . v . dst N )

3. ] pouul.-serv-srg C . No.of fralne:‘; frqm the sr¢ Lo the same dst port in the last T sec
4 count-serv-dst C No. of franmies from dst to the same src port in the last T sec

5. num-pushed-src-dst ' 'C No. of pushed pkts flowing from src to dst

6. nuru-pushed-dst-src C No. of pushed pkts flowing from dst to src

7. num-SYN-FIN-src-dst, C . No..of SYN/FIN pkis flowing from src to dst

8. num-SYN-FIN-dst-sre  C No. of SYN/FIN pkts flowing from dst to src

9. C No

. pum-FIN-src-dst
10. num-FIN-dst-src

- of FIN pkts flowing from src to dst
No. of FIN pkts flowing from dst to src

Q

Note- *tC—Coﬁtmuous, D-Discrete)

Table 3.10- Packet l_ével Connection-based Features of TUIDS Intrusion
dataset’

S1. .,Feature Name Type* Feature Description ,

1. count-dst-conn C No. of frames to unAique dst in the last N packets from the “-a.me STC
2. dount-src-conn C No. of frames from unique src in the last N packets to the same dst
3. count-serv-src-conn .C No. of frames from the src to the same dst port in the last N packets
4. count-scerv-dst-conn C No. of frames from the dst to the same src port in the lasi N packets
5. num-packets-src-dst c No. of ‘packets flowing from src to dst

6. num-packets-dst-src C No. of packets flowing from dst to src

7. num-acks-src-dst C No. of ack packets flowing from src to dst

8. num-acks-dst-src C No. of ack packets flowing from dst to src

9. num-retransmit-sr¢-dst C No. 'of retransmitted packets flowing from src to dst

10. num-retransmit-dst-src € No. of retransmitted packets flowing from dst to sr¢

Vote- *(C-Continuous, D-Discrete)
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Network flow is identified by IP addresses of source and destination as well as
by port numbers. To identify flow uniquely, NetFlow also uses several fields,
viz., the type of protocol, the type of service (ToS) from the IP header, and
the router or the switch logical input interface. The router or the switch cache
is used to store the flows and exported to a collector in case of the, following

constraints.

o Flows which have been idle for a specified duration of time are expired
where default setting of specified time duration is 15 seconds, or the user
can configure this time duration to be between 10 to 600 seconds.

® Flows which are lived longer than 30 minutes are expired.

e If the cache storage reaches its maximum size, a large number 6f expiry

functions of heuristic nature are used to export flows.
e A TCP connection is finished using flag FIN or RST.

A flow collector tool, viz., nfdump® receives flow records from the flow ex-
porter and stores them in a form suitable for further monitoring or analysis.
A flow record is the information stored in the flow exporter cache. A flow
exporter protocol defines how expired flows are transferred by the exporter to
the collector. The information exported to the collector is referred to as flow
record. Ne‘cFlo“;91 version 5 is a simple protocol that eprrté flow recbrcis;',(}f
fixed size (48 bytes in total). '
Before analysis, all data is stored on disk. This partitions the process
of storing data from analysis. In a time based fashion the data is orga-
nized. Nfdump has a daemon process nfcapd for flow record capturing which
reads data from the network and stores them into files. Automatically, af-
ter every n minutes, typically 5 minutes, nfcapd rotates and renames each
output file with the time stamp nfcapd.YYYY M A ddhhmm. For instance,
n feapd.201012110845 contains data from December 11th 2010 08:45 onward.
Based on a time interval of 5 minutes, this stores resulting in 288 files per
day. The analysis of the data is performed by concatenating several files for
a single run. The output is stored either in ASCII or in binary into a file
and it is again ready to be processed with the same tool. We use ¢ pro-
grams to filter and extract new features from the captured data. We remove
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Table 3.11: Flow level Features of TUIDS Intrusion dataset

Sl. Feature Name Type* ) Feature Description
Basic features

1. Duration C Lengt:h of the flow (in sec)

2. Protocol-type D Type of protocols- TCP, UDP, ICMP

3. srclP C Src node IP address

4. dst IP C . " Destination TP address

5. src port Ch Source port

6. dst port C Destination port

7. ToS D Type of service

8. URG D Urgent flag of TCP hcader

9. ACK D Ack flag

10. PSH D Push flag

11. RST D Reset flag

12, SYN D SYN flag

13. FIN D FIN flag

14. Source byte C No. of data bytes transferred from src [P addrs to dst 1P addrs

15. dst byte C No. of data bytes transferred from dst I'P addrs to src [P addrs

16. Land D 1 if connection is from/to the same host/port; 0 otherwise
Time-window feat.ur'eé ’

17. count-dst s} No. of flows 10 unique dst |P addr inside the network in the last T sec from

the same src .
18. count-src € No. of flows from unique src'1P addr inside the network in the last T sec to
the same dst , . ,

19. count-serv-src C No. of flows from the src IP to the same dst port in the last T sec

20. count-serv-dst C No. of flows to the dst [P using same src¢ port in ihe last: T sec

21. count-dst-conn C No. of flows to unique dst IP addr in the last N flows from the same src

22. count.-s(r&cm;u C '’ No. of flows from uniyue src IP addr in the Jast N flows to the same dst

23. count-serv-sre- C * No. of flows from the src IP addr to the same dst port in the last N flows.
conn

24. count-serv-dst- C No. of flows to the dst TP addr o the same src port in the last N flows, -

conn

Note- *(C-Continuous, D-Discrete)

the unnecessary parameters and the retained parameters are flow-start, du-
ration, protocol, source-IP, source-port, destination-IP, destination-port, flags,
ToS, bytes, packets-per-second (pps), bits-per-second (bps) and bytes-per-packet
(bps). Network traffic corresponding to attack and normal traffic is gathered
using our local network within a 4 week period. A summary of the dataset
is available in http://www.tezu.ernet.in/dkb%2. 24 types of features are ex-
tracted and they are-classified into three groups: (i) basic, (ii) time-window
based, and (iii) connection-based features. The list of features is given in Ta-
ble 3.11.

The network traffic data for attack and normal modes are captured using
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Table 3.12: TUIDS Intrusion Datasets .

Connection | + . Dataset type

type Training dataset | Testing dataset |
Packet level

‘Normal 71785 58.87% | 47895 55.52%
DoS 42592 34.93% | 30613 35.49%
Probe 7550  6.19% 7757 8.99%
Total 121927 86265

Flow level

Normal 23120 43.75% 16770.. 41.17%
DoS 21441 40.57% 14475 35.54%
Probe 8282 15.67% 9480 23.28%
Total 52843 40725

our local network. The attacks are generated using attack tools given in

Table 3.4 against a server of the local network testbed. The created traffic

in the process is collected and labeled as known attack traffic. There are

generated 16 different types of attacks. The network traffic data was captured
at, packet level and flow level throﬂgh two separate port rhirroring machines.

The captured data was preprocessed and filtered to extract various types of

features. The numbers of records in the datasets are given in Table 3.12. We

call the two datasets: Packet Level and Flow Level TUIDS datasets.

3.3.2.2 Portscan Dataset

The generation of' Portscan dataset extracts various types of features from net-~
work packet data captured using an isolated network. The Portscan dataset

is given in Table 3.13. The experimental testbed as shown in Fig. 3.5 was

used for generation of Portscan dataset. With the help of existing attack tool,

Nmap, we generate a number of attacks against the server of local network

testbed and collect the generated traffic as known type attack traffic. Net-

work traffic corresponding to normal and attack were captured through a port

mirroring machine in our testbed in a three weeks period. The captured data

were preprocessed and filtered. The extracted Portscan dataset features are
given in Table 3.14.
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Table 3.13: TUIDS Portscan Dataset

Connection Dataset type

type PortscanTrain | PortscanTest
Normal 2445 1300
SYN 9750 2500
ACK 9945 4300
FIN -9780 3500
maimon . 0 5145
null 0 9770
Xmas 9740 3400
Total 41660 29915

Table 3.14: Features of TUIDS Portscan dataset,

Sl. Feature Name Type* Feature Description
1. Duration C Time since occurrence of first frame (seconds)
2. Frame length C Length of the frame

3. Frame number C Frame number

4. Capture length C Captured frame length

5. TTL C ‘Time to live

6. Protocol D Protocol of layer 3- TCP

7. Source 1P C Source IP address

8. Destination IP C Destination 1P address

9. Src port C Source, port of machine

10. dst port C Destination port of machine

11. Length C No. of data bytes flowing

12. Sequence number C Sequence nurnber

13. Header length C Header length of the packet

14. CWR D Congestion Window Record

15. ECN D Explicit Congestion Notification
16. URG D Urgent TCP flag

17. ACK D Ack flag

18. PSH D Push TCP flag

19. RST D Reset RST flag

20. SYN D Syn TCP flag

21. FIN D Fin TCP flag

22. Window size C Window size

23. Maxiiiuii seginefil sizeé C MaXihiifi segiiiéiil sizZé régesied
24. class 1D Class label

Note- *(C-Continuous, D-Discrete)
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3.3.3 Synthetic Dataset

Synthetic data are generated to meet specific needs or certain conditions or
tests that requirc to satisfy real data. This is useful when designing any sys-
tem because the synthetic data may be used for simulation or for theoretical
analysis so that the design can be modified for the requirement. This makes
possible for finding a basic solution remedy, if the results prove to be unsatis-
factory. As stated previously, synthetic data is used in testing and producing
many different type of test scenarios. It allows the designer to build realistic
behaviour profiles for normal users and attackers based on generated dataset
to test a proposed method. In subsection 7.4.4, a two dimensional synthetic
dataset is generated and used for testing a proposed method.

3.4 Evaluation Methods

As we are aware we cannot have anything which is totally or absolutely secure,
without fear of compromise. Also, an evaluation or assessment of quality or
accuracy of a system, mechanism or method is basically a snapshot in time. As
time passes, the scenario or situation also changes, new vulnerabilities come up
and accordingly the evaluation has to be redone, with new parameter tuning.
However, it will be worth mentioning that the information obtained during an
evaluation process has a significant role in the subsequent evaluation as well
as in the final end product. In this chapter, we discuss 16 different evaluation

| . .
measures under three broad categories: accuracy, data and efficiency.

3.4.1 Accuracy

To evaluate the performance of a ANIDS in terms of correctness, this metric
is used. It measures the rate of detection and failure as well as the count of
false alarms which is produced by the system %% A ANIDS with accuracy
95% implies that out of 100 instances it correctly classifies 95 instances in
their actual class. Usually attacks occur in a diverse manner and the number
of attack instances are generally smaller than the normal instances 796295, Asg
a result, most ANIDSs generate large false alarms, which is not expected from

an efficient intrusion detection system. This metric helps to evaluate a ANIDS,
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Predicted class

TruePositive ‘False Positive

False Negative |TrueNegative

Actual class

Figure 3.6: Decision possibilities for 2-class problem

how correctly it can detect an attack. Accufacy of a ANIDS can be assessed
in terms of five measures: (i) sensitivity and specificity, (ii) misclassification,
(ii1) confusion matrix, (iv) precision-recall and F measure and (v) ROC curve.
In the following subsections each of these measures are discussed in some more
detail.

3.4.1.1 Sensitivity and Specificity

To make an effective use of these two measures, a ANIDS developer models the
network traffic classification problem as a 2-class (i.e. normal and anomalous)
problem. It assumes the attack or anomalous data as positive, while the
normal data as negative. Since during the classification of the traffic, outcomes
can be right as well as wrong, it assumes True for right and False for wrong
decision. As a results, as shown in Figure 3.6, there can be four possibilities
out of these two variables: True Positive ( TP), True Negative (TP), False
Positive (FP) and False Negative (FN).

When a ANIDS correctly classifies an anomalous instance, we call it as
TP, whereas an FP is said to occur when a legitimate action is misclassified
as anomalous. Similarly, a TN occurs when a normal instance is classified cor-
rectly as legitimate action, while an F/N causes when an anomalous instance
does not detected by the ANIDS 9562,

Sensitivity is the ratio between TP and (TP+FN) or in other words it is
defined as (TP/(TP+FN)). Whereas, specificity is the ratio between TN and
(FP+TN), or in other words, it is defined as (TN/(FP+TN)). Between these
two measures, sensitivity can be set with high priority, when the system to
be protected at all cost, and specificity gets more priority when efficiency is
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cass | \ormal 12 33 7 45
Sum, 4, | os3 L

Figure 3.7: Classification of intrusion dataset

of major concern.

Ezample 1: Consider an intrusion dataset with 100 instances, out of which
55 are anomalous and 45 are normal instances. Now, assume that out of
55 anomalous instances, the ANIDS predicts 35 correctly (TP) and 20 as
normal (FN); out of 45 normals, the ANIDS predicts 33 correctly (TN), and
12 as anomalous (FP). The classification of the intrusion dataset is shown in
Figure 3.7. In this case, sensitivity and specificity will be (35/55) = 63.64%
and (33/45) = 73.33%, respectively.

3.4.1.2 Misclassification Rate and PCC

In terms of network anomaly detection, misclassification is a situation where
a ANIDS predicts a class (either normal or anomalous) that is different from
the actual. This measure is found wseful in estimating the probability of
disagreement between the true and predicted statutes of a ANIDS by di-
viding the sum (FN+FP) by summed number of paired observations, i.e.
(TP+FP-+FN+TN). In other words, misclassification rate of a classifier can

be defined as: (FN+FP)/N, N=TP+FP+FN+TN, total number of test class.

Alternatively. correct classification rate or PCC (percentage of correct clas-
sification) can be obtained by dividing the sum ( TP+TN) by total number of
paired observations, i.e. (TP+FP+FN+TN) as given below. In other words,
PCC of a classifier can be defined as: (TP+TN)/( TP+FP+FN+TN).

For instance, the example shown in Figure 3.7, misclassification rate and
PCC of the system are (20 + 12)/100 = 32% and (35 + 33)/100 = 68%,
respectively.
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3.4.1.3 Recall, Precision and F-measure

Precision and recall are two well_known evaluation measures in the field of
information retrieval. * Precision is defined-as-thé fraction of retrieved ob-

jects that are relt_avanﬁ to a given query or search téquest. Mathematically,
it is the fraction obtained by dividing |retrieved objects N relevant objects|
by total retrieved objects, i.e., |retrieved objects]. Recall is the fraction
of the objects that are relevant to a given query or §earch request that.
are correctly retrieved. Mathematically, it is the fraction obtained by di-
viding retrieved objects N relevant objects by total relevant objects, i.e.,
[total relevant objects]. In case of a 2-class problem, recall is basically the
sensitivity, or in other words, recall is the probability that a relevant objec%
is retrieved by a search request or a query. Referring to 2-class problem (Fig-:
ure 3.6), definitions for recall and precision can be given as: (TP)/( TP+FN)

and (TP)/( TP+FP), respectively.

In case of network anomaly detection, precision measures the effectiveness
of an ANIDS in identifying the' anomalous or normal instances. A flagging
is considered as correct and referred to as TP if the identified instance is
actually from a malicious user. Very often, precision and recall are inversely’
proportional to each other and there is usually a trade-off between these two
ratios. An algorithm which produces low recall and low precision is inefficient
with conceptual errors most likely in the underlying theory. These types of
anomalies or attacks that are not identified can suggest which part of the
algorithm require more observation. )

F-measure or balanced F-score'is calculated by ¢ombining the ‘precision
and recall. F-measure (also known as F1 measure), usually is the har-
monic mean of precision and recall’’, or mathematically, it can be defined
as 2 x (precision x recall)(precision + recall).. In case of an n-class intrusion
classification problem, it is considered as a most preferable accuracy metric..
F1 is maximum, when precision and recall both reach 100%, i.e., 1 means"
0% false alarms in .the classifier and detects all attacks, i.e.,, 100%. So, it is
expected from a classifier to show Fl-measure as high as possible.

* Considering the example shown in Figure 3.7, the Recall, Precision and
F-measure of the system are (35/65) = 0.64, (35/47) = 0.75, and (2 x 0.75 x
0.64)/(0.75 + 0.64) = 0.69, respectively.
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Figure 3.8: Confusion matrix for a 4-class problem

3.4.1.4 Confusion Matrix

It is a more general evaluation. measure rather than those reported above for
only 2-class problem. A confusion matrix can be used to evaluate the accuracy
of a classifier for any n-class problem. Here, the size of the matrix depends on
the.existence of the number of distinct classes in the dataset to be detected. It
helps to compare the class labels predicted by the classifier against the actual
class labels. For better understanding, let us take the following example
Ezample 2: Consider an intrusion dataset with 100 instances, out of which
45 are normal, 35 are DoS, 15 are probe and 5 are U2R attack instances.
Now, assume that out of 45 normals, the ANIDS predicts 35 correctly, and
5 as U2R, 2 as Probe and 3 as DoS; out of 35 DoS, the ANIDS predicts 32
correctly, and 3 as normal; out of 15 probe, the system predicts 10 correctly
and rest 5 as normal; and finally, out of 5 U2R, the system predicts 2 correctly,
and 2 as normal and 1 as probe. The confusion matrix for this situation is
shown in Fignre 3.8.

Here, the diagonal represents the correct, classification of the ANIDS, and

so, from the diagonal elements we can identify the incorrect predictions.

3.4.1.5 Receiver Operating Characteristics (ROC) Curves

The ROC curves are popular evaluation measure to visualize the relationship
between True Positive (TP) and False Positive (FP) rates of an intrusion
detection system. It has also an effective use in comparing the accuracy of
two or more classifiers. However, the use of this measure is not restricted to
only network traffic classification for anomaly identification. It was originated
from signal processing theory and has applications over a large number of real
fields such as bioinformatics, radiology, medical diagnosis as well as in arti-
ficial intelligence. It uses the orthogonal coordinate system *® to observe the
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detection performance of a classifier; where the z-axis is used to represent the

FP, while the TP is represebted by -y=axis as showmr m Figure 3.9. Following

conventions are used by an ROC curve to represent the accuracy of a classifier

in the ay-plane®9:98.96

1 The bottom-left point (0,0) is used to represent an ANIDS that performs
with 100% normal ide;ntiﬁcation accuracy, but zero false alarm rate.
Such a ANIDS will beifound capable of identifying all the time, all the
data as normal, however, does not detect anything at the same time.

2. The top-right point (1,1) basically represents a ANIDS that eventually
causes an alarm for each new traffic instance, it encounters. So, such a
ANIDS will show 100% detection rate, however, at the same time also
100% false alarm rate.

3. Now,’a line connecting these two points (mentioned above) represents
any ANIDS that shows detection performance, which is basically a linear
combination of those two points. The detection engine of such a ANIDS
basically uses a randomized engine for detecting intrusions and so, in
case of a real ANIDS, the ROC curves will always reside above this
diagonal.

4. Again, the top-left point (0,1) means the performance of an ideal ANIDS
with full detection rate, i.e., 100% and no false alarm, i.e., 0%. Hence,
the accuracy of a ANIDS is considered to better, if it is closed to the
ROC space.

3.4.2 Stability.

For any network anomaly detection system, it is always expected to behave
consisténtly 'in different network scenarios and for different circumstances.
Also, the system should consistently generate similar alert messages for the
wdentical events, so that the security manager can take necessary action with-
out any ambiguity. Allowing the users to configure different alerts to provide
different messages.in: different network environment may lead to an unstable

state of the system.
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Figure 3.9: Receiver Operating Characteristics

3.4.3 Interoperability

While there’s a deployment of multiple IDSs (may be ANIDS) in a same
network, it can always be expected to have a.time gap between the time of
starting of an attack and the time of attack detection. An effective intrusion
detection mechanism is supposed to be capable of correlating information from
any of these sources or from a system log or a firewall log. This can help in
maintaining interpretability, while deploying a range of IDSs/ANIDSs from
various vendors. The effectiveness of an anomaly detection system is judged
how correctly and fast (in real time), the system generates responses while
attacks occur, However, having a good detection accuracy is no use if the

detection time is too long and takes hours or days.

3.4.4 Data quality, validity and reliability

The usefulness of data for the purpose of intrusion detectlon depends on sev-
eral factors such as source(s), correctness, timeliness, valldlty, 1ehab1hty and

consistency of data. Here we discuss the evaluation of an: ANIDS based on
data quality in terms three important parameters: quality, validity and relia-
bility.

Quality of data is influenced by several factors, such as (i) source of data
(should be from reliable and appropriate source), (ii) selection of sample
(should be unbiased), (iii) sample size (neither over nor under sampled), (iv)’
time of data (should be recently updated real-time data) and (v) complexity
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of data (data should be simple enough to be handled easily).

Data validity implies whether the data used actually represent the same
that we think is being measured. ‘Though there are several types of valid-
ity, two types are most commonly accepted by most 1esearchers ie., mtema,l
and external validity. An internal validity is to meastre the strength of cer-
tainty that the observed effects in a detection e*cperlment are the result of
actual experimental treatment or operation (cause) rather than mtervenmg,
irfelevant extraneous or confounding variables. An appropuate use of the
parameters or variables, the internal vahdxty of data can be enhanced “Exter-
nal validity is more related with the result of research and their applicability
(degree of use) in the real world. In other words, external validity attempts
to measure the generic characteristics of a method or a Cld.SSlﬁel‘ However,
attempting to increase the internal validity, mdy result it reductlon of the
degree of applicability of the research findings, i.e., the external validity. " To
identify the major factors influencing the data validity such as missing values,
over-estimation /under-estimation or outliers, various techniques or statistical
tests can be conducted.by careful examination on the distribution patterns,
frequency of occurrences and based on the values of the attributes.

Reliability implies that for any intrusion data used, the performances are
complete (i.e., it includes all the variables and observations relevant to a given
task), consistent (data should be unambiguous and clear enough, so that sim-
ilar analysis will always give similar results), accurate (data should be origi-
nated from the actual or correct source(s) and also captured and preprocessed
correctly) and purposeful (should serve the purpose meant for). To ensure the
reliability of data, necessary intra- and inter-observer reliability analysis is to
be carried out during capturing and collection of data.

3.4.5 Alert information

Alerts generated by a ANIDS should be meaningful enough to clearly identify
(i) the reason causing the event to be raised, (ii) the reason the event is of in-
terest and (iii) the source and target of an attack. It should assist the System
Administrator or Analyst in determining the relevance and appropriate reac-
tion to a particular alert. The appropriate source and the target information
can help the analyst significantly in minimizing the damage to the systems or
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networks.

3.4.6 Unknown Attacks Detection

A vulnerablhfv or attack out91de the scope of definition of the existing profiles,
is (*onsldeled as an unknown aftack New vulnerabilities or exploits are evolv-
ng 4lmost every ddy Apart from the known attack detection, an anomaly
based mtrumon detectlon system should be capable of identifying unknown
or modified mtumons A ANIDS should be equipped with both supervised
as well as unsupervised mechanisms to enable identifying both known and

unknown or modified intrusions consistently.

3.4.7 Updating Profiles

A ANIDS should have provision to’'adapt with new vulnerabilities or attacks.
Once new vulnerabilities or exploits are discovered, it should keep provision
to update the profiles to enable identification of such vulnerabilities as known*
attacks m the future. However, considering the current high-speed network '
scenario, writing or modifying profiles in real-time without conflict with the
existing rules or profiles is a challenging task.

In the subsequent-chapter, we report a survey on existing intrusion detec-
tion methods, analyze their pros and cons and provide a general comparison

awing to some of the well khown detection methods.
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In this chapter we shall provide a comprehensive and structured survey
on existing methods and Systems for network anomaly detection. Based on
the availability and use of labeled data, we discussed the general architectures
of ANIDSes in the preceding chapter in three broad categories: supervised,
unsupervised and hybrid. However, in this chapter we shall discuss the dével--
opments of ANIDSes in this evolving field of research and highlight the pros
and. cons of three reported methods in six distinct categories: supervised,
unsupervlsed plObabthtl(‘ soft computmg knowledge based and hybrid. A
detailed discussion based on the comparlsons among these anoma,ly based

&

intrusion detection methods and systems "also have been reported.

4.1 Network Anomaly Detection Method

A large number of methods have been introduced for identification of network
anomalies based on monitoring and analysis of network traffic. Most exist-
ing methods attempt to. identify anomalies by ﬁnding deviations from some
underneath normal traffic model.. Generally, models of these kind have to be
trained with normal or attack free traffic traces for a longer duration of time.

However the training is practically a dltﬁcult problem. Also, it is difficult
to clean the training data to be purely normal or 100% attack free. Further,
this training process is to be repeated in periodic interval. Typically, network
anomaly detection follows an approach of four-stages. The network traffic
data is collected and preprocessed in the first stage. (data collection), while
data analysis is done for extraction or selection of its relevant features, (data
analysis) in ‘the second stage. Third stage is dedicated to monitor or analysis
of the feature data; and the fourth stage performs the task of detection or
classification of the traffic data over generally, a subspace (given by second
stage) into normal or anomalous. A generic approach of this 4istep anomaly
detection process is given in Figure 4.1.
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Figure 4.1: Basic steps ot anomaly detection

4.1.1 Requirements

Anoméﬂy based network intrision detection consists of analyzing and report-

ing unusnal behavioural patterns in computing systems. It, typically, builds

a normal system behaviour model from the observed data and characterizes

any significant deviations or exceptions from this model. Followings are some

important requirements for a ANIDS.

1.

They should be capable of performing well, without prior knowledge of -
normal activities of the target system. Instead, they should have the
ability to learn the expected behaviour of the system from observations.

. The method should identify "the malicious activities as accurately as

possible for different network scenarios. In other words, the false alarm
rate should be very negligible, if not zero.

Method should be least sensitive or dependent on input parameters.

. Method should be capable of identify not only trivial attack types like

isolated or bursty, but also any rare class or carefully launched attack.

Method should show near real time (if not true real time) detection
petformance with minimum false alarm rate.

. 4

. Apart from known attacks, method should be capable of identify un-

known or.novel attacks also.
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Non-
parametric

4.2 Types. of Network Anomaly Detection
Methods

Based on the requirements, detection mechanisms used, capability of detecting
types of attacks, etc., the existing anomaly bhased network intrusion detection
methods are categorized into six broad categories 9%19%:101.102 a5 shown in Fig-
ure 4.2. Each type of methods have their own advantages and limitations.

4.3 ‘Supervised Learning Methods

In supervised learning methods, it is assumed that the training dataset is
available. The dataset has instances labeled as normal and anomaly classes.
In such cases the typical approach is to build a normal versus anomaly be-
haviour class predictive model. New data instances are tested against this
model to establish their belonging classes of normal or anomaly. Two major
issues arise in anomaly detection using supervised approach. The first one
is that in training data the number of normaf instances are more compared
to the anomalous instances. The second one is that obtaining of accurate
and representative class labels, specifically for anomalous class is normally a
critical issue. Large number of techniques®® have been used which attempt to
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mix artificially generated anomalies in normal dataset for obtaining training-
dataset with labeled instances. Apart from these two issues, the building of a.-
predictive model is the vital issue for supervised anomaly detection. In most -
cases, purely normal data or labeled data are not available readily. The gen-
eration of labeled data is related to.consuming long time duration and very:
expensive for.its manual classification. :In. practice, obtaining purely normal
data is very hard as it is never.been guaranteed to be no intrusion. during-
the gathering of network traffic data. Supervised network anomaly. detection:
methods are discussed in the following subsections..

4.3.1 Parametric Methods

In parametric methods, it is assumed that the normal data is produced, by

using a parametric distribution with parameters & and probability density

function (pdf) f(p,S), where p is an msta.nce of obbervatlon 'lhe anomaly

score of a test instance p is the inverse of the pdf f (p \5) “The parameters &

are derived from the given data. A statistical hypothesis test 193, alternatively,
can be used. Hj, the null hypothesis for such tests is the data'instance p which
has been generated using the requited-distribution with parameters <. Here:
p is declared to-be as an anomaly if Hj is rejected by the. statistical test. -
A statistical hypothesis:test.is. closely related to a statistic test such that

it can be.used for obtaining a score of. probabilistic anomaly for the data

instance p.. Many, parametric-anomaly detection methods are found in the

literature 141516,

Network intrusion detection deals with high-dimensional large volume net-
work traffic data which is caused by the occurrence of high speed network
traffic and large number of behaviour measures. Network intrusion detection
requires to ensure an early detection of intrusion and generating alarm with
a,minimum delay for processing each event-in a system to be secured: There-
fore, for network intrusion detection, it is needed an anomaly based intrusion
detection method with .minimum computation cost and capability for han-
dling multivariate data., .In'%, on basis of a chi-square (x?) test, a distance
measure-is developed-for obtaining:a mean. estimate of multivariate normal
Here, X; is the'i*" variable’s observed value, F; is the it" variable’s expected -

distribution as given in;equation x? =
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value and n is the total number of vanables. If the expectation and observation
of variables are close, the x? will be small. Using X, X,,..., X, as expected
n (X,-X,)?
=1 A, :
.Here, x? is-the summation of observed and expected values squared dif-

estimation, x? is obtained as shown in equation x% = 5

ferences for the variables and it has a normal distribution, approximately.

For the x? population, the mean and standard deviation can be computed by -

the sample mean X, and the sample standard deviation S% from the sample
data of x2. ‘To detect anomalies, the in-control limits %419 can be set to 3
to attain 3-sigma control limits, [X2 — 35%, X2 + 35%]." Since the method is
interested in detecting significantly large x? values for intrusion detection, the
upper control limit setting to XA? + 35% is only needed. Altogether, for an
observation if the computed x? is greaterﬁthar; X? 4 35%, it is signaled to be
anomaly.

4.3.2 Non-parametric Methods

T non-parametric methods of anomaly detection, usually statistical models
are used. Here, the structure of model is not defined a priori, rather it is
determined based on given data. This class of methods does not assume
an underlying model, rather, tailors itsrdetection mechanism to the data
Typically, such methods make less number of assumptions on distribution
and characteristics of the data in comparison to parametric methods.

To maintain normal data profile, histograms approach has been found
as the simplest and useful statistical non-parametric technique for intrusion
detection'?!3. Such methods are also known as frequency or counting based
method. In these methods, certain profiles such as system, software or user,
govern the behaviour of the data which can be handled efficiently with the
use of histogram model. The basic histogram based method for multivariate
data has been used to network anomaly detection by several authors 196197 In
Packet Header Anomaly Detection (PHAD) and Application Layer Anomaly
Detection (ALAD)!%, a variant of this simple technique is applied for network
intrusion detection. .The basic method is to construct histograms according
to attributes for multivariate data. For a'test instance during testing, an
anomaly score is calculated for each attribute as its bin height. The anomaly
scores for each attribute are summed for the test instance to obtain overall
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total anomaly score.-It idéntify anomaly'on basis of threshold anomaly score.

In %9, a non-parametric method of adaptive behaviour is proposed for
anomaly detectmn It is bdsed on score functions which map sample data.
to the interval of [0, 1] One such score function is obtained from a K-
nearest nelghbour graph (K-NNG). Here, an anomaly is comldeled whenever

a test sample score falls below a predetermined error § of false ala.rm Let
Q=1{01,92,....qm} is the tralnmg set of size m Wthh belongs to [O 1)4, | unit
cube . ¢4 denotes a test point. Thg task is to 1d]ent1fy the test point whet}}er
1t is nominal data consistently or it is deviation from nominal data. If the con-,
cerned test point is an anomalous pomt then it is considered to come from a
combination of underlymg nomlnal distribution and a different known density
in the training data The K- NNG or equivalently e-neighbour graph (e-NG)
is constructed with the use of a distance function. K-NNG is constructed
by connecting every ¢ to the K number of closest points {¢,, ¢y, -\ Guxc }
in @ - {a}. The K nea;rest distances are sorted for every ¢, in ascending
order d,,, < ... < d, ax and mdmdte RQ(ql) =d,, P which represents distance
between q, and its K-th nearest nexghbom e-NG Ls constructed where ¢, and
q, are connected if and only if d,, < . In this case Ng(g,) is defined as the
rank of point ¢, in the &-NG.

In ordinary case if anomalous density is an arbitrary mixture of nominal
and uniform density, the Equations (4.1) and (4:2) are consideréd associated
score functions for K-NNG and ¢-NG graphs ,respectively. These score func-
tions map v, a test data to the interval of [0, 1].

K-LPE : $I(y) = ZH{Roh < Ro(a.)}. (4.1)
&-LPE: pe(y) = ,%Z 1T {¥o() < No(w)}, @2)

where [](.) defines an indicator function. K-LPE (or e-LPE), the score -
functions measure the relative concentration of point v in comparison to the
training set.

t oy

Finally, for a given pre-determined significance level 3 (e.g., 0.03), v is
identified as anomalous if K (7), pe(¥))< 3.
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4.4 Unsupervised Learning Methods

Supervised methods require labeled data. An' accurate labeled data which can
represent all types of behaviour is often éxpensive for its prohibitive cost In
usual p%ocess, labeling is done manually by a skilled human expert and thus,
it entails substantial time and effort to acquiré the labeled data. Generally,
a labeled dataset (-ontainingz data instances with labels as normal behaviour
can be abtained more ‘eas}ei way than a labeled dataset of instances labeled as
anomalous which can cover all possibly available types of anomahes. Besides,
anomalous behaviour is of course dynamic in its nature. Novel types of anoma-
lous behav‘iour.may occur which may not have any labeled traimng data. On
the other hand, no training data is needed in unsupervised anomaly detection

approaches 10

as stated in Chapter 3 and hence, this type of anomaly detec-
tion method are widely applicable. An unlabeled dataset is taken as input for
such an approach and they attempt to seek intnision instances lurked inside
the data. These detected intrusion instances then can be used for training of
misuse based detection methods or supervised methods of anomaly detection.
The unsuper\'fised method of an(;maly detection is discussed i the following .

three subsections.

4.4.1 Clustering Methods

Clustering methods group data into clusters based on a provided simlarity
measure or distance computation from some reference points. The most com-
monly used procedure™ for clustering begins with selection of representative
points for each cluster. According to proximity to a corresponding representa-
tive point, each test data point is grouped as belonging to the cluster created
with the representative pomt. The clustering has ability to learn and detect
anomalies without requiring explicit, explanations of classes or types of anoma-
lies from system administrator in test data. Consequently, the requirement of
tramning data is nulhfied for anomaly detection based on clustering metliod.
Clustering has ‘wide application in?"$? for network ‘anomaly detection.
Based on clustering and classification, an anomaly detection approach is
presented by Yang et al in!” for detection of intrusion. It is given in Figure'4.3.
In this approach, clustering is done for the training data points to‘group
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Figure 4.3 Clustering based Anomaly Detection

into clusters such that 'to select some of clusters as well-known attacks and
normals on basis of fulfilling certain criteria. Thus, profiles are made for two
classes. The training data points excluded from the profile are used to build
a specific classifier. During the testing stage, they utilize an influence-based
classification algorithm to classify network behaviours.

-In, Casas et al. introduce a knowledge independent, anomalous network
traffic detection approach referred as unsupervised network anomaly detection
algorithm (UNADA). UNADA uses a novel clustering method. on basis of
subspace-density clustering to obtain clusters and to recognize the outliers.
The.clusters are created inmultiple numbers and with lower dimensions from
the dataset. On basis of the traffic structure given by the multiple clusterings,
they are combined: Thus, an abnormality ranking traffic flows are produced on
basis of a distance based approach of correlation from-the combined multiple
clusterings. The working of UNADA is as given in Figure 4.4. Here, =z,
represents subspace of.features and P, represents partition of ¢+ = 1,2,...,n
numbers.

UNADA performs unsupervised anomaly detection. The traffic capturing

is performed in fixed length consecutive time slots and are aggregated into

IP flows. IP flows are additionally aggregated at different flow levels using:

different aggregation keys. Thus, there is coarse to fine-grained resolution. To
detect anomalous time slots, time series are built with traffic metrics including
IP flows per time slot, the number of bytes and packets. Aggregation keys are
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used for the purpose. A change detection method is then used on the time
series, such that at the arrival of every new time slot, the change detection
method analyzes the time series graphs using each aggregation key.

IP flows in the flagged time slot are used as the unsupervised attack de-
tection. At this step, UNADA works for ranking of the degree of abnormality
for every flow by using analysis of created clusters and outliers. Thus, at
two different resolutions either IP source or IP destination, the aggregation
key IP flows are analyzed. There are two different anomalies on the basis of
which traffic anomalies can be classified, anomalies of 1-to-N or anomalies of
N-to-1. When many TP flows are transferred from the same source to different
destinations they are said to be anomalies of 1-to-N. Likewise, N-to-1 means
IP flows from different sources to one destination. Anomalies of. 1-to-N are
highhghted by IP source, while anomalies of N-to-1 are detected more easily
with IP destination key. Even when there are highly distributed anomalies,
the use of both keys, i.e., IP destination key and IP source key number of TP
flows, can be used to find outliers. The unsupervised network attack detection
algorithm is based on clustering. Homogeneous groups of similar characteris-
tics or clusters are formed by partitioning a set of unlabeled samples. Outliers
are those samples that do'not belong to any of these clusters. It is important
to identify the cluster properly to determine the outliers. The aim is to de-
termine or rank how different, these are. Using a simple threshold detection
approach, outlying flows which are top ranked are flagged as anomalies.
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4.4.2 Outlier Mining Methods

Outlier mining methods search for detection of objects which do not match
rules and expectations suited for majority of.data. In view of clustering al-
gorithm, the outlier objects in a data set are outside objects of the clusters.
Thus, with reference to anoma'ly detectidn, the outliers may be considered as
attacks. The researchers have been studying the outher concept as a differ-

10361 The detection of outliers often depends on the

ent useful domain area
used methods and considered assumptions with respect to’used data struc-
tures. Based on the approaches applied in detection of outlier, the methods
can be classified® as distance-based, density-based and other methods. The
distances among the objects in a dataset are computed with clear geometric
interpretation in the distance-based outlier detection methods., In density-
based outlier detection method, the density of neighborhood objects for each
data mstcmce are estimated. An .object lying in a low density neighborhood
is considered as an outlier. On the other hand, an object that lying in a high
density neighborhood is con51dered to be normal. A number of works have
been proposed in the domain o{ outlier deigectlon with i;he objective of network

anomaly detection 11311379,

In LOADED' ‘3, Ghoting et al. introduce a distance based outlier detection
method for mixed attribute data. Here, data points are considered linked if
they are similar to each other for each attrlbute pau Breunig et al. ' compute
a local outlier factor (LOF) for the’ obJects in thé dataset. The outlier factor
quantifies outlymgness of an object. In ODMAD™, computation of anomaly
score is done far the data point considering the anomalies of the continuous
values, the categorical values, and the mapping between the two spaces in the
dataset. The data points are more likely outliers which have similarity mear
to ‘0.

Minnesota Intrusion Detection System (MINDS) !'2 uses data mining tech”
niques for detecting network anomaly. The architecture of MINDS is shown
in Figure 4.5. In the first step, MINDS extracts relevant important features
which areused in.detection method. Then, it summarizes the features based
on time-window. After the feature identification step, the module of known
attack detection is used for detection of network connections for which attack
signatures are avajlal?le.,wThus,“these' connections are removed from further
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Figure 4.5: ‘Architectiré of MINDS

analysis. There after, the data is transferred to the anomaly detection mod-
ule. A quantitative measure of outlying, (LOF) " is computed for each object
by the anomaly'detection modulé. The LOF considers the density of the neigh-
bourhood objects around the observing point’ for determining its outlierness.
The objects with higher LOF values are considered as outlier. The work of
a human analyst here is to determine in case of the most anomalous connec-
tibns whether they are truly attacks or interesting behaviour After analyzing
the created summaries the analyst provides feedback to decide for using the

summaries in creation of new rules to be used for known attack detection.

4.4.3 Association Rule Mining Methods

Association rule mining (ARM)"511617 ig' 5 data mining method. This
method describes events which are intended to'occur together. The asso-
ciation rules can be described as follows: Given a transaction database D
such that each transaction P € D represents a set of items-in the database,
an association rule is an implication of the form of A - B where A € D and
B € D are sets of attribute-values, with A{}B = and ||B|| = 1. Theset.Ais
the antecedent of the rule while the item B is the consequent. Two parameters
are associated with the rule: .support and confidence. “The rule A —» B has
support m in the transaction set P if m% of transactions in P contain A{J B.
The rule A — B has confidence t if t% of transactions in P that contain A
also contain B. Association rule mining approaches have.been used to find
20,21,22,23

normal patterns for anomaly detection Particularly, these methods
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Figure 4.6: Training Phase of ADAM

are important in anomaly detection since there is scope of using association
rules in constructing summary of anomalous connections which are detected

by a system.

Daniel Barbara et al. propose an ARM based anomaly detection method,
ADAM (Audit Data Analysis and Mining) 2. A combination of ARM and‘A
classification are used in ADAM for identifying attacks in a TCPdump éudit
data. Initially, ADAM builds a ‘normal’ frequent itemsets reﬁomtory which
are logged during attack-free periods. This is performed by mining the data
which is free of attacks. Next, a sliding-window algorithm is run to find fre-
quent itemsets from the connections and comparisons are done with the stored
repository of normal itemset. It discards the 1ikély normal one. A previously
trained classifier is used by ADAM for classifying the suspicious new con-
nections to be as known attack, unknown type or as false alarm. ADAM is
consists of three modules: preprocessing er;gine, mining engine and classifi-
cation engine. The work of preprocessing engine is to sniff TCP/IP traffic
data, and extraction of header information from each connection based on a
predefined schema. The mining engine works for mining association rules for
the connection records. It performs in two distinct modes: training (as shown
in the Figure 4.6) and detection (as shown in the Figure 4.7). In training, a
profile of the users and the system’s normal behaviours is build and labeled
association rules are generated, which are utilized to train the classification
engine. In the detection mode, the mining of the unexpected association rules
are done which are different from the profile. These unexpected association
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Figure 4.7: Detecting mode of ADAM

rules are classified by the classification engine into normal events and abnor-
mal events. Abnormal events are classified further for their attack names.

4.5 Probabilistic Learning Methods

Probabilistic learning methods provide the mechanism to enable us to evaluatgz’
the outcome of system’s performance affected by probabilistic uncertainty

or randomness. For example, Bayesian Belief Networks which is based on

the original work of Bayes® and Dempster-Shafer’s theory of belief that is

developed independently by Dempster '8 and Shafer’!® give us the technique

of probabilistic learning method. The important characteristic of probabilistic
learning is its capability to restructure them with recent available evidence to
update previous performance of outcome.

4.5.1 Hidden Markov Model

The Hidden Markov Models (HMM) are finite set of states, with each state

associated with a high dimensional probability distribution ?%.. State transi- -

tions among them are controlled by a set.of probabilities known as transition
probabilities. In Figure 4.8, a state transition is shown. In a specific state,
an observation or outcome can be found in accordance with the associated
probability distribution. The outcome state is not visible externally. Thus,
the.outsider finds the states as ’hidden’. Generally, Markov models are used
to model a large number of real world processes very successfully. Some HMM
used processes do not follow the assumption of the dependency of current state
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Figure 4.8: Transition states of hidden Markov model (HMM)

from the previous state.

HMM modeling schemes in intrusion detection, consist of observed states,
hidden states (intrusion), and HMM profiles. In training HMM uses initial
data and re-estimation process creates profile which consists of transition and
observed symbol probabilities. Involved steps in HMM ,modeling are as fol-
lows:

(i) Observed states measure is derived analytically or logically from the intru-
sion indicator test-points. These test-points. are spread in the entire system.
(ii) The probability of-observation is indicated by the probability matrix of
instantaneous observation estimation. This can be estimated by using either
parametric model explicitly or non-parametric methods implicitly from data.
(1i)) Hidden states are estimated by clustering the homogeneous behaviour
components together. These states indicates various different intrusion activ-
ities which are identified by administrator.

(iv) Hidden state transition probability matrix are estimated from random
data or, prior knowledge. The prior knowledge and temporal characteristics
of long term relation are an.approximate probability of transition of state
components from one intrusion state to another.

In'? Ye uses an HMM to detect intrusions into computeriand network
systems. In this approach, an HMM.is used for representing a temporal normal
behaviour profile. The. HMM .of the normal profile is updated from past data
of normal behaviour of the system. The analysis of the observed behaviour
is performed and the outcome is used to infer the probability to support the
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observed behaviour by the HMM,/of the normal profile. A-support of low
probability indicate§ anomalous béhaviouf which may outcome from intrusive
activities.

Yeung et a,l.ém describe the use of HMM for anomaly detection on basis
of profiling sequences of system call and shell command. Using a forward and
backward algorithm, durlng training, the model estimates the sample proba-
bility of an observed sequence On ba515 of mlmrnum hkehhood a probability
threshold is used among all tra.mmg sequences to dlstmgmsh between normal

and a.nomaloua behamom

4.5.2 Bayesian Network Based

Bayesian network models probabilistic relationships among interested vari-
ables of observation. In data analysis, Bayesian networks using in conjunction

122 Bayesian networks can

with statistical method have several advantages
encode interdependent relationships among variables and thus, it can handle
missing data sitnations. Bayesian networks, secondly have capability for rep-
resenting causal relationships and hence, it can be used for prediction of action
consequences. - Lastly, Bayesian networks have capability for both causal and
interdependent, probabilistic relationships and therefore they have possibility
in applying to model problems which require combining of prior knowledge
and data. A lot of variants of Bayesian networks basic technique are used for
network anomaly detection'?3. This technique.assumes independence among
the various attributes. < They are used to find conditional dependencies from
various attributes of observation. Several researchers havé'created anomaly
detection models*+?>%6 from Bayesian statistics’ Bayesian techniques are also
frequently used in-classification and suppression of false alarms in network
anomaly detection. In?*, Kruegel et al introduce a multisensor fusion ap-
proach. In this approach, different IDS sensorioutputs are aggregated and a
single alarm is produced. It is.assumed that with sufficient confidence, a-set”
of events can not be classified as intrusion by 4 single anomaly detection tech-
nique. Bayesian networks have limitation for actual implementation, though
it is used for intrusion detection or in prediction ofintruder behaviour in
some applications. The accuracy of this method is completely dependent on
some assumptions. Typically, these assumptions are based on the behavioural
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model of the system under view. The deviations from the assumptions may
deteriorate its accuracy.

4.5.3 Naive Bayes’

The Naive Bayes is a probability model on basis of simplified Bayesian Net-
works'?*, Naive Bayes model, generé[l)'z computes the probability of an end
result occurring a number of related evidence variables. The end result given
by the probability of an evidence variable is assumed to be independent of the
probability of other evidence variables which é)ccurs the similar end result. In
the training part, the Naive Bayes algonthm computes the probablhmes of
an end result producing a particular attribute and this prob¢b1hfy is stored.
For each attribute. this is repeated.. In the testing part, the time taken to
compute the probability.in the, worst case for each example of the given class
is, proportional to the number of attributes. There are few disadvantages of
this scheme. As mentioned in?*, the classification capability of Naive Bayes
model is similar to a threshold dependent system that calculate the obtained
outputs from the child nodes. Another disadvantage is that the interactions
among the child nodes do not occur and only their output have influence in
probability of the root node. In incorporating additional information to the
root node is chfﬁcult because the variables containing the information, directly
canrlloit '}ntemct“wxyth the (Cbll‘d nodes.

Ahirwar et al.?” proposes a novel method comprising of Naive Bayes and
weighted Radial basis function Network (RBF Network). A radial basis func-
tion (RBF) network'® is a type of artificial neural network. In a two layer
neural. network, RBFs are embedded,where each hidden unit exhibits a ra-
dial activated function. The training of these neural networks are performed
to compute posterior probabilities of class membership by use of mixtures of
Gaussian basis functions which is separated by hyper-planes.

[n?®, Valdes et al. develop an anomaly detection approach that employs
the Naive Bayes model to perform intrusion detection on traffic bursts. This
model is a part of the EMERALD ' system and it has ability in potential
distributed attack detection. In distributed attacks, each individual attack
session is not suspicious alone for generation of an alarm.
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q( ¥1%)

Fionre 4.9 Overview of GMM structure

4.5.4 Gaussian Mixture Moglel

Gdussian Mixture Model (GMM)® is a probakilistic learning model. It is a
class of density model that includes some component functions, usually called
Gaussian The Gaussian mixture density function is a sum of N weighted
component densities, as is shown in Figure 4.9 and equation (4.3) indicates
the function:

t N A
97N =) auw() (4.3)
=1
where 7 is a d-dimensional random ‘vector, .7, ) = 1,2,..., N, are the
component densities and ¢, , ¢ = 1,2,..., N, are the mixture weights. Each

component density is a d-dimensional variable Gaussian function of the form,

B 1 N e f
o= {—5(?1 ~ ) ST - Nz)} (4.4)

where [, is mean and ¥, is covariance.’ The mixture: weights satisfy:the"

.
Y a=1 (4.5)
=1 !

. . . .y { «
The parameters of Gaussian mixture density function are the mean vectors,

constraint:

covariance matrices and mixture weights from all component densities. These
parameters are collectively represented by the notation: '

A={¢,0m S} 1=172...,N (4.6)
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Figure 4.10: Training phase of GMM model

In case of intrusion detection, GMM represents each classification of at-
tacks and it is referréd to by model i1t has different, forms dependinlg on
the choice of covariance matrices. The model has one covariance matrix per
Gaussian component (nodal covariance), one covariance matrix for all Gaus-
sian components in a;model (grand covariance), or a single covariance matrix
shared by all models (global covariance). The covariance matrix can also be
full or diagdnal. This allows simplification by using only the diagonal covari-
ance matrix. Bahrolpllumj et al. 3 present an anomaly detection method using
GMM method. This process identifies abnormal packets in the network traffic.
The method learns statistics of the parameters from traffic packets. Here, all
the input sets are framed by itself without comparing to other groups. This
approach builds the best possible probability distribution for each group by
a set of Gaussian probability distribution functions, i.e., Gaussian Mixtures.
The means and variances of the number of mixtures in each model have differ-
ent effects on performance. In this approach, nodal and diagonal covariance
matrices are used for the GMM model. There are two steps in the process:
training and detection. The training phase as shown in Figure 4.10, generate
reference templates. In the training phase, attacks are trained to the system.
Specification of attacks are given to the database for performing the detection
process on that specific attack. The features are extracted from the sample
data of network traffic to.obtain data for modehng of statistical model. In
the detection phase, as shown in Figure 4.11, the deviation of input packet is
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Figure 4.11: Detection phase of GMM model

computed from the reference models of stored data and recognition decision
is made to which model the packet suits.

4.5.5 Expectation Maximization Method .

) 127 algorithm is a method of obtaining the

)’128

Expectation-Maximization (EM
mazumum lkelhood estimation(MLE of thé parametets from a given

dataset where the datasét has incomplete br missing values. Generally, two
main applications are available for the EM algonthm The first application of

EM algorithm is when there 1s missing values in' the data because of limita-

tions or problems in the observation process. Sécondly, the EM algorithm is

applied in optimization the likelihood function. In this .sltuatlon, optimizing

the likelihood function is intractable in analysis but the likelihood function

15 possible to be simplified by assumption of values for missing (or hidden)

parameters. The second EM algorithm application is more commonly used

in pattern recognition. In general, EM method is an iterative method. The

basic outline of this approach is as follows:

1. Let @ is the current ‘best guess’ for optimal configuration of a model.
2. Let 0 is the next ‘best guess’ for the optimal configuration of the model.

3 Expectation-Step: Estimate P, the expected value of 3 with respect
to @ for all possible values of hidden parameters The probability of
observing each possible set of values of hidden parameter (required to
estimate the expectation of 5) by using 8. - -
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4. Maximization-Step’ Select A in order to maximize the expected value,
P. Then, 6 will become the new ‘best guess’.

EM cannot estimate at each iteration a target optimal solution. On the
other hand, it is possible to estlmate a best guess in each iteration to Obtdlll
a guaranteed improve. The desirable property of EM method is to converge
the solution of the problem to a local optimal solution of the values of ¢ to
improve the value of ;3,‘ m lieu of converging the solution toa globelly optihlal
one. ' \ ' ' ‘

‘Patcha et al. 3 use EM method to clubter the incoming network audit
datct and estimate the missing values m the data for detection of anomaly.
The method begms with an initial guess for the parameters of the GMM (
Ga.ussmn Mixture model) for each cluster. The expectation step (E) and the
maximization step (M) of EM method are applied iteratively to the clusters,
so as to converge to the maximum likelihood fit. In the E-step, the method
finds the expected velue of the complete data in the provided observed data
and estlmdte parameters. In the M-step, it mammues the expectation that is
estimated i m the E-step. These two qteps are repeated until occurrence of an
increase in the hkehhood fit of the data in the current model and the increase
value should be less than the threshold of accuracy. The EM algorlthm is
typically executed multlple times by assummg different initial settings for
values of parameters. Thus, a given data pomt is assigned to the cluster with
the largest score of likelihood.

4.6 Soft Computing Methods

Soft Computing constructs computationally intelligent methods individually
or in combination of several real problem handling emerging technologies like
Fuzzy Logic®, Probabilistic Reasoning®!, Neural Networks®®, and Genetic
Algorithms®®. These emerging technologies are capable of providing method
of reasoning and searching for solving complex and real issues of problems. In
comparison to ordinarily used, hard computing, the soft computing is more
tolerant of imprecision, uncertainty, and partial truth 7.
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4.6.1 Artificial Neural Network (ANN)

The motivation of working on artificial neural network (ANN) is from the in-
ception of the recognition that the working way of computation or estimation
of conventione;l chgital computér and the human brain are entirely different 3.
The human brain has ability to arrs{nge its constituent structures called neu-
rons in such a way'whlch can perform certain computations such as recogm.tion
of pattern or percepﬁion or”contr.olling of motor. This computation is multi-
ple times faster than the similar computation of a fastest digital computer.
In'neural networks for achiéving good performance, massive interconnections
of neurons are embloyed. Thus, neural networks obtain information of the
environment through learning process of the system. In the learning process
of neural networks, a systemafic change occurs in an orderly fashion to ob-
tain the desired objective in the neurons interconnection strengths or synaptic
weights However, a large collection neuron interconnections improve the ca-
pability of complex computation. “An artificial neural network (ANN) is a
complex structure of large interconnected artificial nenrons which have prop-
erty of input, output as well as computational features. The artificial neurons
are structured in such a way that these are closely linked with learning algo-
rithm which is used for train thé network. ANN is ffequently employed on
data clustering, feature extraction and sirﬁilarity detection in case of anomaly

based network intrusion detection.

Neural Network Intrusion Detector (NNID)'?® describes an off-line
anomaly detection method, which applies a modified neural network, back-
propagation MLP (Multi-layered Pércef)tior;)s.j""I‘he’ training of IMLP is per-
formed for identifying user’s profile and the MLP evaluates the user’s com-
mands for possible intrusion at the end of each log session The MLP is a
multilayered feed-forward network, It consists of an input layer, one or more
hidden layers, and an output, layer. The activation patterns are applied to the’
input layer and the output layer supplies the response of the network. The
MLP has objective to assign the input patterns to one of the categories which -
are represented in accordance to the output of the neural networks such that
they can represent the probability of class membership.
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4.6.2 Rough Sets

Rough set theory (RST) is an extension of classical set theory. It is used
to computing in existence of vagueness or imprecision in data. A rough set

t]30

is related to working on the boundary regions of a se Usually, rough

sets are used in system of classification where the knowledge of the system

131 " In other words, rough set is applied to any classification

is incomplete
task to form various classes where each class contains objects which are not
distinguishably different. These indistinguishable or indiscernible objects are
the basic building blocks (concepts) which are used to build knowledge base
about the system or real world in rough set. The concept of these indiscernible
objects are referred as.rough uncertainty. The rough uncertainty is converted
to formulaes which are rough sets.

In pattern recognition, RST is used in plenty. In the work®, the RST
is applied to the network anomaly detection. In this approach, RST is used
eflectively for anomaly detection with low overhead and high efficiency of
detection. Here, RST is employed to extract a set of detection rules with
minimal size. of normal behaviour model. The normal behaviour model is
build from the sequences of system call which are generated during the normal
execution of a process. The abnormal operating status of a process is detected
by the method and thus, it is reported as possible intrusion. A work '3? using
RST on real life intrusion dataset is carried out for intrusion detection.

4.6.3 Fuzzy Logic

Zadeh®* has been introduced fuzzy logic. Fuzzy logic gives a language with
syntax and local semantics for translating qualitative knowledge about a prob-
lem that is to be solved. Fuzzy logic is related to fuzzy set theory. A mathe-
matical framework is provided by fuzzy set theory to represent and treat the
state of uncertainty, imprecision, and approximate reasoning. In classical set
theory, the membership of an element is either 100% or 0% t a set where as
in fuzzy set theory, an element can have a partial membership. For example,
an element t has a membership function, pP(t), that represents the degree,to
which ¢ belongs to the set P. Other features further define the membership

function. For a given fuzzy set P, the core membership function is the (con-
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Figure 4.12: Architecture of FIRE

ventional) set of all elements ¢ € U such that pP(t) = 1. The support of the
set is for all ¢ € U such that uP(t) > 0 The fuzzy rules are suited to the
network security domain. These rules are high level description of patterns
of behaviour found in the data. Thus, after identification of the appropri-
ate rules, they are combined using fuzzy reasoning to determine an overall

solution.

Dickerson et al. present a fuzzy logic based anomaly intrusion detection
method, Fuzzy Intrusion Recognition Engine (FIRE)!3. FIRE uses fuzzy
logic to assess an activity occurred on a network to be malicious or not. Here,
simple network traffic metrics are combined with fuzzy rules for determining
the likelihood of general or specific network attacks. Thus, these metrics are
evaluated as fuzzy sets. The development of fuzzy rules are made for some
usually occurred intrusion detection scenarios. Fuzzy network traffic profiles
are provided as inputs to its fuzzy rule set. Data mining techniques are applied
to process the network input data and develop metrics that are specifically
important to anomaly detection. The method uses a fuzzy analysis engine for
evaluating the fuzzy inputs and generates security alerts for the administrator.
FIRE detects a wide range of common attack types.

The architecture of FIRE is given in Figure 4 12. It consists of the three
types of components: network data collector (NDC), network data processor
(NDP) and fuzzy threat analyzer (FTA). NDC is used for network data sniffing

and recording. It reads raw network packets data and stores them on disk.
NDP summarizes and categorizes the raw packet data in tabular format into

selected calégories. It ifierges tlie siiilifiaries aid tables Witli pdst systeini
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data. The merged data are stored on disk. NDP also peiforms comparison of
historical mined data with the current data to find values of their difference.
These values are ‘fuzzified’ to generate the fuzzy inputs required by the FTA.
The fuzzy inputs from the-NDPs represent alert conditions to a degree and
thus these are called ‘fuzzy alerts’. FTA combiunes the inputs from one or more
NDPs to create composite inputs. Different weights are assigned on the results
of the individual NDPs to create different influence on.the result. Depending
on the fuzzy alerts, fuzzy rules are incorporated to detection intrusion of
general or very specific one. The output produced by executing FTA is the
fuzzy alerts which are sent to* the Administrator for responsé.

4.6.4 Evolutionary 'Computjng

Evolutionary computing or genetic algorithm (GA) is a computational model
on basis of principles of evolution and natural selection. In this approach,
the problem in a specific domain are converted into a model by use of a
chromosome-like data structure. The chromosomes are evolved by us’ing op-
erations like selection; recombination and mutation. Usually, an evolutionary
computing process begins with a random selection of population of chromo-
somes. These chromosomes represent the problem to be solved. Regarding to
the attributes of the problem, each chromosome is-encoded like bits, charac-
ters, or numbers-based on their different- positions.’ These positions are also
referred. to as genes and during the evolution, they are changed randomly
within a range. During a stage of evolution, the set of chromosomes are called
a population. The 'goodness’ of each chromosome are evaluated by using
an evaluation function. -Crossover and mutation are the two basic operators
used during evaluation. Theses two operators are used to simulate the natu-
ral reproduction and mutation of species, primarily. The selection process of
chromosomes follows the principle of survival of the fittest. In computer net-
work security applications, evolutionary computing is mainly used for finding
optimal solutions. .

The Applied Research Laboratories of the University of Texas at Austin
has developed Network Exploitation Detection Analyst Assistant (NEDAA) 40
in generation of-artificial intelligence (AI) rules for ANIDS.. The approach
uses different machine learning techniques like finite state machine, a decision
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tree and GA. Here, ‘behaviour of each network connection is converted to:
represent a rule. This rule is used to judge a connection to be considered

either intrusion or not. A collection of such rules are modeled as population of

chromosomes. Evolution of the population are performed until the fulfilment

of the required criteria. Thus, rules dre generated. These rules are used

in ANIDS as inside knowledge to judge anetwork connection behaviour for

finding p;otential intrusions.

4.7 Knowledge Based Methods

Knowledge based methods specifically perfoxm operatlons like acquisition of
knowledge, its representation and’ apphcatlon of 1arge bodtes of knowledge
to a particular problem area. In knowledge based methods '3 for anomaly
detection, network activity is checked against pre-defined rules or patterns of
normal behaviour. The goal is to employ a representation of normal behaviour
(a profile), from which anomalous behaviour 1s identified as possible attacks.
An example knowledge based method:is the expert systems approach. An
expert system is an -knowledge based,-method. It is a decision making and
problem solving method and works on basis of its task knowledge and proce-
dures or logical rules for, using the knowledge- Here, the knowledge and.the
logical rules are obtained from the experts in the domai\n, generally:

An expert system works in three Steps t6 classify audit data in accordance
to a set of rules. At first, different attributes and classes are identified from
the audit data.. Next, a set of classification rules, procedures or parameters are
deduced. Finally, the classification of audit data occur according to the rules.
Intrusion Detection Expert System (IDES)*2? is the earliest expert system
based anomaly detection method. IDES continuously monitors the user be-
haviour and detects suspicious occurrence. Here, intrusions are flagged in
accordance to detection of any deviations from established normal behaviour
patterns of individual users Next-Generation Intrusion Detection Expert Sys-
tem (NIDES)!% is the real time intrusion detection systems. It continuously
monitors the user activity and works in a batch mode for periodic analysis of
the audit data. A statistical analysis unit maintains a selected set of variables
in-both IDES and NIDES for creating profile of normal behaviour. This char-
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acteristic enables the system to compare the current activity of the user with
the desired values of tl}g au(‘iited intrusion deFe‘c‘tiGn variables that stored in
the profile. If the andited activity is significantly deviated from the expected
behaviour then it is ﬁa.gged %o be'as anomaly. In the stored profile, each vari-
able reflects the behavxour of <“‘normal COI'ldlthIlS The computatmn of each
measure /variable is dssomated toa correbpondmg random variable. Here, the
frequency distribution is produced and updated over time with larger analysis
of audit rec:cl}ds

4.8 Hybrid Leé,rning :Methods

In hybrid learning méthods combine of supervised and unsupervised meth-
ods of network ’e‘momaly detection. Supervised anomaly detection methods
perform detection for known type of attacks and it cannot detect unknown
attacks. An unsupervised method of anomaly detection has capability for
detection of unknown attacks. In a hybrid method, typically, advantages of
both supervised and unsupervised methods are combined for improved detec-
tion performance. ,The .task of classifier combination is performed variously
to overcome deficiencies with one, particular classification algorithm. The ad-
vantages of multiple classifiers are exploited to overcome their weaknesses or
reconciled the outputs from multiple classifiers for handling all situations like
known and unknown attack detection. Hybrid method of supervised and unsu-
pervisedi:methods are used in *34443:4%:47 \We discuss here some such methods
where supervised and unsupervised approaches are incorporated to overcome
their weaknesses.

Shon et al.*3 present a hybrid anomaly detection method, Anomaly De;
tector using Enhanced Support Vector Machines. The entire structure of the
anomaly detection framework is parted into of four major steps. The frame-
work is depicted in Figure 4.13. The first step preprocesses and filters traffic
using PTF (Passive TCP/IP fingerprinting) '*°, and clusters data using Self-
Organized Feature Maps (SOFM)!¥, and selects packet fields using a Genetic
Algorithm (GA). An unsupervised neural network model is used in SOFM
for analysis and visualization of high-dimensional data in a two dimensional
pattern. The identity of a remote host’s operating system is determined by
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Figure 4.13: Enhanced SVM based Anomaly, Detection Framework

1

use of TCP/IP fingerprinting. The PTF is used to drop malicious packets
those are not valid for the network. This helps in-packet preprocessing and
reduces the number of possible attacks on the raw traffic: Before working of
overall framework, GA is used for field selection and SOFM are used for packet
clustering. Through a simulated evolutionary process, GA-selects optimized'
fields in a packet. The selected fields are used to-filter packets in real time.
For Support Vector Machine (SVM) packet profiles are created /by performing
SOFM-based packet clustering. These packet profiles, in turn, create more
appropriate training data. The second step preprocess the filtered-packets
to obtain high detection performance. Here, the packets which are passed
b); the previous step are preprocessed with packet relationships on basis of
traffic flow and produce inputs for SVM learning. During preprocessing, rela-
tionships among the packets are.used to associate SVM inputs with temporal
characteristics considering IP identification number and using concept of slid-
ing window. In the third step, enhanced SVM machine learning method is
included for training and testing. The enhanced SVM model combines two
kinds of machine learning methods: supervised soft margin SVM '3 and one-
class SVM (unsupervised method)'*®. The enhanced SVM approach has the
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characteristics of high performance of soft margin SVMs, and the novel at-
tack detection capability of the one-class SVMs. Finally, verification of the
method 1s performed using m-fold cross validation test and compare perfor-
mance with real world NIDSs. Bahrololum et al. 44 introduce a hybrid method
using misuse approach for training of normal packets and anomaly detection
approach for training of attack packets of network traffic. The approach used
for attack training is a combination of supervised and unsupervised Neural
Networks (NN). Using the unsupervised NN based method of a Self Organiz-
ing Maps (SOMs), attacks are classified into smaller categories considering
similar features, and then unsupervised NN based on backpropagation is used
for clustering. Self organizing maps *° use unsupervised learning. Backprop-
agation'* is a supervised learning method to teach artificial neural networks.
The objective of backpropagation is to train the neural networks for achieving
a balance between the: correctly responding to input patterns and reasonable
response to inputs which are similar to those used in training. The misuse
approach identifies known packets fast and unknown attacks are detected by -
anomaly detection approach. This method of identifying normal and anoma-
lous packets in network traffic work in two phases. The first one is the training
phase and it uses a hybrid of SOM ‘and backpropagation NNs. The second
one is the detection phase. The frame work of the method is depicted in
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Figures 4.14 and 4 15.

As the operations of normal packets are predefined and they exhibit ex-
pected behaviour, a knowledge based (misuse-based) IDS can be used for
detection of normal activity. However, unexpected activity (presumably an
intrusion is unusual) and changes from time-to-time and cannot be detected
using knowledge based methods. Therefore, anomaly based intrusion detec-
tion supposed to be capable to detect unknown attacks. Using Self Organizing
Maps unsupervised NN is used to classify traffic data into smaller categories
on basis of similar features and Backpropagation based unsupervised NN is
used for clustering traffic data.

The hybrid intrusion detection is an effective model combining the ad-
vantages of misuse based intrusion detection and anomaly based intrusion
detection method?6. In?® Yang et al. present a hybrid intrusion detection
method which applies both misuse detection and anomaly detection to a data
instance. The architecture of the decision tree based hybrid intrusion detec-
tion method is shown in Figure 4.16. An instance is identified as an intrusion
if both misuse and anomaly detection approaches detect it as an intrusion.
Generalized Stochastic Petri Nets.(GSPN) %3 gre used to evaluate the per-
formance of the system. The method is’capable of reducing false detection
rate and thus 1t provides a high detection rate. Generalized Stochastic Petri
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Net (GSPN) is a theoretical tool for analysis of system performance. It is an
extended version of SPN (Stochastic Petri Net). SPN consists of two kinds of

transitions: immediate and timed transition.

4.9 Discussion

In this chapter, we have discussed network anomaly detection methods into
six main categories. Usually, obtaining a labeled dataset containing anom;m-
lous instances covering all possible types of anomalous behaviour is difficult.
Based on- availability and use of labeled data, anomaly detection methods are
grouped into two. Supervised methods use labeled data for training whereas
unsupervised methods perform detection of anomalous without labeled train-
ing data. Supervised methods are available for both misuse and anomaly
detection. In misuse based methods, predefined patterns are used for intru-
sion detection whereas anomaly based detection uses profiles of normal or
anomalous behaviour in network traffic. Hybrid methods either combine su-
pervised and unsupervised methods or combine anomaly and signature based
methods. Supervised anomaly based detection methods are further divided
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into (i) parametric and (ii) non-parametric. Parametric methods estimate pa-
rameters from the given data, while non-parametric methods do not assume
any knowledge of the underlying distribution of data. Unsupervised anomaly
detection methods are presented in three different groups: (i) clustering, (ii)
outlier mining and (iii) association rule mining (ARM). These methods at-
tempt to identify network anomalies detection without using labeled training
data.

False detection rate tends to be lower in supervised anomaly detection
methods but obtaining labeled or purely normal data is a critical issue for su-
pervised methods. The most prevalent advantage of the unsupervised anomaly
detection approach is the detection of unknown attacks without any previous
knowledge. False detection tends to be higher in unsupervised anomaly de-
tection. On the other hand, hybrid methods provide higher rate of anomaly
detection with lower false detection rate as these are combinations of well
performing (i) supervised and unsupervised methods or (ii) signature and
anomaly based methods.

In Table 4.1, we compare several existing NIDSs based on parameters
such as detection method (misuse, anomaly or both), detection time (real
time or non real time), nature of processing (centralized or distributed), data
gathering mechanism (centralized or distributed) and approach of analysis.

Four different categories of methods are proposed in the thesis for network
anomaly detection. The methods are evaluated with available and privately
generated intrusion datasets. In Chapter 5, we introduce a supervised learning
method for network anomaly detection.
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Anomaly Detection Using
Supervised Approach
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This chapter introduces an effective supervised learning method to achieve
best detectibn performances for known attacks. The method was evaluated
with two benchmark and three real life intrusion datasets and has been estab-
lished to perform very well in comparison to its other competing methods.

5.1 Introduction

A netiork’ intrusion can be any exploit of a network that compromises its
stability or the security of information stored on computers connected to it.
An intrusion detection system gathers relevant data from computers or the
network and analyzes them for signs of intrusion. Different approaches such
as statistical, probabilistic, machine learning, knowledge based, etc. are used
for 1ntr1191on detection. Some approaches can perform online, that 1s, they
detect atta,cks in progress in real tlme while unsupe1v1sed approaches such
as data mining provide after-the-fact clues about the attacks to help reduce
the possibilities of future attacks of the same type. In general there are two
types of approaches?® for network intrusion detection : misuse detection and
anomaly detection. Misuse detection searches for specific signatures to match,
signaling prekublv known atta(ks w1th0ut generdtmg a large number of false
ala,rms Such methods fail to detect new types of attacks as their mgnatures
are not known. Anomaly detection builds models for normal behaviour and

significant deviations from it are flagged as attack.

5.2 + Fundamentals of Sunervised Classifiers

5.2:.1 Problem Formulation

A classifier, which is a function (or model) that assigns a class label to each
data item described by a set of attributes, is often needed in classification
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For any given test instance p,(= 131,232,.’1?3,...,3‘),1) € Dieg, i€, a test
dataset for any given training instances (¢, ¢s,...,q) € @, i.e., a train-

ing dataset with class variable ¢, € L, i.e., each training instance ¢(=
YL, U2, Y3, - - - Ya, &) € @, the job of a supervised anomaly classifier is to iden-
tify the appropriate class label ¢, for p, as early as possible with high aécuracy.

5.2.2 Supervised Classification

Supervised classification methods require pre-labeled data (or training data),
tagged as normal or abnormal. These approaches can be used for classification
of unclassified data, where the classifier learns the classification model (viz.,
profile) and then classifies new‘exemplars (or test data) as and when required
ag'aminsf the learned model. If the new exemplar lies in a region of normality it
is classified as normal, otherwise it is flagged as an anomaly or as unknown.
Classification algorithms require a good spread of both normal and abnormal
labeled data. A generic model of supervised classifier is given in Figure 5:1.

Next, we describe six popular supervised classifiers for netwo’rk anomaly
detection. We also analyze the pros and cons of these classifiers and finally,
we compare the performance- rof our method with these examples.

5.2.2.1 Classiﬁ;:ation and Regression Tree (CART)

Classification and Regression Trees (CART)'™ is a classification method
which uses historical data to construct decision trees Decision trees are then
used to classify new data. For building decision trees, CART tses a learning’
sample - a set of historical data with pre-assigned classes for all observations.

Decision trees are represented by a set of questions which splits the learning
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sample into smaller and smaller parts. The CART algonthm searches for all
possible variables and all possible values in order to find thé best split. The
process is then repeated for each ‘of the resulting data fragments The CART
methodology consists of t three pa,r’rs (i) The constryction of a ma\mmm tree
(i1) The choice of the rlght tree.size.and (iti) The class1ﬁcat1on of new data
using constructed tree.

Building the maximum tree imples splitting the learning sample up to the
last observations, i.e., when terminal nodes contain observations only of one
class. Splitting algorithms are different for classification and regression trees.
Classification tree is built in accordance with a splitting rule - the rule that
performs the splitting of the learning sample into smaller parts. Each time
data is divide& into two parts with maenmmumn homogeneity. The maximurn
homogeneity of child nodes is defined by a function called smpurity function
(1), ’

Gini splitting rule (or Gini index is the most commonly used rule. It

uses the smpurity function (t): (t) = Z p(k|t)p(l]t), where k and [ are
kL - ‘
indices of the class; p(k|t) and p(l|t) are the conditional probability of class k

155)

provided we are in node t.

Unlike a typical classificatxon tree, the regression tree does not deal with
classes. In this tree there is a variable matrix Y, and for each observation of
this matrix there 1s a response value. These response values are represented
by a vector X, known as the response vector. The regression tree does not use

a splitting rule as it does not have classes those are pre-assigned Thelefore
the regression tree makes use of the squared residuals minimization algorithm
According to this algorithm, the expected sum of variances should be mini-
mum for two resulting nodes. A regression tree is used to analyée data when
the outcomes are continuous measurements. A regresswn tree is created by
using recursive partitioning which is the same as in the case of classification
tree. Mean-squared error is used to measure the amount of impurity. A ter-
minal node in a regression tree represents the mean of the outcome values
contained within .the terminal nodes. This value is known as the predicted-
value for the outcome.

Chebrolii et al. present an IDS in '*¢ using redundant features mn intrusion
data. The approach uses two feature selection algorithms involving Classi-
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fication and Regression Trees (CART) and Bayesian networks (BN) and an
ensemble of BN and CART.

b

5.2.22 C4.5

A decision tree is a tree that has three main components: nodes, arcs, and
leaves. Fach node is labeled with a feature attribute that is most informative
among the attributes not yet considered in the path from the root, each arc
out of a node is labeled with a feature value for the node’s feature and each
leaf is labeled with a’category or class. Decision tree classifiers afe based on
the "divide and conquer" strategy to construct an appropriate tree from a
given learning set containing 4 finite and non empty set of labeled instances.
The decision tree is constructed during the learning phase and is then used to
predict the classes of new instances. o

Decision tree learning is machine learning approach for generating classifi-
cation models. C4.5, a later version' of the ID3 algorithm 177, is a decisidn tree
classification algorithm. In ID3, a decision tree is built where each internal
node denotes a test on an attribute and each branch represents an outcome
of the test. The leaf nodes represent classes or class distributions. The top-
most node n a tree is the root node with the highest information gain. After
the root node, one of the remaining attributes with the highest information
gain is then chosen as the test for the next node. This process continues un-
til all attributes are compared or when all samples are all of the same‘class’
or there are no remaining -attributes on which the samples may be further
partitioned. The attribute with the highest information gain (or greatest en-
tropy reduction) 1s chosen as the test attribute for the current node. Such
an information-theoretic approach minimizes the expected number of tests
needed to classify an object and guarantees that a simple tree is found

In'%8, Pateriya et al. introduce an intrusion detection system which work
based on concept of agent based system. Here, intrusion detection'is per-
formed process pattern mining in the system. A copy of the agent is created
in the network. This agent resides on the computer which is required to con-
nect to the server. Server agent collects data from client agents to perform
process mining and generate alarms on detection of intrusion. The process
mining is performed using C4.5 decision tree method.
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5.2.2.3 Bayesian- Networks

The Bayesian network'® is a knowledge representation and reasoning algo-
rithm under conditions of uncertainty. A Bayesian network B = (N, A, ©) is
a Directed Acyclic Graph (DAG) (N, A) where each node n € N represents
a domain variable (e.g., a data set attribute or variable), and each arc a € A
between nodes represents a probabilistic dependency among the variables,
quantified using a conditional probability distribution 8, € © for each node
7n,. A Bayesian network can be used to compute the conditional probability of
one node, given values assigned to the other nodes. Many Bayesian network
structure learning algorithms have been developed. These algorithms gener-
ally fall into two groups, search and scoring based algorithms and dependency
analysis based algorithms. In the area of Bayesian network structure learning,
two types of algorithms have been developed. Type 1 deals with a special case .
where the node ordering is given, which requires O(/V?) conditional indepen-
dence tests and is correct given that the underlying model is. DAG faithful.
Type 2 deals with the general case and requires O(N*) conditional indepen-
dence tests and is cotrect given that the underlying model.is monotone DAG
faithful.

The major, advantage of Bayesian networks over many other types of pre-
dictive models is that the Bayesian network structure represents the inter-
relationships among the data set attributes. Human experts can easily un-
derstand the network structures and if necessary can easily modify them to.
obtain better predictive models. By adding;decision nodes and utility nodes,
BN models can also be extended to decision networks for decision analysis.
Other advantages of Bayesian networks include explicit uncertainty character-
ization, fast and efficient computation, and quick training. They are highly
adaptive and easy to build, and provide explicit representation of domain spe-
cific knowledge in human reasoning frameworks. Moreover, Bayesian networks
offer good generalization with limited training data and easy maintenance
when adding new features or new training data.

. Wojciech Tylman in'%® proposes an anomaly based intrusion detection
system Basset (Bayesian System for Intrusion Detection) using Bayesian Net-
works (BN). This:method enhances the functionality of the open source NIDS,
snort !* to integrate BN as added processing stage. Here, snort is employed
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for signature based detection and BN is used for anomaly based detection.

5.2.2.4 Naive Bayes

The Nuaive Bayes classifier computes conditional probabilities, to solve a‘ clas-
sification problem. It uses Bayes’ Theorem 34 with independence assumptions,
which assumes that the features are conditionally independent of one another
given a class. When a set of classes is observed in the training data, the Naive
Bayes classifier then assigns an observed data to a class with the highest
probability. )

Naive Bayes'®! classifiers are simple Bayesian networks which are com-
posed of DAGs with only one root node (called parent), representing an un-
observed node, and several children, corresponding to the observed nodes with
strong assumption of independence among child nodes in the context of their
parents.

The classification is performed by considering the parent node to be hidden
and computing to which each class an object in the testing set should belong,
child nodes represent different attributes specifying the object.

'Hence, in the presence of a training set one should only compute condi-
tional probabilities since the structure is unique. Once the network is com-
puted, it is possible to classify any new object using its attribute. values using
the Baye’s rule® as shown in Equation (5.1), which is expressed as follows:

P(Ale) P(e)

Plald) = =550

(5.1)
where ¢, is'a possible value and A is the total evidence considering.the- at-
tribute nodes. The evidence ‘A can be dispatched into pieces of evidence, say
ay, Ga,...,0, relative to attributes Ay, A,,...,A,, respectively. Since Naive
Bayes works under the assumption that these attributes are independent,
their combined probability is obtained as follows:

P(aylc,).Plagic,). ... .P(anlc.z),

PlclA) = A

(5.2)

where P(A) is determined by normalization condition.

By applying a Naive Bayes classifier to an intrusion detection task, a set of
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training network traffic data is used to find the prior probabilities for normal
or a known class of attacks. As an unseen network traffic arrives, the classifier
then uses Bayes Theorem to decide which class the traffic should belong to.
Panda et al.'®? propose an NIDS framework on basis of Naive Bayes algo-
rithm. This method of framework creates the patterns of the network services
over data sets labeled by the services. With the created patterns, the method
detects attacks in the datasets using the classifier based on Naive Bayes algo-

rithm.

5.2.2.5 CN2

CN2183 is an induction algorithm. An induction system assists in the task
of knowledge acquisition or induction of concept descriptions from examples.
The CN2 algorithm is efficient and combines combines the ability to cope with
noisy data that the ID3 algorithm '37 has with the if-then rule form and flexible
search strategy of the AQ algorithm '®*. The representation for rules output
by CN2 is an ordered set of if-then rules.. CN2 uses & heuristic function to
terminate search during rule construction, based on an estimate of the noise
present in the data. This results in rules that may not classify all the training
examples correctly, but that perform well on new data:

The CN2 algorithm must make two heuristic decisions during the learning
process,.and it employs two.evaluation functions to aid in these decisions.
First it must assess the quality of complexes, determining if a new complex
should replace the ’best complex’ found so far and also which complexes to
discard if the maximum size is exceeded. Computing this involves first finding
the set E’ of examples which is a. complex cover (i.e., which satisfy all of its
selectors) and the probability distribution P = (Py, ..., P,) of examples in £’
among classes (where n is the number of classes represented in the training

data). CN2 then uses the information-theoretic entropy measure:

Ent?‘opy = Z pzl092 (pl)u (53)

to evaluate complex quality (the lower the entropy the better the complex).
This function thus prefers complexes covering a large number of examples of a
single class and few examples of other classes, and-hence such complexes score
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well on the training data when used to predict the majority class covered.

The second evaluation function tests whether a complex is significant. By
this we mean a complex that locates a regularity unlikely to have occurred by
chance, and thus reflects a genuine correlation between attribute values and
classes. To assess significance, CN2 compares the observed distribution among
classes of examples satisfying the complex with the expected distribution that
would result if the complex selected examples randomly. Some differences in
these distributions will result from random variation. The issue is whether
the observed differences are too great to be accounted for purely by chance
If 50, CN2 assumes that the complex reflects a genuine correlation between
attributes and classes.

To test significance, the system uses the likelihood ratio statistic '°®. This

is given by

2> flog(f./e.), (5.4)
=1
where the distribution F' = (fy,..., f,) is the observed frequency distribution’
of examples among classes satisfying a given complex and E = (e),...,e,) is-

the expected frequency distribution of the same number of examples under
the assumption that the complex §elects examples randomly. This is consid-
ered as the N = Y f, covered examples distributed among classes with the
same probability as that of examples in the entire training set. This statistic
provides an information-theoretic measure of the (noncommutative) distance
bgefween the two distrfbutions. This provides a measure that indicates signif-
icance. The lower the score, the more likely that the apparent regularity is
due to chance.

Thus tl{ese two functions - entropy and significance - serve to determine
whether complexes found during search are both ‘good’ (have high accuracy
when predicting the majonty class covered) and ‘reliable’ (the high accuracy
on training data is not just due to chance). CN2 uses these functions to repeat-
edly,search for the ‘best’ complex that also passes some minimum threshold

of reliability until no.more reliable complexes can be found.

Beghdad %% presents a study of the use of some supervised learning tech-
niques to predict intrusions. The performances of six machine learning al-
gorithms including C4.5, ID3, Classification and Regression Tree (CART),
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Multinomial Logistic Regression (MLR), Bayesian Networks (BN), and CN2
rule-based algorithm are investigated. KDD Cup 1999 datasets are used to
evaluate the algorithms.

5.2.2.6 Support Vector Machines

Support Vector Machine (SVM) is a powerful, state-of-the-art algorithm based

on linear and nonlinear regression. Support vector machines (SVM)‘represent

a supervised learning method "' They perform'classification by construct-

ing ah N-dimensional hyperplane that optimally separates the data into dif-

ferent categories. In the basic classification, an SVM classifies the data into
two categories. Given a training set of instances, labeled pairs (z,y), where y
is the label of instance z, an SVM works by maximizing the margin to obtain

the best performance in classification.

SVMs are based on the idea of hyper-plane classifiers, or linearly separa-
bility. Suppose we have N training data points (z1,v1), (T2,%2), - ., (TN, Yn),
where z; € R® (d-dimensional space or instances) and y; € {+1,-1}.. Con-
sider a hyper-plane defined by (w;b), where w is a weight vector and b is a
bias. We can classify a new object » with

f(z) ='sign(w.z + b) = sign (i i (Ti3) + b) : (5.5)

1

~ Note that each training vectors z; occurs a dot product; there is a La-
grangian multiplier'®® o, for each training point. The Lagrangian multiplier
value ¢ reflects the iinporta‘nce of each dell.ta‘point. When the maximal mar-
gin hyper-plane is found, only points that lie closest to the hyper-plane have
a; > 0 and these points are called support vectors. All other points ' have
o; = 0 (see Figure 5.2): This means that only those points that lie closest
to thé hyper-plane give the representation of the hypothesis/classifier. These
most important data points serve as support vectors. Their values can also
be used to obtain an irndependent boundary with regard to the reliability of
the hypothesis/classifier. Figure 5.2 shows two classes and their boundaries,
i.e., margins. The support vectors are represented by solid objects, while the
empty objects are nonsupport vectors. Notice that the margins are only af-
fected by the support vectors, i.e., if we remove or add empty objects, the
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. QOK“ & Margins

Figure 5.2: A Value of ¢, for support véctors and nbn‘-sﬁpport vectors

margins do not change. Meanwhile any change in the solid objects, either
adding or removing objects, could change the margins.

Kim et al. '™ present an NIDS, SVMIDS (Support vector machines based
IDS) using SVM. Here, intrusion detection is considered as two-class or multi-
class classification problem. The IDS is trained with training data and tested
with test data to evaluate novel attacks. The importance of edch feature is
evaluated to overall improvement of IDS.

5.2.3 More Examples of Supervised Classifiers

Classification is a supervised learning technique that has been applied to
anomaly detection. Lee and Stolfo? proposed a systematic framework. em-
ploying data mining techniques for intrusion detection. , This framework con-
sists of classification, association rules and frequent episodes algorithms that
can be used to construct detection models. The authors in!"! presented PN-
rule, for multi-class classification problem. The key idea used in PNrule is
learning a rule-based model in two stages: first find P-rules to predict pres-

ence of a class and then find N-rules to predict absence of a class. The scoring
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mechanism used in PNrule allows one to tune selectively the effect of each N-
rule on a given P-1ule. ADWICE (Anomaly Detection With fast Incremental
Clustering) '* used extended BIRCH " clustering algorithm to implement a
fast, scalable and adaptive anomaly déteétidn ‘schenie. They apply clustering
as a technique for training of the”nmmahty model. Several soft computing
paradigms, viz., fuzzy rule-based classxﬁels support vector machines, linear
genetic programming and-an ‘ensemble method to model fast and efficient
intrusion detection systems were investigated in 173, Empll‘lCdl results clearly
show that soft computing approach could play a deOI Tolé for intrusion detec-
tion. Yang et al.!” present an anomaly detection approach based on clustering
and classification for intrusion detection. They perfor;n clustering to group
training data points into clusters, from \Vhl(,h fhey select some clusters as
normal, and create known-attack p1oﬁles dccordmg to certain criteria. The
training data excluded from the profile are used to build a specific classifier.
During the testing stage, they use an influence-based classification algorithm
to classify network behaviours. A comparative study of several supervised
probabilistic and predictive machine learning techniques for intrusion detec-

174 Two probabilistic techniques, Naive Bayes and Gaus-

176

tion 1s reported mn
sian, and two predictive techniques, Decision Tree '™ and Random Forests
are used. The ability of each technique to detect four attack categories (DoS,
Probe, R2L and U2ZR) has been compared. A new supervised intrusion detec-
tion method based on TCM-KNN (Transductive Confidence Machine for K-
Nearest Neighbours) algorithm is presented in 7. This algorithm works well
even if sufficient attack data are not available for training. A review of the
most well known anomaly-based intrusion detection techniques is provided by
178 Available platforms systems under development and.research prOJects
in the area are also plesented The p4per also outlines the main challenges to
be dealt with for the wide scale deployment of anomaly-based intrusion de-
tectors, with special emphasr: on assessment issués. An SVM-based intrusion
detection system 1s found in '””, one which combines a hierarchical clustering
algorithm (BIRCH'™), .a simple feature selection procedure, and the SVM
(support vector machines) technique. This method was also evaluated using

the KDD Cup 1999 datasets.
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Table 5.1: List of Existing ANIDSs of Supervised Method

N Year of Detection Dataset Data Data Algorithmic

ame Publish  Method Used Processing Gathering Approach
FIRE!* 2000 A K C C Fuzzy Logic
NSOM 5 2002 A K C C Neuralnet
MINDS 114~ 2003 A K C C Classification
ADWICE'® 2005 A K C C Clustering
TCM- 2007 A K C C K-Nearest Neigh-
KNN177 bours
Beghdad 2010 A K C C CART, C4.5, BN,
et al.108 MLR & CN2
SVM- 2011 A K C C SVM & Hierarchical
based !7? . y Clustering

Note-*M-Misuse/A-Anomaly/B-Both, K-KDD Cup 1999, C-Centralised/D-Distributed

5.2.4 Discussion

Supervised classifiers are algorithms that reason from externally supplied in-
stances to produce general hypotheses, which then make predictions about
future instances. In other wdrds, the goal of supervised learning is to build a
concise model of the distribution of class labels in terms of predictor features.
The resulting classifier is then used to assign class labels to the testing in-
stances where the values of the predictor features are known, but the value of
the class label is unknown. Examples of sup;ervised classification approaches
include statistical algorithms, decision tree approaches, proximity based soft
computing and many other algorithms in machine learning. Statistical meth-
ods are based on assumptions regarding the underlying data distribution.
Decision tree learners use a method known as divide and conquer to construct
a suitable tree. If there are no conflicting cases, a decision tree correctly clas-
sifies all training cases. The major limitation of proximity-based approaches
is the selection of an appropriate proximity measure. Soft computing repre-
sents combinations of several computational intelligence methodologies which
neither are independent nor compete with one another but work in a comple-
mentarity. Someé of thé most commonly used supérvised classifiers are CART,
C4.5, Bayesian Networks, Naive Bayes, CN2, SVM and soft computing hybrid
methods such as fuzzy-neuro. These methods are closely related to types, sizes
as well as dimensions of data. Some popular ANIDSs of supervised learning
method are given in Table 5.1.
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5.2.5 Contributions

An effective supervised anomaly detection method is designed based on simi-
larity measures. In this chapter, emphasize is given on the followings:

e Purely statistical models are useful for trivial cases (e.g., for abrupt
change detection).

e Real-time traffic modeling demands for proximity finding over mixed
type data with high sensitivity.

e Decision tree learners are generally unstable in nature, due to newer

change in the threshold values which affect the result sequentially.

. Cluétering based methods are relatively more stable in nature, however,
the effectiveness of such methods are highly dependent on what prox-
imity measure used by the method.

The problem of detecting attacks with high detection rate as well as lower
false positive rate, poses a special challenge to the research community. Within
such a context, intrusion detection using the supervised classifiers have pro-
duced remarkable improvements. In this chapter we present a supervised
classifier for anomaly-based intrusion detection, which is capable of detecting
network attacks. The implementation of supervised classifier uses a combina-
tion of supervised as well as unsupervised incremental classification technique
for classification of network attacks. We discuss in further details of our
method to implement each module and evaluate its performance against a

wide range of network attacks.

5.3 Proposed Supervised Method

The proposed supervised method uses a training algorithm to create a set of
representative clusters from the available labeled training objects. Unlabeled
test objects are then inserted in these representative clusters based on similar-
ity calculations and thus get labels of the clusters in which they are inserted.
We first present the basics of the clustering algorithm, and then present the
training and prediction algorithms. The clustering algorithm is a modification
of the CatSub algorithm '*°.
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5.3. Proposed Suplervised Method:

5.3.1 Proximity measures

Distance or similarity measures are essential to solve classification, clustering,

or retrieval of group of data from a large dataset. From the scientific and

mathematical point of view, distance is defined as a quantitative degree of how

far apart two objects are. The chmce of dxstance/ similarity measures depends

on the measurement type or representatlon of objects. Several number of
distance measures viz., Buclidean, Minkowsk: are available™ for numenc data.

Similarly, proximity /surmlanty measures viz., Overlap, Eskm are in e\1st 8 for
categorical data. Similarity measures for mixed type attribute data are specific’
to domain of data. We introduce two sirmlarity measures for classification of
network intrusion data which are of mixed attribute type.

5.3.1.1 Similarity Function Between Two Data Objects .

The similarity between two data objects X and Y is the sum of per attribute
similarity for all the attributes. It is computed as sam(X, Y),

d

sim(X, Y) = sz, y,) (5.6)

7=1

where s(x,, ¥,) 15 the similarity for j-th attribute defined as

1, il -yl <4
s(z,, = 5.7
(@, %) { 0, otherwise (57

where 4, is the similarity threshold for the j-th attribute. For categorical
attributes d; = 0 and for numeric attributes d, > 0.

5.3.1.2 Similarity Function Between a Cluster and an Ob ject

The similarity function between a cluster C' and an object X becomes
S’L’m.(C, JY)

noAttributes

sim(C, X) = Z 3(1‘11,' Ta,), (5.8)

J=1
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th attribute of cluster profile and

where s(v;, ¥,,) is the similarity of the j
object,
1, it le - ‘T"'JI < 6‘11

. (5.9)
0, otherwise .

s(v,, :1:,,]) = {

A detailed discussion on selection of appropriate threshold value for 4, in
Equation (5.7) and d,, in Equation (5.9) is given in Subsection 5.4.4. '

5.3.1.3 Properties of Our Proximity Measure

Similarity- or dissumilarity between a cluster and an object 1s described in
terms of the distance between them. In our method, a cluster is represented
by a profile; and a profile is similar to an object. 'A dissimilarity measure,
d(z,y), obeys the following four properties (1-4) for any two objects z, y.
The similarity measures given in subsections 5.3.1.1 and 5 3.1.2, satisfies all
the four properties.. The.properties'®! are given:below.’

1. Non-negativity: the distance between any two objects cannot be nega-

tive.
2. Identity: the distance between an object and itself must be zero.

3. Symmetry: the distance between object x and y is the same as distance
between object y and z, i.e., d(z, v) = d(y, ).

4. Triangular Inequality: the distance measure should obey the triangle
nequality property, i.e., for objects z, y, 2, we have d(z, z) <d(z, y) +
d(y, 2).

5.3.2 Background

The dataset to be clustered contains n objects, each described by d attributes
Ay, As,.: -+, Aq having finjte discrete valued domains Ds, Dy, - - -, Da, respec-
tively. A data object can be represented as X = {x1, g, - -+, Z4}. The j-th
component of object X' is z, and it takes one of the possible values defined
in domain D, of attribute A,. Referring to each object by its serial number,
the dataset can be represented by theset N = {1, 2, - -, n}. Similarly, the
attributes are represented by the set-M = {1, 2, --- , d}.
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5.3. Proposed Supervised Method

An incremental subspace clustering technique is used here. A cluster is a
set, of objects which are similar over a subset of attributes only. The minimum
size of the subset of attributes required to form a cluster is defined by the
threshold MinAtt. Let the subset of defining attributes be represented by
Dattributes = {a1, a2, -, Gnoastrbutes} Such that Dattributes C M and
noAttributes is the size of Dattributes. A cluster is represented by its profile
somewhat like an object. All objects in a cluster are similar to the profile. The
cluster profile is defined by a set of values, Values = {v1,vs, - - - , UnoAttributes }
considering the attributes in Dattributes. That is v; € D, is the value for
attribute a; € M, vy € D,, is the value for attribute ¢y € M, and so on. Thus,
the cluster profile is defined by the similarity function between a cluster C
and an object X becomes sim(C, X) as given in Equation (5.8)

Profile = {noAttributes, Dattributes, Values}. (5.10)

Let Olist C N be the list of data objects in the cluster. A cluster C is
completely defined by its Profile and Olist:

C = {Olist, Profile}. (5.11)

Our incremental clustering algorithm inserts an object in any one of the clus-
ters existing at a particular moment. So, the similarity between a cluster and
a data object needs to be computed: Obviously, the cluster profile is used
for computing this similarity. As the similarity is computed over the set of
attributes in Dattributes only,

Example 1: Consider a small dataset shown in Table 5.2 with seven objects
defined using five attributes A;, Ap, As, A4 and As. The domains for the
attributes are Dy = {al, a2, a3}, Dy = {bl, b2}; D3 = {cl, ¢2, c3, c4},
D, = {d1, d2, d3} and D5 = {el, €2}, respectively.
Clusters Cy and Cy can be identified in the dataset with MinAtt = 3 and
8a, = 0 for a, € Dattributes:
Cy = {Olist = {1, 2, 4}, noAttributes = 3, Dattributes = {2, 3, 5},
Values = {b2, ¢4, e2}}, and
Cy = {Olist = {3, 5, 7}, noAttributes = 4, Datiributes = {1, 2, 3, 5},
Values = {u3, b1, ¢2, €1}}.
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Table 5.2: A sample dataset
Serial No. A, Ay Ay Ay A;
1 alJ b2 c4 dl e2

2 a2 b2 ¢4 d3 e2
3 alJ bl ¢2 dl el
4 a2 b2 c4 dl e2
5 al bl ¢2 d3 el
6 al b2 ¢l d2 e2
7 alJ bl ¢2 d2 el

5.3.2.1 Our Supervised Algorithms

The supervised classification algorithm starts with an initially empty set of
clusters. It reads each object X; sequentially, inserts it in an existing cluster
based upon the similarity between X, and the clusters or a new cluster is
created with X, if it is not similar enough, as defined by the threshold MinAtt,
for insertion in an existing cluster. The search for a cluster for inserting the
present object is started with the last cluster created and moves towards the
first cluster until the search is successful. If successful, the object is inserted
in the cluster found and the search is terminated. At the time of inserting
the object in the found cluster C, the number of defining attributes of the
cluster (C.noAttributes) is set according to the computed similarity measure
between the cluster and the object and the sets of C.Dattributes along with
C.Values are updated. If the search is not successful a new cluster 1s created
and the object itself made the representative object of the cluster, i.e., the
full set of attributes becomes the Dattributes while full set of values of the

object becomes corresponding Values of the new cluster profile.

The supervised classification algorithm begins with a fixed number of ex-
isting clusters (as defined by their profiles) with no objects present in them.
Objects are incrementally inserted in any of the clusters and no new clusters

are created.
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Figure 5.3: Conceptual Framework of Supervised Classifier

5.3.3 Training Method

Given a set, of labeled training data, a combination of incremental clustering
and supervised classification techniques are applied to create and refine a set
of clusters from which profiles are extracted for use in the test object labeling
process. The incremental clustering technique decides cluster membership
immediately as the objects arrive sequentially without considering subsequent
objects that are yet to be seen. Therefore, refinement of the created clusters is
performed using a subsequent supervised classification step that allow possible
realignment of the data objects in the clusters.

In the beginning of the training algorithm, all objects are marked unpro-
cessed. Similarity thresholds minAtt (the minimum number of attributes) and
manStze (the minimum number of objects in a cluster) are set high and they
are gradually decreased in steps In each iteration the remaining unprocessed
objects are clustered using a combination of supervised and unsupervised clus-
tering. If the supervised classification process fails to insert an object in any of
the preexisting (created in the previous iteration) clusters (SC's), then the un-
supervised classification process inserts it in any of the unsupervised clusters
(UCs) created in the present iteration or a new unsupervised cluster is created
with the object. When the clustering process ends in the present iteration,
cluster profiles are extracted from each of the SCs having at least manSize
objects in it and the objects in such a cluster are marked processed. All SCs
are then deleted. The UC's may also include some insignificant clusters whose
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sizes are less than minSize. Such clusters are deleted. Remaining UCs are
made SCs for next iteration after making them empty by deleting their object
lists. Then the threshold values minSize and minAtt are reduced so that the
next iteration can create larger clusters instead of fragmented clusters. Re-
ducing the thresholds allows more generalization. The algorithm iterates so
long as there are unprocessed objects. To ensure termination of the algorithm
minSize is reduced to minSize/2 so that the ultimate value of minSize be-
comes 1, beyond which no objects remain unprocessed. The threshold minAtt
is loosened by setting minAtt = minAtt — a. where « is a small integral con-
stant such as 1 or 2. Reduction of minAtt bélow a certain level (MIN) is
not allowed, after which remains constant at MIN. Generalization beyond
MIN makes data objects from two different classes indistinguishable. When
training terminates, the set of profiles found in the profile file becomes the
final cluster profiles for use in the prediction process. The training algorithm
is given as Algorithm 1. A training and testing method of supervised classifier
is shown in Figure 5.3.

5.3.4 Prediction Method

Once the set of cluster profiles is ready, labeling test objects becomes simple.
Supervised classification is performed with the objects. The label of the
cluster profile becomes the label of each object inserted in the cluster. The
objects not inserted in any of the clusters defined by the profiles need special
attention. They may be flagged suspicious for anomalies. Another method
for dealing with such objects is to insert such an object in a cluster which is
most similar to the object and label accordingly. The algorithm for prediction
method is given as Algorithm 4.

5.3.4.1 Effective Profile Searching

144} js used to store

Two-dimensional link list (2-DLL) structure (as found in
the profiles in memory. It enables to update the profile base dynamically. The
2-DLL structure updates row wise with insertion of new parameter in a profile

and column wise with the insertion of a new protocol type. It enables to search
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Algorithm 1 Training algorithm

1:
2:
3:

AL

10:
11:
12-
13:

14

15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
52:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:

5
6
7:
8
9

filel=open(“TrainProfile" “write");

read (n, d, minAtt, minSize);

for (1=0;i<ni=121+1)do
read (X [1], recordLabel|i]);
processed[i}=0;

: end for
total Profile = 0;
: top =0
: while (minSize > 0) do > //iterate//

for A=0;i<n;i=1+1)do
found = FALSE; > //supervised clustering//
for (j = 0,5 < totTrain;3 =3+ 1) do
if (recordLabelli] == cluster Label[j]) then
if (sim(SC[)], X[i]) == SCj].noAttributes) then
append(i, SC[j].oList);

found = TRUE;
break;
end if
end if ‘
end for > //end supervised clustering//
if (found == TRUE) then
continue;

end if
Jor (j=top;j >=0;7=5-1) do
if (recordLabel[2] == cluster Labellj]) then:
if (ssim(UCj], X[i]) >= minAtt) then -
found =TRUE; update(UC3}, 7, X[i]);
break;
end if
end if
end for
if (found == FALSE) then > // create new cluster//
top = top + 1; UC[top] =new cluster;
append(i, UC[top|.oLust);
UC|top].noAttributes = d;. -
for (j=0,j <d;++3j) do
UCltop).als} =.7;
UClton]wly] = X[l

end for
cluster Labelltop] = recordLabelli];
end if
end for > //end unsuperunsed clustering algorithm//

151



Chapter 5. Anomaly Detection Using Supervised Approach

2 Training algorithm (continued)
43: for (1 = 0;4 < totTrain;i =i+ 1) do

4d: m=sizeof(SC[i].oList)

45: if (m >= minSize) then

46: k = SC[i].noAttributes;

47: for (j=0,7<k;g=j+1)do

48: write( filel, SCli.a(s]);

49: end for

50: for (j=0,7<k;j=3+1)do

51: t write( filel, SC[i].vs]);

52: end for

53: p = SC[1}.oLsst;

54: for (j=0;5<m;3=7+1)do

55: k = p.getdata(7); processed|k|=1; p=p.next
56: end for ’

57: delete SCli|;

58: end if

59: totTrain = 0;

60: for (i = 0;i < top;i=1+1) do

61: m=sizeof(U C[z].oList)

62: if (m >= munSize) then

63: SCltotTrain] = UC.[i]; delete UC

64: UCl).oList = NULL; totTrawn = totTrain + 1;
65: else

66: delete UCHil;

67: end if

68: end for

69: minSize = minSize/2; MinAtt = minAtt — o;
70: if (MinAtt < MIN) then

T1: minAtt = MIN;

72: end if

73: end for
74: end while
75: function sim(cluster C, objectX)
76: count = 0; k = C.noAttributes;
. for(3=0;j<k;j=y+1)do

78: = Cl.als};

79. if (abs(C.v[j] — z[l]) <= é[l]) then
80: count = count + 1;

81: end if

82: end for

83: return count;

84: end function
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3 Training algorithm (continued)

85: function update(cluster C, int r, object X)
86: append(r, C.Olist);

87: count = 1;

88: m = C.noAttributes;

89: for (j =0;5 <m;+ 4 5) do

90: = Cualyl;

91: if (abs(s(C.wlj] — z[l]) <= 4[l]) then
92: count = count + 1;

93: C.vfcount] = Colj);

94: C.afcount} = C.alj};

95: end if

96: C.noAttributes = count;

97: end for

98: end function

99:

100: function createCluster(cluster C, int 1, object X)
101: C =new cluster;

102: append(r, C.Olist),

103: C.noAttributes = d,

104: for (j =0;7 <d;+ + j) do
0. Calj) = ji Coly) = el
106: end for

107: end function

the profile base protocol wise, viz., TCP, ICMP, UDP, "other" (which profiles
are not included the protocols viz., TCP, ICMP or UDP. Once the respectiv‘e
protocol is identified in this 2-DLL structure, further traversal is supported
fdr (_)ther vparameters matching by following the link list structurc;.

5.3.4.2 Complexity Analysis

The clustering algorithms require one pass through the set of tré.ining exam-
ples that currently remain unprocessed. Each training example needs to be
compared with existing clusters one after another until it gets inserted in one
of the clusters. ‘The'similarity computation involves a-subset-of attributes.
Therefore, the clustering process has a complexity O(ncd), where n is the
number of training examples, ¢ is the number of clusters and d is the number
of attributes. Each of the created clusters needs to be visited to extract its
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Algorithm 4 Prediction algorithm
1: filel=open(“TrainProfile" “read");
2: file2=open(“DataFile" “read");
3: read(filel, totTrain);
4: for ¢ = 0;4 < totTrain;i =1+ 1 do

5: read(filel, k);

6:  Cl[i]-noAttributes = k;

7. for(j=0;5<k;j=5+1)do

8: read(filel, Cli].a[s});

9: for (j=0,5<k;j=j+1)do

10: read( filel, Cli].vl7]);

11: if count == C[j].noAttributes then
12: print(“Object" 7  is of category"
13: cluster Label[j});

14: found = 1; break;

15: else

16: if count > maz then

17: max = count; position = j;
18: end if

19: end if

20: end for

21: if found == 0 then

22: print(“Object” 1 “is of category";
23: cluster Label[position));

24: end if

25: end for

26: end for

size and broﬁle.‘ Hence, maximum time complexity of one iteration of the
training algorithin becomes O(ncd) + O(c). The algorithm performs at most
k iterations, where k = logy(minSize). As minSize is the minimum number
of objects for a cluster to be considered significant, it is not large. Overall
maximum time complexity of the algorithm is O(kned) + O(kc).

5.4 Classification.of Network Anomalies

In this section we establish the effectiveness of our supervised classification
technique on.several public benchmark and private real life dataset.
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5.4. Classification of Network Anomalies -

5.4.1 Data Preprocessing

We discretized continuous valued attributes by taking logarithm to the base
2 and then converting to integér. T his is done for eémch ‘attribute value z using
the computation: +f (z > 2) z = mnt(log2(z)) + 1. Before taking logarithm,
the attributes which take fractional values in the range [0. 71] are multiplied by
100 so that they take values in the range [0, 100]. Nominal valued attributes
are mapped to discrete numeric codes which are nothing but serial numbers
beginning with zero for the unique attribute values in the order in which they
appear in the dataset. The class label attribute is removed from the dataset
arid stored separately in a different file. The class labels are used for tramning
and evaluating the detection performance of the algorithm.

5.4.2 Feature Selection

The curse of dimensionality is the challenging issue of intrusion detection #2,
Of these large number of features, it can be monitored for the purpose of
intrusion detection that many features are leﬂsiq psfgniﬁcan’c or do not have any
importance in attack detection. The elimination of these less significant fea-
tures enhance the computation accuracy and speed; and thus improve the
overall performance of IDS. To overcome the issue of feature selection, meth-
ods like Information gan'®® and Mutual Information® usually have been used
for intrusion detection. We use Information gain method for feature selection
in our method as this is widely applied method for the similar purpose with
very detection performance. In our method, Information gan is computed for
each of the discretized attributes. Attributes (such as attribute numbers 7,
9, 15, 18, 20 and 21 in KDD Cup 1999 and NSL-KDD datasets) correspond-
ing to very low information gain are removed- from the dataset. It reduces
computation time:

5.4.2.1 Information Gain

Let S be a set of training set samples with their corresponding labels. Suppose
there ‘are m classes and the training set contains s, samples of class I and s is
the total number of samples in the training set. Expected mformation needed
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to classify a given sample is calculated by:

m

I(5,52,...,5) = — 1092( ) (5.12)

=1

A feature F with values {fy, fa,..., fo} can divide the training set into
v_subsets {51, Sa, . , Sy} where S, is the subset which has the value f, for
feature F. Furthermore let S, contain s;;, samples of class 4. Entropy of the
feature F is

Y S, + Sy + -+ S
By =y St S H(Suyy Sy Smy). (5.13)

J=1

Information gain for F' can be calculated as:

Gain(F) = I(Sy, S, . .-, Sm) ~ E(F). (5.14)

5.4.3 Parameter Selection

The training algorithm has 3 parameters to be given as inputs: minAtt,
minSize and MIN. The parameters minAtt takes values in the range [1,d],
where "d is the number of attributes. Higher values of ‘minAtt corresponds
to more specialization leading to a larger number of rules and a lower value
of minAtt corresponds to more generalization leading to a fewer number of
rules: But over generalization can make normal an(i attack data indistin-
guishable resulting in more false positives or false negatives. So, a lower limit
for minAtt. is specified using the parameter MIN. Now, the possible range
of values for minAtt becomes {MIN,d]. To determine the value of MIN,
information gain!® is calculated for each attribute in the training dataset.
Attributes with very low information gain can be ignored and the number of
remaining attributes is set as the value for A /N. The parameter minSize
is the minimum number of data elements received to, form a cluster In some
cases, at least one training example for an attack should be considered signifi-
cant. So, the minimum value. for minSize is1. Itswvalue should increase with.
increase in manAtt value. The maximum- value for minSize can be set to be

any multiple of logz(n), where n is the number of training examples.
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Figure 5.4: ¢, selection

In our experiments, MIN = 27. The value for MinAtt is set to 33, which
is gradually reduced to MIN = 27 in steps of -1. The starting value for

MinSize is set to 2logs(n). The similarity thresholds for all attributes are set
to zero, §,=0,1=1,--- ,d.

5.4.4 § Selection

We have analyzed the effect of selection of 4, in Equation (5.7) and 4, in
Equation (5.9) using the benchmark Corrected KDD Cup 1999 dataset and
real life Packet level and Flow level TUIDS datasets . The performance of the
proposed method in terms of Recall depends on the selection of ¢, and 4, , as
seen in Figures 5.4-5.5. It is dependent on the dataset used for evaluation.
However, a most probable range of 9; and 4, for these datasets is shown
with vertically drawn dashed lines in Figures 5.4 and 5.5. In our experiments,
better results are found with 4, = 0.6 and J,, = 0.65 .

5.5 Experimental Results

5.5.1 Environment Used

The experiments were performed on a 3 GHz HP dc 7000 series desktop with
2 GB RAM, 250 GB HDD. C++ programs were used in a LINUX environ-

ment. The two benchmark intrusion datasets and three real life intrusion

157



Chapter 5. Anomaly Detection Using Supervised Approach

e Correctad KOD «Chw Flows-leyve] TUIDS wafeemPacket-laval TUIDS
102
1
= A .
096 /{"/Ez’/ : \
0.94 i.s/.v / : \“
092 n / : -
L ]
g 4 '
058 & L
!
Q86 :
0 02 " 04 06 0.63 08 1
by ——>

Figure 5.5: 4,, selection

TUIDS datasets were used to evaluate the performance of the anomaly detec-
tion method. We performed three different experiments with separate train-
ing to detect anomalies categorized into 2-class (normal and attack), 5-class
(normal, R2L, DoS, Probe and U2R) and all-attacks behavioural categories.
First we provide the results when the same dataset is used for training as well
as testing. Then we provide the cross evaluation result performing training
and testing of the method with corresponding training and testing datasets.
Testbed for supervised classifier is used the framework as shown in Figure 3.5
of subsection 3.8.2.

5.5.2 Dataset Used

The algorithm was tested on two benchmark intrusion datasets, viz., KDD
Cup 19998 and NSL-KDD®? datasets. The algorithm was also evaluated with
three real life TUIDS?? intrusion datasets. The description of the datasets are

given in Chapter 3. The Tables 5.3, 5.4 and 5.5 show the attack distributions
of the datasets.
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Table 5.3: Attack distribution in benchmark intrusion datasets

KDD Cup 1999 NSL-KDD
Datasets Normal Attack Total | Datasets Normal Attack Total
Corrected KDD 60593 250436 311029 | KDDTestt 9710 12834 22544
10-percent KDD 97278 396743 494021 | ADDTramt 67343 58630 125973

Table 5.4: Attack distribution in TUIDS intrusion datasets

Packet Level Flow Level
Datasets Normal Attack Total | Datasets Normal Attack Total
Training 71785 < 50142 121927 | Tvaining 23120 29723 52843
Teating 47895 38370 . 86265 | Testing 16770 | 23955 40725

5.5.3 Results with KDD Cup 1999 Dataset

The experiments are performed for 2-class, 5-class, all-class and cross valida-

tion prediction.

5.5.3.1 2-class Prediction Résqlts

The confusion matrices for the 2-class behavioural categories on the
Corrected KDD and 10 percent KDD datasets are shown in Table 5.6 and
Table 5.7, respectively. Classification rates of PCC = 97.57%.in Table 5.6
and PCC = 99.96% in Table 5.7 indicate good performance for our method.
Better performance for the second dataset means that data classes in it are
well separable compared to the first dataset.

Cross evaluation resilts when 10-percent K DD dataset is used for training
and Corrected K DD dataset is used for testing is presented in Table 5.8. The
classification rate obtained this time is PCC = 93.40%. The performance
degrades - due to the fact that no examples are present in the training set
corresponding to the 15 categories of attacks that aré present in the testing
set. Most of these attacks are misclassified‘as normal by our algorithm.

Table 5.5: Attack distribution in TUIDS intrusion datasets (continue)

Portscan
Datasets Normal Attack Total
PortscanTrain 2445 39215 41660
PortacanTest 1300 28615 29915
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Table 5.6: 2-class confusion matrix of Corrected KDD.
dataset

Predicted Class
Normal Attack  Sum. Recall 1-Prc*
Actual Normal 54540 6053 60593 0.9001 0.0269

Values

class Attack 1508 248928 250436 0.9940 0.0237
Sum 56048 254981 311029
Re-substitution error rate=0.0243 PCC=97 57%

Note- *1-Precision

Table 5.7: 2-class confusion matrix of 10-percent KDD
dataset .

Predicted Class

Values
Normal Attack Sum  Recall [-Prc*
Actual Normal 97209 69 97278 0.9993 “0.0012
class Attack 116 396627 396743 0.9997 00002
Sum 97325, 396696 494021
Re-substitution error=0.0004 PCC=99.96%

Note- *1-Precision

Table 5.8: 2-class cross evaluation confusion matrix re-
sults of training with 10-percentK DD and teqtmg with
Corrected KDD dataset .

Predicted Class
Normal Attack Sum * Recall 1-Pic*

Actual Normal® 60215.~- 378 60593 0.9933 0.2508'
class  Attack 20155 230281 250436. 0:9195 0.0016
Sum. _ 80370 ,230659 311029

Error=0.0660 PCC=93.40%
Note- *1-Precision

Values
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5.5.3.2 5-class Prediction Results

The confusion matrices for the 5-class behavioural categories on the
Corrected KDD and 10 percent K DD datasets are shown in Table 5:9 and
Table 5.10, respectively. " The results are found to be almost similar to the
2-class xesults The PCC for Corrected and 10 % Corrected KDD are'97.57%
and 99. 96%, 1espect1vely This signifies that the four attack classes have main-
tained their individnal identities to a great extent even after mixing together
to form a single attack class.

Cross evaluation results when the 10-percentKk DD dataset is used for
traming and the Corrected K DD dataset is used for testing are presented in
Table 5.11. In this case also most of the unseen attacks afe misclassified as
normal category and PCC reduced to 92.39%.

5.5.3.3 All-attacks Prediction Results

The confusion matrices for all-attacks categories on the Corrected KDD and
10-percent KDD datasets are shown in Table 5.12 and Table 5.13, respec-
tively. The classification rates still remain nearly similar to the 5-class and
2-class results. The PCC for Corrected and 10% Corrected KDD are 97.25%
and 99.97%, respectively.

5.5.3.4 Cross Evaluation Prediction Results

Cross evaluation result for the all-attacks case is presented in Table 5.14. In
this experiment, the 10 percent K DD dataset that includes 22 attack classes
is used for training while the Corrected KDD dataset with 37 attack classes
is used for testing. Smce ng examples are present in the frammg set, objects
belongmg to the 15 categorles of attacks cannot be classified correctly and
hence we exclude them (18729 objects) from the testing data.set We see from
the results that DoS and Probe attacks are well detected but R2L and U2R
attacks are detected very. pnorlj." It is apparent from Table 5.13 that there
are very few examples in the training set corresponding to attacks belonging
to R2L and U2R categories compared to DoS, Probe and normal categories.
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Table 3.9: 5-class confusion matrix of Corrected K DD dataset

Predicted Class

Values'

. Normal R2L, DoS  Probe U2R Sum  Recall 1-Prc*
g Normal 54574 5997 6 15 1 60593 0.9007 0.0273
S R2L 1452 14892 0 1 2 16347 09110 0.2873
= DoS 23 0 229828 2 ‘0 229853 0.9999 0.000i
& Probe ' 42 3 7 4114 © 0 4166 0.9875 0.0044
<U2R 12 3 0 0 55 70 0.7857 0.0517
Sum 56103 20895 220841 4132 58 311029

Re-substitution error=0.0243

PCC=97.5700%

Note- *1-Precision

Table 5.10: 5-class COIlﬁ.lSiOIl:HIELtI'iX of ’iO—pev'cent K DD dataset

Predicted Class

Values

Normal R2L DoS ,Probe U2R° Sum  Recall 1-Prc*
% Normal 97221 14 1 42 0 97278 0.9994 0.0012
_§ R2L 38 1036 - "0 0 2 1126 0.9201 0.0152
— DoS T 0 391450 1 0 391458 1.6000 0.0000
g Probe 15 0 . 0. 4092 0 4107. 0.9963 00104
< U2R 6 2 0 0 44 52 0.8462 0.0435

Sum 97337 1052 391451 4135 46 494021
Re-substitution error=0.0004 PCC=99.96%

Note- *1-Precision

Table 5.11: 5-class cross evaluation confusion matrix results of training with
10-percentK DD and testing with Corrected K DD dataset

Predicted Class

Values
Normal ~ R2L DoS  Probe U2R Sum . Recall 1-Prc*
o Normal | 60211, 21 73 284 4 60593 0.9937 0.2614
= R2L 13868 1115 3 1356 5 16347 0.06821 0.0622
< DoS 6360 42 "223349 1027 0 "229853 0.9717 0.0023
& Probe 1036 0 ' 1443 2687 10" 4166 '0.645 ' 0.3933
<U2R 49 110, .04 0 210, 70 .0.1429 04737
Sum 81524 1189 223863 4429 19 311029 -

Error=0.0761

PCC=92.39%

Note- *1-Precision
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Table 5.12: All-attacks confusion matrix of Corrected K DD dataset
Predicted Class

Values Detected Present Recall 1-Prc*
normal 54630 60593 0.9016 0.0257
snmpgetattack (R2L) 6457 7741 0.8341 0.4792
named (R2L) 15 17 0.8824 0.3750
zlock (R2L) 8 9 0.8889 0.1111
smurf (DoS) 164090 164091 1.0000 0.0000
ipsweep (Probe) 302 306 0.9869 0.0033
multihop (R2L) 13 18 0.7222 0.0714
zsnoop (R2L)" 3 4 0.7500 0.0000
sendmasl (R2L) 16 17 0.9412 0.2000
guess_passwd (R2L) 4358 4367 0.9979 0.0002
saint (Probe) 692 736 0.9402 0.6121
buf fer _over flow (U2R) 21 22 0.9545 0.0455
portsweep (Probe) 345 354 0.9746 0.0000
pod (DoS) 84 87 0.9655 0.0118
apache2 (DoS) 793 794 0.9987 0.0000
phf (R2L) 2 2 1.0000 0.0000
o udpstorm (DoS) 2 2 1.0000 0.0000
2 warezmaster (R2L) 1561 1602 0.9744 0.0013
— perl (U2R) 2 2 1.0000 0.0000
g satan (Probe) 534 1633 0.3270 0.0582
< aterm (U2R) 10 13 0.7692 0.0000
mscan (Probe) 1053 1053 1.0000 0.0000
processtable (DoS) 759 759 1.0000 0.0000
ps (U2R) - 13 16 0.8125 0.0000
nmap (Probe) 84 84 1.0000 0.0000
rootkit (U2R) 9 13 0.6923 0.1818
neptune (DoS) - 58000 58001 1.0000 0.0000
loadmodule (U2R) 2 2 1.0000 0.0000
imap (R2L) 1 1 1.0000 0.0000
back (DoS) 1098 1098 1.0000 0.0000
httptunnel (R2L) 156 158 0.9873 © 0.0000
worm (R2L) 0, 2 0.0000 1.0000
malbomb (DoS) 4999 5000 0.9998 0.0000
ftp_write (R2L) 3 3 1.0000 0.0000
teardrop (DoS) 5 12 04167 0.1667
land (DoS) 9 9 1.0000 0.0000
sqlattack (U2R) 2 2 1.0000 0.0000
snmpguess (R2L) 2360 2406 0.9809 0.0000
Sum 302491 311029
Re-substitution error=0.0275 PCC=97.25%

Note- *1-Precision
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Table 5.13: All  attacks confusion matrix of
10-percent K DD dataset

Predicted Class

Values -
Detected Present Recall 1-Prc*
normal 97243 97278 0.9996 0.0004
smurf 280790 280790 1.0000 * 0.0000
C IPSWeEp 1243 1247 0.9968 0.0540
multihop 6 7 08571 0.1429
guess_passwd 53 53 1.0000 0.0000
buf fer _over flow 29 © 30 0.9667 0.0333
portsweep 1039 1040 0.9990 0.0000
pod 261 264 0.9886 °0.0000
o« PhSf 4 4 1.0000 0.0000
_§ warezmaster 18 20 0.9000 0.0000
< perl. 3 3 1.0000 0.0000
g satan 1587 1589 0.9987 0.0006
< nmap 180 231 0.7792 0.0164
rootkit 8 10 0.8000- 0.0000
neptune 107201 107201 1.0000 0.0000
loadmodule 8 9 0.8889 (.0000
nap 12 12 1.0000 0.0000
back 2202 2203 0.9995 0.0000
ftp_write 6 8 0.7500 0.0000
teardrop 979 979 1.0000 0.0000
land 20 21 0.9524 . 0.0476
warezclient 991 1020 0.9716 0.0139
spy 2 2 1.0000 0.0000

Sum 493885 494021
Re-substitution error=0.0003 PCC=99.97%

Note- *1-Precision
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Table 5.14: All-attacks cross evaluation confusion matrix
results of training with 10-percent K DD and testing with
Corrected KDD dataset |

Attack Values Predicted Class

Detected Present Recall 1-Prc*

normal 60207 60593 0.9936 0.0790
smurf 164089 164091 1.0000 0.0002
psweep 298 306 0.9739 0.0418
multihop 0 18 0.0000 1.0000
guess__passwd 3 4367 0.0007 0.2500
buf fer: over flow 2 22 0.0909 0.5000
portsweep 340 354 0.9605 0.2075
pod .82 87 0.9425 (.1546
phf 1 2 0.5000 0.0000
w warezmaster 2 1602 0.0012 0.0000
= perl 0 2 0.0000 1.0000
= satan 1280 1633 0.7838 0.1551
£ nmap 84 84 1.0000 0.0455
< rootkat 2 13 0.1538 0.9962
neptune 57971 58001 0.9995 0.0004
loadmodule’ 0 2 0.0000 1.0000
map 0 1 0.0000 1.0000
back 1068 1098 0.9727 0.0000
ftp_write .0 3 0.0000 1.0000
teardrop 12 12 1.0000 0.7857
land: 6 9 1.6667 0.6667
warezclient 0 0 0.0000 1.0000
spy 0 0 0.0000 1.0000
Sum 285447 292300
Error=0.0234 PCC=97.66%

Note- *1-Precision
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Table 5.15: 2-class confusion matrix of KDDTraint dataset
Predicted Class

Normal Attack Sum  Recall 1-Precision
Actual Normal 66793 250 67343 0.9918 0.0021

Vahies

class Attack 139 58491 58630 0.9976 0.0093
Sum 66932 59041 125973
Re-substitution error rate=0.0055 PCC=99.45%

5.5.3.5 Discussion

The detection performances of our method for Corrected and 10 % Corrected
KDD datasets are satisfactory. PCC for 10% Corrected KDD is better than
Corrected KDD which dataset have many single occurrence attacks. A single
occurrence attacks cannot create cluster profile in our method. Thus, PCC for
Corrected KDD is lower than the other one. The cross validation prediction
performance for Corrected KDD degrades compared to other performances as
15 categories of attacks present in testing dataset Corrected KDD which do
not exist in the training dataset 10% Corrected KDD. Most of these attacks
are misclassified ‘1/36 normal by our algorithm.

The average gxecintion time of classification for Corrected KDD and
10 percent K DD, datasets are 1 minute and 1.59 minutes, respectively.

5.5.4 Results with NSL-KDD Datasets

The experiments are performed for 2-class, 3-class and all-class prediction.

5.5.4.1 2-class Prediction Results

The confusion matrices for 2-class behavioural categories on the K DDTrawn*
and K DDTestt datasets are shown 1n Table 5 15 and Table 5.16, respectively.
Classification rates of PCC = 99.45% in Table 5.15 and PCC = 98.34% in
Table 5.16 indicate good performance for our technique. The performance for
the datasets is better compared to the KDD Cup dataset for 2-class classifi:
cation.
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Table 5:16: 2-class confusion matrix of KDDTestt dataset

Predicted Class
Normal Attack * Sum Recall 1-Precision
Actual Normal 9531 179 9710 0.9816 0.0200

Values

class Attack 195 12639 12834 0.9843 0.0140
Sum T 9726 - 128183 22544

Re-substitution error rate=0.0166 PCC=98.34%

Table 5.17: 5-class confusion matrix of bK DDTrain® dataset

Predicted Class
Normal R2L DoS Probe U2R Sum  Recall 1-Prc*

Values

«» INormal 66883 142 114 199 5 67343 0.9932 0.0026

§32L 47 . 947 0 0 1 995 0.9518 0.1304
— DoS 123 0 45900 4 0 45927 0.9994 0.0025
£ Probe 93 0 . 0 11563 . 0 11656 0.9920 0.0173
< U2R 9 0 0 0 43 52 0.8269 0.1224
Sum 67055 1089 46014 11766 49 125973
Re-substitution error=0.0051' PCC=99.49%

Note- *1-Precision

5.5.4.2 5-class Prediction:Results

The confusion matrices for 5-class behavioural categories on the K DDTrain™
and K DDTestt datasets are shown in Table 5.17 and Table 5.18, respectively.
Classification rates of PCC = 99.49% in Table 5.17 and PCC = 98.39% in
Table 5.18 indicate good performance for our technique for both datasets.

5.5.4.3 All-attacks Prediction R«

The confusion matrices for all-attacks categories on the K DDTraint and
KDDTestt datasets are.shown in Table 5.19 and Table 5.20, respectively.
Classification rates of PCC = 99.49% in Table 5.19 and PCC = 98.19% in
Table 5.20 indicate good performance for our technique. The classification
rates still remain better compared to the KDD Cup dataset.

167



Chapter 5. Anomaly Detection Using Supervised Approach

Table 5.18: 5-class confusion matrix of K DDTestt dataset

Predicted Class
Normal R2L DoS Probe U2R Sum Recall 1-Prc*
» Normal 9556 125 d 24 0 9710 0.9841 0.0195

Values

_1§32L . 157 2727 0 0 3 2887 0.9446 0.0482
= DoS 14 1 7443 0 0 7458 0.9980 0.0009
£ Probe, 16 5 2 2399 0 2422 0.9905 0.0099
< U2R 3 7 0 0 57 67 0.8507 0.0500
Sum 9746 2865 7450 2423 60 22544
Re-substitution error=0.0161 PCC=98 39%

Note- *1-Precision

5.5.4.4 Discussion

The detection performances for NSL KDD datasets are better than the results
of KDD Cup 1999 dataset. Since both datasets are similar. NSL KDD dataset

<
does not contain any multiple occurrence of instances.

The average execntion time of classification for KDDTran™ and
KDDTestt datasets are 0 41 minute and 0.07 minute, respectively.

5.5.5 Results with TUIDS Intrusion Datasets

The experiments are performed for 2-class and all-class prediction.

5.5.5.1 2-class Prediction Results

The confusion matrices for 2-class behavioural categories on the Packet Level
and Flow Level datasets are shown in Table 5.21 and Table 5.22, respectively.
Classification rates of PCC' = 99.72% in Table 5.21 and RCC = 99.70% in
Table 5.22 indicate good performance for our techmique. The performance for
the datasets is better compared to the KDD Cup dataset for 2-class classifi-

cation.
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Table 5.19: All-attacks confusion matrix of X DDTrain™ dataset
Predicted Class

Values
' Detected Present Recall 1-Prc*
normal 66871 67343 0.9930" 0.0014
smur f 2641 2646 09981 0.0403
ipsweep 3557 3599 0.9883' " 0:0550
multihop "4 T '0.5714  0.2000
guess_passwd 53 53 1.0000 0.0000
buffer over flow 27 30 0.9000 0.0000
portsweep 2929 2931 0.9993 0.0027
pod ' 199 201 0.9900 0.0000
“phf 4 4 1.0000 0.0000
mwarezmuswr 19 20 09500 0.0952
_§per1 2 3 0.6667 0.0000
—~ satan 3608 3633 0.9931 0.0014
2 nmap 1457 1493 0.9759 0.0714
<t{7'ootlczt 8 10 0.8000 0.2727
neptune - 41211 41214 0.9999 0.0000
loadmodule 8 9 0.8889 0.0000
map ' “11 11 1.0000 0.0000
back 953 956 0.9969 0.0000
ftp_write 6 8 0.7500 0.0000
teardron 892 892 1.0000 0.0000
land 17 18 0.9444 0.2917
warezcliént - 854 890 0.9596 0.0925
spy 2 2 1.0000 0.0000
" Sum 125333 125973 '
Re-substitution error=0.0051 PCC=99.49%

Note- *1-Precision
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Table 5.20- All attacks confusion matrix of K DDTest™ dataset

Attack Values

Predicted Class

Detected Present Recall 1-Prc*
normal 9609 9710 0.9895 00125
snmpgetattack 132 178 0.7416 03498
named 15 17 0.8824 0.1176
&lock 8 9 0.8889 0.1111
smur f 665 665 1.0000 . 0.0000
psweeps 140 141 0.9929 0.0000
multihop 17 18 0.9444 0.2273
Tsnoop . 3 4 0.7500 0.0000
sendmazl, . 13 14 09286 , 0.1875
guess_passwd 1230 1231 0.9992 0.0008
sant 155 319 0.4859 0.0882
buf fer _over flow 20 20 1.0000 0.0000
portsweep 149 157 0.9490 0.0688
pod 39 41 0.9512 0.0000
apache2 736 737 0.9986 0.0000
phf 2 2 1.0000 0.0000
udpstorm 2 2 1.0000 0.0000
% warezmaster, 922 944 0.9767 0.0075
o perl 2, 2 1.0000 0.06000
= satan 716 735 09741 0.1836
g xterm 10 13 0.7692 0.0909
mscan 997 997 1.0000 0.0000
processtable 685 685 1.0000 0.0000
ps | 12 15 0.8000 0.0000
. nmap 73 73 1.0000 0.0000
rootkat . 12 13 0.9231 0.2500
neptune 4656 4657 0.9998 0.0002
loadmodule 2 2 1.0000 0.0000
map 1 1 1.0000 0.0000
back 359- 359 1.0000 0.0000
httptunnel 132 133 0.9925 0.0000
WOrm 2 2 10000 0.0000
marlbonb 292 293 0.9966 0.0034
ftp_wnrite 3 3 10000 0.0000
teardrop 5 12 0.4167 0.2857
land 7 7 1.0000 0.0000
sqlattack 2 2 1.0000 0.0000
snmpguess 311 331 0.9396 0.0032
Sum 22136 22544
Re-substitution error=0.0181 PCC=98.19%

Note- *1-Precision
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Table 5.21: 2-class confusion matrix for Packet Level dataset

Predicted Class
Normal Attack Sum  Recall 1-Prc*

Actual Class Normal 71268 517 71785 0.9928 0.0017

Values

Attack 121 50021 50142 0.9976 0.0102
Sum 71389 50538 121927
Re-substitution error rate=0 0052 PCC=99.48%

Note- *1-Precision

Table 5.22: 2-class confusion matrix for Flow Level dataset

Predicted Class
Normal Attack Sum Recall 1-Prc*
Normal 22932 188 23120 0.9919 0.0033

Values

Actual Class

Attack 75 29648 29723 0.9975 0.0063
Sum "23007 29836 52843

Re-substitution error rate=0.0050 PCC=99.50%
Note- *1-Precision o

5.5.5.2 All-attacks Prediction Results

The confusion matrices for ‘all-attacks categories on the Packet Level and
Flow Level datasets are shown in Table 5.23 and Table 5;24, respectively.
Classification rates of PCC = 99.42% in Table 5.23 and PCC = 99.01% in
Table 5.24 indicate good performance for our technique. The classification
rates still remain better compared to the KDD Cup dataset.

5.5.5.3 Discussion

The detection performance results for Packet Level and Flow Level datasets are
very satisfactory. The average execution time of classification for Packet Level
and Flow Level datasets are 0.39 minute and 0.17 minute, respectively.
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Table 5.23: All-attacks confusion matrix for
Packet Level dataset

Predicted Class
Detected Present Recall 1-Prc*

Attack Values

normal 71268 71785 0.9928 0.0014
smurf 4870 4879 0.9981 0.0403
1234 2478 2507 0.9833 0.0550
bonk 48 85 0.5714  0.2000
fraggle 1086 1086 1.0000 0.0000
“jolt 3484 3485 0.9998 0.0424
4 nestea 2993 2995 0.9993 0.0027
S newtear 2965 2995 0.9900 0.0000
§ oshare 2520 2520 1.0000 0.0000
§ sathyousen 546 575 0.9500 0.0952
" syndrop 6757 6757 1.0000 0.0331
syn 2549 2566 0.9931 0.0014
teardrop 1029 1054 0.9759 0.0714
window 5028 , 50883 0.9881 .0.2727
winnuke 8599 8599 1.0000 0.0000
xmas 4906 4951 0.9911 0.0632
Sum 121126 121927 .
Re-substitution error=0.0066 PCC=99.34%

Note- *1-Precision
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Table 5.24: All-attacks confusion matrix for
Flow Level dataset

Predicted Class
Detected Present Recall 1-Prc*

Attack Values

normal 122930 23120 0.9918 00018
smur f 8 13 0.6000 0.0103
1234 13349 13350 0.9999 0.0150
bonk 2221 2230 09961 0.0340
fraggle 3124 3128 0.9987 0.0029
Jolt 96 113 0.8486 00474
g land 2 2 0.9998 0.0000
S nestea 4 7 05217 0.0021
S newtear 9 11 0.7956 0.0062
& sarhyousen 16 20 0.7817 0.0059
' syndrop. 3 5 10.6515 00371
syn 1660 1699 0.9775 00214
‘teardrop 6 10 0.5769 0.0314
window 3345 3402 09832 03728
winnuke 2444 2509 0.9740 0.0000
Tmas 3134, 3224 09720 0.0538
Sum 52351 52843
Re-substitution error=0.0093 PCC=99.07%

Note- *1-Precision

Table 5 25 2-class confusion matrix for PortscanTramn dataset

1

Predicted Class
Normal Attack Sum Recall 1-Prc*

Actual Normal 2414 31 2445 09876 0.2175
Class Attack 671 38544 39215 0.9829 0.0009
Sum 3085 38575 41660

Re-substitution error rate=0 0169 PCC=98.31%
Note-"*1-Precision *

Values
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Table 5.26: All-attacks confusion matrix for
PortscanTrain dataset ‘

Predicted Class

Values -
Detected Present Recall 1-Pre*
norﬁial 2414 2445 0.9876 0.0024
sym 9612 9750 0.9859 0.0040
Actual L _
class ACK 9875 9945 0.9930 0.0252
+FEIN 9551 9780 0.9766 .0.0153
Tmas 9505 9740 0.9761 0.0143
Sum 40957 11660

Re-substitution error=0.0169 PCC=98.31%
Note- *1-Precision

5.5.6 Results with TUIDS Portscan Dataset

The experiments are performed for 2-class and all-class prediction.

5.5.6.1 2-class Prediction Results

The confusion matrix for 2-class behavioural categories on the PortscanTrain
is shown in Table 5.25. Classification rate of- PCC = 98.31% in Table 5.25
indicates good performance for our technique.

5.5.6.2 All-attacks Prediction Results

The confusion matrix for all-attack categories in the PortscanTrain dataset
is shown in Table 5.26. Classification rate of PCC = 98.31% in Table 5.26
indicates good performance for our technique.

5.5.6.3 Discussion

The detection performance results for Portscans dataset is very satisfac-
tory. The average execution time of classification for Portscan dataset is 0.14
minute.
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Table 5 29. Comparison among CART, C4 5, CN2, BN for all Attacks on Corrected KX DD dataset

CART C4.5 CN2 BN Qur Algorithm
Attack values
Recall 1-Prc* Recall 1-Prec* Recall 1-Prc* Recall 1-Prc* Recall 1-Prc*
nor mal 0 9430 0 0540 09436 0 0507 0 9822 0 1442 0 7855 00215 09016 0 0257
sninpgetattach 0 6360 0 3862 06384 0 3828 0 0026 0 0000 09503 06135 08341 04792
named 0 0000 1 0000 02353 0 5000 0 0000 1 0000 0 0000 1 0000 08824 03750
zlock 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0 8889 01111
smurf L 0000 0 0000 10000, 00000 1 0000 0 0011 0 9995 00012 1.0000 00000
pIweep 0 9641 00199 09902 0 0000 09248 ° 00732 09739 0 2903 0 9869 00633
maultithop 0 0000 1 06000 0 0556 0 0000 00000 1 0000 0 0000 10000 , 0.7222 00714
£3Nn00p 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0.75600 0 0000
sendmail 0 0000 1 0000 0 0000 1 0000 0 0000 10000, 0 0000 1 0000 0.9412 . 0 2000
guess_ passwd 0 9968 0 0566 (4 9863 0 0242 09725 0 0270 0 9679 00404 0.9979 00002
sawnt 01236 0 0000 - 08302 0 2382 0 8003 02209 ¢ 07024 013277 0.9402 06121
buffer_ overflow 0 0000 1 0000 0 4545 04118 0 0000 1 0000 0 0000 1 06000 0.9545 00455
portsweep 0 8362 01111 0 9463 0 1604 07260 0 1376 09915 0 2252 09746 0 0000
pod 0 8391 0 0000 1 0000 0 4082 0 81391 0 0000 07701 04071 0 9655 00118
apache? 0 0000 1 0000 09937 0 1841 08476 0 0399 09786 00152 0.9987 0 0000
phf 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 1.0000 00000
udpstorm 0 0000 1 0000 0 0000 1 0000 0 06000 1 0000 0 0000 1 0000 1.0000 0 0000
warezmaster () 9363 00137 Q Y944 00293 0 8546 01428 0 9850 04125 09744 00013
perl 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 1.0006 G 0000
satan 09724 02917 08598 00628 0 8898 01113 0 8677 01160 03270 0 0582
Tterm 0 0000 1 0000 0 2308 0 0000 0 0000 1 0000 0 0000 1 0000 0.7692 00000
mecan 0 9706 0 0404 0 8927 00389 08965 ~ 00268 09924 0 0905 1.0000 00000
proceaatable 0 9750 0 0250 09789 0 0000 08762 0 1086 0 9657 0 0639 1.0000 00000
Py 0 0000 1 0000 0 0000 10000 . 0 0000 1 0000 0 0000 1 0000 0.8125 0 0000
nrnay 0 0000 1 oom..o 0 9881 03197 | 1 0000 0 0000 1 0000 06147 1.0000 00000
Tootk:t 0 0000 1 0000 00769 0 0000 0 0000 1 0000 0 0000 1 0000 0.6023 01818
neptune 0 9990 0 0016 09978 00011 09991 00011 » 09923 0 0000 10000 00000
loadmadule 0 0000 1 ooow 0 5000 0 0000 0 0000 1 0000 0 0000 1 0000 1.0000 00000
unap 0 0000 L 0000 * 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 1.0000 00000
bach L 0000 074583 0 9545 00132 0 7951 01164 09791 00835 1.0000 00000
hHptunnel 07025 0 5088 08038 0 3553 0 8987 0 1744 0 9494 04700 0.9873 0 0000
worm 0 0000 1 0000 0 0000 £ 0000 ¢ 0600 1 006G @ 0000 1 0000 0 6000 1 0000
maalbomb 09516 0 0000 09982 0 0062 09998 0 016) 09992 0 0046 0 9998 0 0000
fip_ write 0 0000 1 0000 0 0000 1 0000 0 0000 L 0000 0 0000 1 0000 1 0000 0 0000
teardrop 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0.4167 0 1667
land 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 0 0000 1 0000 10000 00000
9qlaltack 0 0000 1 0000 0 6000 1 0000 0 0000 1 0000 0 0000 1 0000 10000 00000
MMPpYuess 0 9909 0 0004 09983 00144 03603 0 3812 0 3624 01718 0 9809 0 0000
PCC 97 25% 97 69% 96 16% 94 75% 97 25%

Note- *1-Precision
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Table 5.32: Comparison among CART, C4.5, CN2, BN for all Attacks on 10-percent K DD dataset

CN2

" Ouf Algorithm

Values CART C4.5 BN

+ Recall 1-Prc* Recall  1-Prc* "Recall  1-Prc* Recall 1:Prc* , Recall 1-Prc*
normal 0.9967  0.0101 0.9969  0.0035 0.9912  0.0066 0.9769  0.0031 0.9996 00004
buffer_overflow 0 1.0000 0.0667  0.3333 0 1.0000 0.1" 0 6667 0.9667 00333
loadmodule 0 ' 1.0000 0 1.0000 0 . 1.0000 0 1.0000 0.8889  0.0000
perl 0 - 1.0000 0 1.0000 0 1.0000 0 1.0000 1.0000  0.0000
neptune "1 0.0001 0.9997  0.0001 0.9995  0.0010 0.9993  0.0000 1.0000  0.0000
smur f 0.9988  0.0001 1 0.0003 1 0.0015 0.9994  0.0013 1.0000  0.0000
guess_ passud 0 1.0000 0.9245  0.0000 0.698L  0.2128 0.9623  0.2917 1.0000  0.0000
pod 0.9394  0.2749 0.9811  0.0000 0.6591  0.0000 0.9242  0.3869 0.9886¢  0.0000
teardrop 1 0.0009, 1., 0.0000 0.9244  0.0812 0.9714  0.2068 1.0000  0.0000
portsweep 0.9087  0.0074 0.9663  0.0252 0.9337  0.0433 0974 0.1130 0.9990  0.0000
ipsweep 0.9214  0.0778 09374 0.0752 0.0210 0.9262  0.2366 0.9968  0.0540
land 0 1.0000 0.8095  0.1905 1.0000 0.5238  0.8103 0.9524  0.0476
ftp_umite 0 1.0000. 0 . 1.0000 1.0000 0 1.0000 0.7500  0.0000
back ©0.9664  0.0000 0.9664  0.0427 0.0081 0.9664  0.2155 0.9995  0.0000
imap 0 1.0000 0.25 0.2500 1.0000 0.5 0.0000 1.0000  0.0000 .
satan 10.9673  .0.04 10.9811  0.0412 0.0131 0.8886  0.0201 0.9987  0.0006
phf 0 - 1.0000 0. 1.0000 1.0000 0 1.0000 1.0000  0.0000
nmap . 0.3896 0 ¢ 0.8788  0.2750 0.2346 0.4459  0.4663 0.7792  0.0164
multihop 0, 1.0000 0 1.0000 _ 1.0000 0 L.0000 0.8571  0.1429
warczmaster 0 1.0000 0o " 1.0000 1.0000 0 1.0000 0.9000  0.0000
warezchent 08627 ;01603 {08745 5 0.0398 0.2036 0.9706 . 0.4640 0.9716, 0.0139
spy 0 1.0000 0 _. 1.0000 1.0000 0 1.0000 1.0000  0.0000
rootkit gt 1.0000 0 ! Logoo 1.0000 [ 1.0000 0.8000  0.0000
PCC L 99.70% 99.83% 99.62% 99 35% 99.97%

Note- *1-Precision
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Table 5.33° 5-class attack comparison ,with, S\VM-based IDS
for Corrected K DD Dataset

, SVM-based 1DS . « .Accuracy,
Values  Correctly Miss,  Accuracy of Our
Detected Detected (%) Algorithm
Normal 60,166 427 99.29 90.07
DoS 2,28,769 1,084 99.53 99.99
Probe 4,064 102 97 55 98.75
U2R 45 183 19.73 78 57
. R2L , 4,664 11525 . 28.81 91.10
Overall .2,97,708 13,321 95.72 97.57

Table 5.34: All class attack comparison with SVM-based
IDS for Corrected K DD Dataset

Attack Detection

Values Attack SVM-b
present -based Our .

DS Algorithm
apache2 794 " 536 793
marlbomnb 5000 4459 4999
processtable 759 578 759
mscan 1053 981 1053
sawnt 736 724 692
httptunnel 158 15 156
ps 16 3 13
sglattack 2 2 2
zterm 13 5 10
sendmarl 17 2 16
named 17 3 15
snmpgetattack 7741 0 6457
snmpguess 2406 1 2360
zlock 9 2 8
1, LSTO00P 4 0 3
worm 2 0 0
,Total 18,729 39 04% 92.56%
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5.5.7 Performance Comparisons

For comparison,-the performmance rates of some supervised classification algo-
rithms C4.5%57 CART ', Bayesian Network (BN)'# and CN2®* rule-based
algorithm, as reported in %% are shown in Tébles 5.27 - 5.32 for the Corrected
KDD and 1 0 pE’ICC?’Lt KDD data&ets We see that in terms of PCC our al-
gonthm performs better than thesé algouthms in most of the cases. Only
CART and C'4.5 performs better than our algorithm in case of the Corrected
KDD dataset but in case, of 10 percent KDD dataset, our algorithm performs
better than all of these algorithms

The performance rates of SVM-based IDS !, a combined method of hi-
erarchical clustering and SVM technique, are shown in Tables 5.33 and 5.34
using the KDD Cup 1999 test dataset. The evaluation result using the Cor-
rected KDD dataset shows that our algorithm performance rates are distinctly
higher 1n the 5-class attack behaviour and in new attack detection. The ac-
curacy rate of detection for DoS attacks is 99.99% as shown in Table 5.33 In
the detection of snmpgetattack and snmpguess attacks, our method detects
6457 and 2360 records respectively, whereas the other method detected 0 and
1 record respectively as shown in Table 5.34..« ’

In this cﬁapter we provide a subervised clustering method and applied it 1n
network anomaly detection. We have developed a subspace based incremen-
tal clustering method which forms the basis for the classification method. A
training algorithm with a combination of unsupervised incremental clustering
and supervised classification algorithm clusters a labeled training dataset into
different clusters which are then representéd by their profiles. These profiles
together with the class labels behave as classification rules. Prediction is done
using a supervised classification algorithm that matches testing objects with
the cluster’profiles for labeling them The effectiveness of the classification
method is established on several benchmark and real life TUIDS intrusion
datasets. This: method has the limitation of attack detection for known at-
tacks. .

The unsupervised classification method is applicable for classification of
unlabeled data and appropriate for unknown attack detection in network
anomaly detection. In the next Chapter 6, an unsupervised method is in-

troduced for network anomaly detection.
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CHAPTER 6
Anomaly Detection Using
Unsupervised Approach
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6.4.9° DISCUSSION . .« « o o o 203

This chapter is intended to present an unsupervised method to achieve the
best detectlon performances for unknown attackq The method was evalnated
with two benchmark and thlee real life intrusion datd.sets and performs very

well in comparison to its other competing methods.

6.1 Introduction

With the evolutionéry expansion of network-based computer services, the se-
curity measure against computer and network intrusions is ’a crucial issue in a
computing environment. The intrusions or attacks to the computér or network
system are the activity or attempt to destabilize it by compromising the se-
curity in confidentiality, availability or integrity of the system. Rule-based or
signature based network intrusion detection methods effectively detect previ-
ously known intrusions. In network intrusion detection, usually, threat arises
from new or unknown intrusions. Anomaly based intrusion detection ap-
proach has the ability to examine new or unknown intrusions. Typically,
anomaly based intrusion detection approdch builds a model 6f normal system
behaviour from the observed data and distinguishes any significant deviations
or exceptions from this model. It implicitly assumes that any deviation from
normal behaviour is anomalous. To build or to, tram a normal behaviour
model, the necessary object is the training ddta whl(,h 15 labeled mthex as nor-
mal or anomalous These nérmal behaviour models are used to cla331fy new
network connections and gives alert if a connection is classified ta be abnormal
behaviour. However, in practice, labeled or purely normal data is difficult to
obtain and it is error-prone in-manual classification for labeling. On other
hand, an unsupervised anomaly detection method works without any training
data in identifying new or unknown intrusions. These models may be trained
on unlabeled or unclassified data and attempt to find intrusions lurked inside
the data. Because of this prevalent ddvantage of unknown intrusion detection
without any previous knowledge of intrusions, unsupervised anomaly detec-

tion approach is largely popular.
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6.2. . Fundamentals of Unsupervised Classifier

A supervised anomaly based detection method trains classifier with training
data which are labeled as ‘normal’. It builds a normal behaviour model. Dur-
ing the testing of the method, any, deviations in‘the testing data: from the,
normal behaviour model is considered as attack. The disadvantage of the su-
pervised method is the difficulty of acquiring: guaranteed. and labeled training.
data which is expensive and time consuming in. procuring. “Fhe unsupervised
classifier overcomes-the requirement of labeled training data in anomaly de-
tection.. They attempt to partition-the data and assign natural groups via a
similarity measure based on féatures-and properties.. These approaches ana-
lyze each event or instances t6 determine how similar (or dissimilar) depending
on the choice of similarity measures and dimension weighting. The important
features of these classifiers is the capability to learn without knowledge of
attack classes or anomalous -instances in the data. Thus, they reduce the re-
quirement of labeled training data. Approaches for unsupervised-classifier do.
not, assume that the datd is labeled. These methods somehowusort- the data
according to.classification. The goal of unsupervised classification:to group-
similar. data or objects into subsets. But we are interested in unsupervised:
anomaly detection to determine the subsets or groups which-are most different
from the majority of the instances.of data. The anomalous groups in a set' of
instances are not similar and there .are many different anomalous groups in

one collection of instances or dataset.

6.2.1 Problem Formulation

The: unstpervised clustering refers to two concepts that are not necessarily’
bound to each other..(1) Classification is an operation which basically consists
in-putting elements:in classes. It is oftén a two fold operation consisting, in’
(i). learning: how to distinguish elements belonging, to different classes and,
(ii) - determining the class, belonging to a given element. (2) Unsupervised.
clustering characterizes -a, process .which is not controlled anyway. A learning
is unsupervised if it-is made without. any training which imposes learning by
itselt. .,

With this consideration in view, the problem of unsupervised classification
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- AN i T \w.' et Y N «‘w»“ A A o ‘. pour
can be stated ‘as follows:"given 4 set-of eléments-ey, ex, 2t je,; determine clus-

ters Cy,Cy, . .., C,, of similar elements without using additional information.

6.2.2 Unsupervised Classification

Unsupervised: classification consists -of,finding classes in’ a set. ofielements;:
without using additional information then the data themselves: ‘It causes
with minimum input from the operator; no training data is required for train-.
ing and with identification of natural groupings of the measurement vectors,
the feature space subdivision is achieved.. 'It is a categorization process of
unclassified data by computer. processing solely. based oti the statistics. of at--
tributes without availability of training samples or a prior. knowledge of the
domain area..Usually, in unsupervised classification; no statistics of the data’
associated-with their, class labels are known: Therefore, the goal of unsuper-
vised classifier is to gather the data or objeccts: into. groups’ only on.basis of
their- observable féatures so as+to-each group should contain objects which
share some: important properties. v Unsupervised classification method .does
not- know the characteristic of each group or class. in advance and it summa-
rizes the characteristics of the group or class-after application of unsupervised
method. -Generally;i unsupervised classification methods have two assump-:
tions or rules .for the dataset:: The number of normal. activities, are always
bigger than the number of anomalous events and there is significant difference
between normal and anomalous records. Apart from these assumptions, unsu-
pervised classification approaches have labehng process In labehng process,
group of partitioned data or instances are labeled to be normal or anoma.lous
based on different labeling method viz., indexing. An unsupervised classifica~
tion.approach must .use the unlabeled input- data to estimate the parameter
values for the classification problem at the.hand and also'to classify the data..
Unsupervised classification or lea,rning approach-is'similar to the issues of
density estimation in statistics%®: However, unsupervised classification ap+'
proach includes many other 1nethods that require‘to summarize and.identify"
key features of the data. "A large.number of methods used 'in.unsupervised
learning are mainly data mining based methods which are used for data pre-.

processing.
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‘ Unlabeled/
Test Data,

——+ Normal-Anomalous

[

Clustering "Labeling’

Figure 6.1: A model of unsupervised classifier

6.2.3 Clustering Approaches

Clustering aims to find useful groups of instances of data (clusters) on basis
of information found by analysis of the data which describes the relationships
among the instances of data of the groups. The goal of the clustering is to
attain similarity (or related) among the instances within a group and make
differences (or unrelated) among the different groups.

Let Y = {Y},Ya,..., Y.} denote a set of n objects and Y, = {ya1,Yu2, - - -, %ad]
be an object represented by d attribute values. Let m be a positive integer.
The objective of clustering Y is to find a partition which divides objects in Y
into m disjoint clusters.

In cluster analysis, unlabeled instances of data are assigned class label
on basis of characteristics of the group developed by a clustering approach.
Because this reason, cluster, analysis can be referred to as unsupervised clas-
sification. Cluster validity analysis is the assessment of output of clustering
process. The better and more distinct clustering occurs by creating greater
similarity (or homogeneity) within a group and the larger the difference among
the groups. Two classes cluster validity measure are often used !%%: Measure
of cohesion (or tightness or compagtness) which determines the closeness of
objects in a cluster, and Measures of cluster separation (or isolation) which de-
termines distinctness or differences of a cluster from other clusters. A generic
model of unsupervised classifier is given in Figure 6.1.

Types of clusterings are distinguished to hierarchical versus partitional,

exclusive versus overlapping versus fuzzy, and complete versus partial.

Hierarchical vérsus Partitional:
A hierarchical clustering®® creates clusters within clusters that 1t creates a
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set of nested clusters. In other words, in hierarchical clustering clusters are
organized as a tree. Here, each node in the tree is a cluster except for the
leaf nodes and each node is the union of its children that is sub clusters. The
root of the tree is the cluster which contains 4ll the objects. On.,the other
hand, a partitional clustering is a partition of data objects in a dataset into
separated subsets or non-overlapping clusters ;vh;:re each data object belongs

to only one cluster or subset exactly.

Exclusive versus Overlapping versus Fuzzy:

* each data 'object is assigned to a single

In an exclusive clustering'?
cluster only. There are many situations occur where an object could be
reasonably assigned in more than one cluster. In an overlapping or non-
exclusive clustering, a single object is justifiably placed in multiple clusters
simultaneously. In fuzzy clustering®®, each data object belongs to each of the
cluster with a certain membership function value. The membership function
value is in between 0 and 1 where 1 represents absolute belonging and 0

represents does not belonging. Thus, clusters are considered as fuzzy sets.
Complete versus Partial: *

A complete clustering?? assigns each data object to 4 definite cluster.
Alternatively, in partial clustering all instances of data objects may not’ be
assigned to clusters that is some of the instances remain unclassified The
objective of partial clustering is to assign data objects into well defined
clusters. In many datasets, thére may have data instances which represent
noise or outliers. In those Ysit'hations,‘partial clustering excludes them from

well defined clusters.

Apart from the above way of categorizing the clustering approaches, an-
other way of classifying the clustering approaches is: partitioning, hierarchical,
density based, model based, soft computing and SVM based. Next, we discuss.
each of these approaches with suitable example system. )
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6.2.3.1 Partitioning Approach

A partitioning approach separates dataset into separated subsets of data.
} . i . .

k-means based method.

k-means approach is based on k-means algorithm. It is a well-known
and widely used simplest clustering algorithm. This algorithm can be used
to automatic recognition of groups of simlllar instances in data. It classifies’
instances of data to a.predefined number of clusters as given by a user for
example k clusters. In this approach, the important and first step is to
selection of a set of k instances, justifiably. Afterwards, these,k instances are
considered as centroid (centers of clusters) in the possible clusters. In the next
step, the algorithm of the approach read each data instance and compare to
each of k instances-(i.e., centroid) to assign the current instance to its nearest
centroid, of cluster. BEuclidian distance is the most popular distance measure
used to,measure distance between centroid and.an instance. Although, there
are many distance measure methods. After every instance insertion, the
centroid of cluster is recalculated and continues'it. till occurrence of change of
centroid.

Portnoy, et al.™

presents a clustering based unsupervised anomaly de-
tection; algorithm in order to detect new intrusions. The training dataset
containing unlabeled data is clustered using a modified incremental k-means
algorithm. Bach cluster is labeled as normal or intrusive based on the number
of instances in the cluster., Some percentage:of the clusters containing.the
largest number of instances are labeled as normal and the rest of the clusters
are labeled as anomalous. Intrusion in-test datasets are detected by using the
labeled clusters. The labelinig of a test instance is done with the label of its
closest cluster. '

k-medoid method

k-medoid: approach. is based on k-medoid algorithm which similar to k-
Means sclustering algorithm. - .k-Means aims to minimize "the difference
between .data ‘instance of a cluster and its center (centroid). On the other
hand, a medoid is an existing data instance in a cluster which is the central of
all data instances in the cluster. k-Means algorithm is high sensitive toward
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outliers since a data instance with a large value of distancefrom centroid may
distort or biased the data distribution. k-medoid, otherwise, is more robust
to outliers or noise preéent in data as this 'alggorith’m perform partitidrﬁné on
basis of idea of minimization of sum of dissimilaritiés among data instarices

in a cluster.

6.2.3.2 Hierarchical Approach

A hierarchical approach builds nested clusters within:a cluster.
KNN Approach

KNN- (K nearest neighbour) approach of data: classification - depends on
distance or similarity measure definéd among data instances in a dataset.
Distance (or similarity) among data-instances can be-estimated in different
ways. Buclidean distance is a'mostly -used ‘distance measure for continuous
attribute data. In case of categorical attribute -data, *simple matching
coefficient is used and complex. distance méasure ‘can also be used ™. In
mixed attribute data, usually distance’ or similarity is computed separately
for each attribute and combined them: Here, distance: measure always need
not to be metric. Typically, the measures are Tequired to be positive; definite-
and symmetric.

- *Most of KNN based approaches:.handle continnous attribute data. A dis-

187 for network anomaly

tance measure for-mixed attribute data.is proposed in
detection. In this case, the distance between two instances -are computed sep-
arately for categorical and.-continuous attribute.and then combined them by
defining-a.link. The:number of similar caﬁégor»icalz%ittributes of two instances
is the distance between them and a covariance matrix is maintained for con-
tinuous attributes to find the dependencies between the continuous values.
Several variants of the basic KNN approach have been proposed to im-

prove the efficiency. ‘In'®¥, a pruning technique, variant of KNN approach is
introduced. -In-this technique, nearest neighbour distance is computed foreach
data instance and an anomaly threshold value is set for.any data instance to
identify the weakest anomaly found so.far: The technique.discards thé close’

data instances considering as uninteresting.
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Ramaswamy et al. proposes a partition based technique in !8° a variant
of KNN approach. It initially clusters all the data instances. The lower and
upper bounds are then computed on distance-of a instance from its k* nearest
neighbor for instances in each partition. Then, this information: is. applied to
identify the partitions which possibly cannot contain the top k& anomalies.
These partitions are pruned. In final phase, from the instances belonging to

unpruned partitions, anomalies are computed.

6.2.3.3 Soft computing:

Soft, computing is a combination of different computing methods. This is an
innovative approach and used to build a computationally intelligent system to
work in an environment of uncertainty and imprecision by using extraordinary
ability of human brain for reasoning and learning®’. Soft computing, typi-
cally, includes several computing-paradigms such as neural networks, genetic-
algorithms, fuzzy sets and probabilistic reasoning. Unsupervised soft com-
puting network anomaly detection works with unlabeled raw network traffic
data. However, these methods are based on’ assumptions of either majority
network traffic are of normal or attack/anmalous traffic are tare'®. Many
soft computing approaches have been applied to the unsupervised anomaly
detection~84,i91,173,1.92.

Abraham and Jain in'™, uses severel soft: computing paradigm such as
fuzzy rule-based classifiers, decision trees, support vector machines and linear
genetic programming to model an intrusion detection method. Abadeh et al

in1% present a fuzzy genetics-based learning algorithmy and describe its usage

194 “utilize genetic

for intrusion detection in network. Gomez and Dasgupta in
algorithm for associating the capability of ‘learning to fuzzy rules. Genetic
programming based on Random Subset Selection-Dynamic Subset Selection
(RSS-DSS) algorithm'®* for dynamic filtration of dataset is another novel

technique exist in network intrusion detection by soft computing.

6.2.3.4 Support Vector Machines Approach

The objective of a support vector machine (SVM) 167168 ig to define a deci-
sion- hyperplane that separates the different classes with the largest margin
from the nearest training examples. ' The support vectors are the traimng
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examples that define the optimal hyperplane, which forms the perpendicu-
lar bisector of the support vectors. In essence, the support vectors aim to
represent the most informative patterns that allow one to best distinguish be-
tween the different classes. SVM based approaches have been widely used in
anomaly detection!®®13 An enhanced SVM approach is proposed in*® which
has characteristics in between the standard supervised SVM and the unsuper-
vised SVM. It behaves as a core component for the hybrid of supervised and
unsupervised methods in network anomaly detection. The enhanced SVM
approach has inherited the quality of high performance from supervised SVM
and the capability of un]abe{l vda,ta detection from unsupervised SVM.

6.2.3.5 More Examples of Clustering Approach

Applying clustering in unsupervised network anomaly intrusion 1s a wide re-
search area and draw attention from the academic and industrial research
community. In'?, a mixture model is presented for detecting the presence of
anomalies without training on normal data: ,;This anomaly detection model
uses machine learning techniques, to, compute the probability distributions
over data and uses a statistical test to detect anomalies. Old-meadow et al. 19
present a modified cluster-TV (time-varying) algorithm based on the fixed-
width clustering %7 and show improvements in detection accuracy when the

clusters are adaptive to changing traffic patterns. Eskin et al. 197

present three
algorithms for network anomaly detection: fixed-width clustering algorithm,
optimized version of the k-nearest neighbour algorithm (£-NN), and one class
support vector machine (SVM) algorithm.. In fixed-width clustering, clus-
ters are created based on defined distance in between data objects to isolate
smaller cluster for identifying as anomalous. In®, Kingsly et al. presents a
new density and grid based clustering algorithm, prAFIA based on the
subspace clustering algorithm pMAFIA 198, Grid-based methods divide the
object space into a finite number of cells that form a grid structure. All of

the clustering operations are performed on the grid structure.

6.2.4 OutlieriBased Approach

Outliers are specific patterns in data that do not obey the rules followed
by the majority of instances in data. Qutlier detection and clustering are
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closely related. From clustering point of view, outliers are objects that do not
locatediin the clusters of a data set, and with reference to anomaly detection,
they may be considered as attacks or anomalies. The concept of outliers are
studied from a different view point in !9, Details are explained extensively as
a different category'of anomaly detection in Chapter 7.

Zhang et al.'%® present an unsupervised outlier based network anomaly

detection method using random forests 2%°

algorithm. This algorithm is result
of an ensemble of un-pruned classification or regression trees and suitable on
large datasets with many number of features for accurate and efflcient results.
Random forests algorithm usually, generates many classification trees. Each
of the tree is constructed by using a tree classification algorithm from the
original data. After construction of the forest, new object is put down each
of-the tree for classification. The decision of each tree is provided as’'a vote
indicating the class for the object. The most votes procured’ class for the
object is selected by forest. Thus, raridom forests algorithm detect ontliers in
network traffic data without attack free training data. In the framework of
the outlier detection method, random forests algorithm build network service
patterns over traffic data, Wn‘h reference to the built ,patterns, outliers are
determined for detection of intrusions.

6.2.5 ‘Discussion

Unsupervised classification or learning methods analyze each event to deter-
mine how similar (or dissimilar) depends on the choice of similarity measures
or dimension weighting. The important feature of unsupervised classification
method i its possibility of learning without knowledge of attack class labels.
Thus, it reduces the requirement of training data. The fundamental task of
unsupervised learning is automatic developing of classification labels. Unsu-
pervised learning algorithms always find out similarity among pieces of data
with aim to determine their importance in fcnrnatlon of a group or cluster.

In labeling phase of unsupervised cla551ﬁcat10n, these gloups are identified
as'normal or-anomalous. Examples of-unsupervised classification approaches
include clustering; outlier detection, k-Means, k-Medoids, KNN, soft comput-
ing, support vector machines and-many other algorithms in machine learriing.

Usually, unsupervised learning algorithms for anomaly detection have two as-
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sumptions about the data. The first one assumes normal instances mn a datasef
are significantly more than intrusive ones. The second one assumes intrusive
instances in a dataset are qualitatively different from normal ones. The ma-
jor advantage of unsupervised learning algorithms of anomaly detection is its
capability to process unlabel data and detection of unknown intrusions. The'
limitation of unsupervised learning algorithms of anomaly detection-is the
holding of assumptions-over the data to be true. .

6.2.6 Contributions

In thi)s work we develop a clustering based algorithm k-point for unsupervised
anomaly-based detect%on of intrusions. We evaluate the approach with our
generated intrusion TUIDS dataset .and well-known intrusion dataset KDD
Cup 1999% and NSL-KDD dataset®?. The NSL-KDD dataset is a filtered
dataset from KDD Cup 1999 dataset. We compare results of our approach

with similar existing approaches.

6.3 Proposed Clustering Method

The proposed clustering method uses the k-point algorithm to create a set of
representative clusters from the available unlabeled objects of data. Initially,
the method consider k objects randomly from the dataset. The dataset ob-
jects are then gathered to these selected points (or objects) based orf various
attribute similarities. The clusters are formed using two similarnty measures:
(i) similarity between two objects, and (ii) similarity betweer a cluster and
an object. The method -will -produce varous clusters. "The component of a
conceptual framework of unsupervised classifier and the detail explanation of
the k-point algorithm are presented in the following subsections.

6.3.1 Conceptual Framework’

A conceptual framework of unsupervised classifier-is given-in ‘Figure 6.2. The
framework of the classifier consists of the following four phases.
(i) Parameterizations: The attributes ofrthe input data are analyzed and

number of attributes are.reduced:on basis of frequency occurrence.or other

192,



6.3. Proposed Clustering: Method. -

Data Copturing
Preprocess

Anomah
Detection Report

Figure 6.2: A framework of unsupervised classifier

attribute reduction method.

(1) Classification algorithm: Classification or clustering algorithms are ap-
plied to group the similar instances using similarity measure or other distance
measure methods.

(i) Labeling: Classification generated groups are labeled either as normal
or anomalous using different labeling scheme viz., indexing.

(iv) Detection: Labeled groups or classes are detected and results of detec-
tion rate or other performance measuring metrics are estimated.

6.3.2 k-point Algorithm Fundamental

The dataset to be clustered contains n objects, each described by d attributes
Ay, Az, ..., Ay having finite valued domains D\, D,,..., Dy respectively. A
data object can be represented as X = {z;,%2,...,24}. The j-th component
of object X is z, and it takes one of the possible values defined in domain
D, of attribute.A,. Referring to each object by:its serial number, the dataset
can be represented by the set N = {1,2,...,n}. Similarly, the attributes are
represented by the set M = {1,2,...,d}.

6.3.2.1 Similarity function between two data objects
Sumilarity between two data objects X .and'Y is the sum of per attribute

similarity for all the attributes. It 1s computed as s:mO(X,Y),

stmO (X,Y) = > s(x,9,) (6.1)

=1
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where s (z;,y;) is the similarity for- j-th attribute defiried as

s(z;, u) = { N (62)

0 -otherwise

6.3.2.2 Similarity between a cluster and an object

A cluster is a set of objects which are similar over a subset of attributes only.
The minimum size of the subset of attributes required to form a cluster is
defined by the threshold AMinmAtt. Let, the subset of defining attributes be
represented by Daurip = {a1, a2, +. ., an, /s } Such that Doy © M and Napip
is the size of Dyyrip. A cluster will be represented by its profile that looks like
an object. All the objects of the cluster is similar with respect to the profile.
The cluster profile is defined by a set of values, Vaurin = {11302, 7+ . UNgsorss }
taken over the corresponding attributes in Dggg, that is v) € Dy, is the value
for- attribute ay €M, vy € D, is-the value for.attribute a, € M and‘so on.
Thus, the cluster profile is defined by:

Clusprof'ile = {jvattrib) Dattrib; Vattrib} (63)

Let, Oblist € N is the list of data objects in the cluster. A cluster C is
completely defined by its Clusprofile and Oblist:

C = {Oblist, Clusprofile} (6.4)

The k-point clustering algorithm inserts an object i any one of the set of

clusters-existing at the particular moment. So the similarity between a cluster -
and a data object needs to be computed. Obviously, the cluster profile is used

for cornputing this similarity. A cluster profile is defined by equation (6.3). As

the 31m11ar1ty needs to be computed over the set of Natmb attributes in Datmb‘
positions of me values only of a cluster and an ob]ect the cluster profile is

needed to find in the object: The similarity function.between a cluster C and

an object ¥ becomes simC(C, Y").

N, atirth

simC (C,Y) = Z s{zj,95) (6.5)

J=1
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Table 6.1: A sample dataset
Serialno. A1 Ag A3 A4 A5 A6

1 az by ¢ di e fi
2 cay by ey dy er fo
3 a3 b o di e f
4 az by o di es fi
5 az b ¢ d3 e f3
6 e by o dy ea fi
7 a3 b ¢ dy e f3
8 az by ¢ dy ex fa
9 az by ¢ di e fy
’10 as bl Co dl €1 f5

where Ny,. is the attribute numbers in cluster profile and s(z;,y,) is the
similarity between j-th value x, of profile of cluster C and j-th attribute value
y, of object Y is defined buy equation 6.2.

Ezample: Consider a sample dataset shown in Teble 7.4 with ten objects
defined over six attributes A,, Aj, Aj;, A4, As; and Ag. The domains
for the attributes are respectively, D, = A{al, az, as}, Dy = {by, }bz},
Ds = {c1, ca, ¢3 €1}, Ds = {di, do, ds}, Ds = {e1, ez} and Ds =
{f1, f2. fa, fa, fs}

Clusters Ci, Co, (3 and C4 can be identified in the dataset with
MinmAtt =6/2 =3
Cy, = {Olist = {2,8}, Nattrp = 6, Dogirp = {1,2,3,4, 5,6},
Vattray = {02;b2,04,d3;€2,f2}}-
Co = {Olist = {1,4}, Nawwrwo = 5, Daers = {2,3,4, 5,6},
Vatrs = {ba, cs,dv, €2; o }}.
Cs = {Olist = {5, T} Natirs = 5, Daggrap = {1,2,3,5,6},
Varew = {3, 01, ¢2,€1, f3}}.
Cy = {Olrst = {3,9,10},. Nuttrip = 5, Dartrp = {142, 34,5},
Varrw = {03, b1, c2: dv, e} }.
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6.3.2.3 k-point Algorithm

The unsupervised classification algorithmn starts with an empty set of clusters.
Initially, k£ objects are selected randomly from the dataset. It reads each
object X, sequentially from dataset, and inserts X, in an existing cluster
hased upon the similarity between X, and a cluster. If the similarity between
a cluster and the object does not hold, a new cluster is created with X, if X,
is similar with any of the randomly selected k objects for a defined threshold
MinmAtt of attributes. Search for a cluster for inserting an object is started
from the beginning of the created cluster set until t}{e search is successful.
The objects which are neither able to include in any one of the clusters nor
create a new cluster based upon the defined MinmAtt are excluded from the
clusters. Based upon similarity on profiles, similar clusters are merged into
single cluster. The largest cluster is selected to identify its label of normal on
basis of the assumption of normal behaviour model. The algorithm is given
as Algorithm 8.4.2.
Selection of &k

We have analyzed the effect of selection of k value for k-point algorithm
using the benchmark dataset Corrected KDD and KDDTest+ of NSL-KDD
dataset and réal life dataset Packet level and Portscan. The befformance of the
proposed methed in terms of PCC depends on the selection of k value as seen
in Figures 6.3. It is dependent on the dataset used for evaluation. However,
a most, probable range of k for these datasets is shown with vertically drawn
dashed lines in Figures 6.3. In our experiments, better results are found with
k value in between k£ = 10 and &k = 12.

6.3.3 Complexity analysis

The k-point algorithm requires one pass through the dataset. Each object
need to be compared with existing clusters one after another until it gets
inserted in one of the clusters. The similarity computation involves a subset
of attributes. Therefore, the clustering process has a complexity O(ncd),
where n is the number of objects in dataset, c is the number of clusters, and
d is the number of attributes. Each of the created clusters need to be visited
for £ number of objects for d attributes. Hence, maximum time complexity
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5 k-point Algorithm

Input: Dataset D,Value of k;
Output: Largest Cluster, Cp;

bt b e e e e
DTN R

[y
-1

18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
81:
82:
33:
84:
35:
36:
87:

:‘9‘9"‘2‘9’!‘?!“

: Select k records randomly from the D,
Find number of attributes M of each of & records
S =0; MinmAtt = M/2; T = M;
if D # 0 then
Fetch a record d from D;
end if
if d is unselected record and S # () then
Find a cluster C, from S ;
Compute similarity, simC (C,, d) between cluster C, and object d;
else
Goto step 5;

: end if
: if simC (C,,d) == 0 then

Add record d to C;;
Go to step 5;

: end if
: Compute similarity, simO (d, k,) between object d and any record &, from

random records for T attributes;
if simO (d, k,) == 0 then
Create a cluster C) with Clusprofile = (Ngyrib, Dattrin, Vattrd);
Include C| to S;
Go to step 3;
else
T=T-1,
end if
if T > MinmAtt then
Go to step 17,
else
Go to step 5;
end if
if Number of clusters in S > 2 then v //Merging among the clusters//
if Profiles of C, == Profile of C, then
Merge Oblist of C,, with Oblust of Cy;
Update S;
_end if
end if
Fund the largest cluster Cp, by comparing Oblist of clusters from S;
Stop;
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Figure 6.3: k determination for k-point algorithm

Table 6.2: Attack distribution in benchmark intrusion datasets

KDD Cup 1999 NSL-KDD
Datasets Normal Attack Totat | Datasets Normal Attack Total
Corrected KDD 60593 250436 311029 | KDDTestt 9710 12834 22544
10-percent KDD 97278 396743 494021 KDDTramt 67343 58630 125973

of k-point algorithm becomes O(ncd) + O(kd).

6.4 Experimental results

6.4.1 Environment Used

The experiments were carried out in a Intel workstation with configuration of
core 2 Quad @2.4GHz, 2 GB RAM, 160GB HDD. The program was executed

in Linux environment with C' compiler.

6.4.2 Datasets Used

The algorithm was tested on two benchmark intrusion datasets, viz., KDD
Cup 19998 and NSL-KDD 82 datasets. The algorithm was also evaluated with
three real life TUIDS?2 intrusion datasets. The description of the datasets are
given in Chapter 3. The Tables 6.2, 6.3 and 6.4 show the attack distributions
of the datasets.
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Table 6.3: Attack distribution in TUIDS intrusion datasets

Packet Level Flow Level
Datagets Normal | Attack Total | Datasets Normal Attack Total
Training 71785 50142 121927 | Training 23120 29723 52843
Testing _ 47895 38370 86265 | Testing 16770 23955 40725

Table 6.4: Attack distribution in TUIDS intrusion datasets (continue)

Portscan
Datosets Normal Attack Total
PortscanTrain 2445 30215 41660
PortscanTest 1300 28615 29915

6.4.3 Results on KDD Cup 1999 Dataset

The confusion matrices for two dataset Corrected KDD and
10 percent K DD of KDD C;lp 1999 Dataset are given in Table 6.5 and 6.6.
On Corrected KDD data%et, the DR for intrusion records is 97.55%, T PR
for normal records is 90.01% and F PR for normal records is 2.45%. Similarly,
on 10 percent K DD dataset, the DR for intrusion records is 95.75%, T PR for
normal records is 94.76% and F PR for normal records is 4.25%. The average
execution time of classification for Corrected KDD and 10 percent KDD
datasets are 2.65min and 4.21min respectively.

6.4.4 Results on NSL-KDD Dataset

The confusion matrices for two datasets KDDTraint and KDDTestt of
NSL-KDD Dataset are given in Table 6.7 and 6.8. On KDDTrain™ dataset,

Table 6 5: Confusion matrix for Corrected K DD dataset
Predicted Class S

Values - - '
Normal Attack Sum  Recall 1-Prc*
Actual Normal 54540 6053 60593 0.9001 0.1011
class Attack 6135 244301 250436 0.9755 0.0242
Sum 60675 250354 311029

- Re-substitution error rate=0.0392 PCC=96.08%

Note- *1-Precision
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Table 6.6: Confusion matrix for 10 percent K DD dataset
Predicted Class .
Normal Attack Sum  Recall 1-Prc*

Actual Normal 92180 5008 97278 0.9476 0.1545
class Attack 16846 379897 396743 0.9575 0.0132
Sum 109026 384995 494021

Re-substitution error rate=0.0444 PCC=95.56%

Note- *1-Precision

Values

Table 6.7: Confusion matrix for A DDTrawn™t dataset
Predicted Class
. Normal Attack  Sum  Recall 1-Prc*
Actual Normal 63228 4115 67343 0.9389 0.0189

Values

class  Attack 1377 57413 58630 0.9792 0.0669
Sum 64445 61528 125973
Re-substitution error rate=0.0423 PCC=95.77T%

Note- *1-Precision

the DR for intrusion records is 97.65%, T PR for normal records is 93.89% and
F PR for normal records is 2.35%. Similarly, on K DDTest* dataset, the DR
for intrusion records is 98.88%, T PR for normal records is 96.55% and FPR
for normal records is 1.12%. The average execution time of claésiﬁcation for
KDDTrain® and K DDTest™ datasets-areil.07min and 0.07min respectively.

6.4.5 Results on TUIDS Intrusion Dataset

The confusion matrices for two da,tasets Packet—levet and Flow-level of TU-
IDS intrusion dataset are given in Table 6 9-and-6.10." On Packet Level
dataset, the DR for m'rruswn records is 99. 29%, TPR for normal records
is 98.89% and FPR for n01ma.1 records is 0. 71% Similarly, on Flow Level
dataset, the DR for intrusion’ 1ecmds i5-99.53%, T PR for.normal records is
99.11% and FPR for normal records is 0.47%. The average execution time
of classification for Packet-level and Flow-level datasets are 1.04min and
0.45min respectively.
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Table 6.8: Confusion matrix for K DDTestt dataset

" Predicted Class
Normal Attack Sum Recall 1-Prc*

Values

Actual Normal L9375 335 9710 0.9655 0.0151

class Ah‘aqk 144 12690 12834 0.9888 0.0257
Sum 9519 13025 22544 ‘
Re-substitution error rate=0.0212 PCC=97 88%

Note- *1-Precision

Table 6.9: Confusion matrt{x for Packet level dataset

Predicted Class
Normal Attack Sum  Recall 1-Prc*

Values

Actual Normal 70981 804 71785 0.9838 0.0050

class Attack ‘ 357 49785 50142 0.9929 0.0159
' Sum 71338 50589 121927
Re-substitution error rate=0.0095 PCC=99.05%

Note- *1-Precision

Table 6.10: Confusion matrix for Flow level dataset

Predicted Class ,
Normal Attack Sum  Recall 1-Prc*

Values

Actual Normal 22914 206 23120 0.9911 0.0061

class Attack 140 29583 29723 0.9953 0.0065
Sum 23054 29789 52843
Re-substitution error rate=0.0057 PCC=99.35%

Note- *1-Precision
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Table 6.11: Confusion matrix for PortscanTrain dataset
Predicted Class

{
Normal Attack Sum Recall 1-Prc*

Actual Normal 2412 33 2445 0.9868 0.1165
class  Attack 318 38897 39215 0.9919 0.0009
Sum 2730 38930 41660 :

Re-substitution error.rate=0.0084 PCC=99.16%
Note- *1-Precision

‘Values

Table 6.12: Experimental Results of k-point Algorithm

Total Attacks Normal DR TPR FPR

(%) (%) (%)
Corrected KDD 311029 250436 60593 9755 90.01 2.45
10 Percent KDD 494021 396743 97278 95.75 94.76 4.25
KDDTraint 125973 58630 67343 97.65 93.89 2.35

Data sets

K DDTest* 22544 12834 9710 98.88 96.55 1.12
Packet Level o 121927 50142 71785 99.29 98.89 1.59
Flow Level 52843 29723 23120 99.53 99.11 0.65
PortscanTrain « 41660 39215 2445 99.19 98.68 0.09

6.4.6 Results on TUIDS Portscan Dataset

The confusion matrix for dataset PortscanTrain of TUIDS intrusion dataset
is given in Table 6.11. On PortscanTrain dataset, the DR (i.e., Recall)
for intrusion records is 99.19%, for normal records is 98.68%. The average
execution time of classification for PortscanTrain dataset is 0.35min.

6.4.7 Comparison of Results

The summarized results over the three distinguished datasets is presented in
Table 6.12 for detection rate (DR) on intrusive records, TPR and FPR over
normal records for the datasets.
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Table 6.13: Comparison with Unsupervised Techniques on Corrected KDD

Algorithm 'Detection Rate (%)
fpMAFIA® 86.70
K-NN'¥7 89.95
Fized width clustering'®’ 94.00
Mod: fied Clustering-TV 1% 97.30
k-point algorithm 97.55

6.4.8 Performance Comparisons

The performance of k-point algorithm is compared with other four unsuper-
vised anomaly-based intrusion detection algorithms: fpMAFIA % K-NN197,
Fixed width clustering!®” and Modified Clustering-T'V!°®. The comparison
results of performance over Corrected K DD dataset for all these algorithms
are shown in Table 6.13. In the performance comparison, detection rate for
intrusion instances by k-point algorithm is maximum .

[y

6.4.9 Discussion

In this chapter we provide a clustering algorithm, k-point and applied it
in unsupervised anomaly-based network intrusion detection. We developed
the clustering method by building normal behaviour model from unlabeled
dataset. We evaluated the anomaly detection approach by applying it on two
benchmark intrusion datasets and three real life private intrusion datasets.
The performances of our method is compared with existing unsupervised net-
work anomaly detection methods. The method is capable to establish its effec-
tiveness in network anomaly detection as indicated by the evaluation results
on real life network intrusion dataset and the benchmark intrusion datasets.

The method given in Section 5.3.2.1 and 5.8.3 is different from the k-point
method. The k-point method finds the exact matching of certain number of
attributes while the other method compares the total value of matching of
attributes between two records. Also, both the methods use different proxim-
ity measures. The k-point method has comparatively lower performance than
the supervised methods due to lack of training dataset.

Outlier detection methods are applicable for known as well as unknown
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attack identification in network anomaly detection. In the next Chapter 7, an
outlier detection method is introduced for network anomaly detection.
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Chapter 7. Anomaly Detection Using Qutlier Approach

Outher mining is a widely 'used method for, finding e\ceptlonal or ra.rely
oceurring instances in different real world scenarios. In this chapter we propose
an outlier mining-method in network anomaly detection by identifying rare
occutrence network traffic as attack.

7.1 introduction

Outliers identification refers to the problem of finding data points.that are.
veiy‘different from the rest of the data based on appropriate metrics. Such
data points often contain useful information regarding unusual behaviour of a
system described by the data. These anomalous Qata points are usually called
outliers. Outlier detection has been used widely in finding anomalous activity
in teleéommunication, credit card fraud detéc’tion, detecting symptoms of new
diseases and novel network attack detection. "

Certain piece of information are usually required by an outlier detection
method to work. One such piece of information is-a labeled training data
set that can be used with techniques from machine learning 201 ynd statistical
learning theory'%®. An explicit predictive model is built based on the training
dataset for detection. The associated label with an instance of data refers to
the data instance either as normal or intrusion class. The outlier detection
methods can be supervised or unsupervisea based on the éxtent to which
these labels are utilized or available. A supervised outlier detection method
has available to it a labeled training dataset to build a predictive model for
both normal and intrusion classes. An unsupervised outlier detection method
is used when a labeled training dataset is unavailable. The methods in this
category make assumptions about the data. Several methods assume that
normal instances are more frequent flha.n intrusion instances.

Intrusion detection (ID) is an important component of any infrastructure
protection mechanism. It is a part of any security management system for
computers and networks. An intrusion detection system (IDS) gathers and
analyzes information from various areas within a computer or a network to
identify possible security breaches, which include both types of intrusions -
internal and external. A misuse intrusion detection approach uses information
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7.1.. Introduction

about known attacks and detects.intrisidons baséd’ o matches with existing
attack patterns or signatures. On the other hand, an anomaly detection ap-
proach learns the normal behaviour of the system or the network it monitors
and reports when the monitored behaviour deviates significantly from the
normal profile. There exists various IDSs that aré based on misuse as well as
anomaly detection. Examples include Bro?°?, Snort "4, ADAM 22, NFIDS 46,

etc. Several anomaly detection approaches are discussed in '8,

7.1.1 Outlier Detection in Network Anomaly Detection

Network anomaly detection involves the collection of network traffic data re-
lating to the user behaviour over a period of time, and then applying tests to
the gathered data to determine whether that behaviour is of legitimate user
one or not Anomaly detection has the advantage of detection possibility of
new attacks which the system’ has never seen’ before and they deviate from
normal behaviour.

The major challenge'for outlier detection in the context of intrusion detec-
tion is to handle hugé volurme’of mixed type- numerical and categorical data.
So, outlier detection schemes need to be computationally efficient to handle
these large sized inputs m a faster manner. An outlier can be an observation
that is distinctly different or 1s at.a position of abnormal distance from other
values in the dataset. Detection of abnormal behaviour can be based on rele-
vant features extracted from network traces, packet or flow data. An intrusion
can be detected by fihdiné an optlier whose features are distinctly different
from the rest of the data. Outliers can often be individuals or groups of clientls
exhibiting behaviour outside the range of what is considered as nm'mal:. In
order to apply outlier detection to anomaly based network intrusion detec-
tion, we assume?® the followings: (i) The majority of the network connections
is normal traffic. Only a small amount of traffic is malicious and (i) Attack
traffic is statistically different from normal traffic.

However, in a real network scenario, these assumptions may not be al--
ways true. In dealing with DDoS (Distributed Denial of Service) 2% or bursty
attack?® detection, the anomalous traffic is actually more frequent than the
normal traffic.
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7.2 Fundamentals of Outlier Detection

Outlier detection searches for objects that do not obey rules and expectations
valid for the major part of the data. The detection of an outlier object may
be evidence that there are new tendencies in the data. Although, outliers are
considered noise or error, they may have important information. The detection
of outliers often depends on the applied methods and hidden assumptions
regarding data structures used.

7.2.1 Problem Formulation

Outliers refers to the data points or instances that are very different from the
rest of the,data based on appropnate.metrics i dataset. Such data points
often contain useful information regarding unusual behaviour of a system de-
scribed by the data.

With this consideration in view, the outlier can be stated as follows: given
a set of data elements p;,ps,...,p, in a dataset D, a classifier C based on.a
metric M classifies the elements into N groups, then the classified group(s)
G € N is outlier if its number of containing elements are less than a predefined .
threshold value ¢.

7.2:2 . Outlier Detection ‘A pproaches

An outlier is a datd point which is very different from the rest, of the data
set based on some measure. Such point often contcuns useful 1nfo1ma.t10n
on abnormal behcwmur of the system described by da,ta Dependmg on the
approacheb used in outlier detection, the methodologles can be broadly cla.s—
s1ﬁed61 as- chstance—bd.sed den31t r—based and soft computing based.

7.2.2.1 Distance-based Outlier Detection

Distance-based methods for outlier detection are based on the calculation of
distances among objects in the data with clear geometric interpretation. We
can calculate a so-called outlier factor as a function F : 2 — R to quan-
titatively characterize an outlier 2. The function F' depends on the distance
between the given object x and other objects R in the dataset being analysed.
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 In LOADED 3, Ghoting et.al. introduce a distance based outlier detection
method for mixed attribute data. Here, data points are considered:linked 1f
they are similar to each other for each attribute pair. A density-based outlier
detection, method estimates the:density of the.neighbourhood of each data
instance. An mstance that lies in a neighbourhood with low density is declared
to be an outlier while an‘instanéé that lies in a dense neighbourhood is declared

1.1 computed a local outlier factor (LOF) for each

to be normal. Breunig ‘et'a
object in the dataset. The outlier factbr”lduantiﬁes outlyingness of an object.
In ODMAD™), an anomaly score is computed for each data point taking into
consideration the irregularity of the categorical values, the continuous values,
and the relationship between the ‘two spaces in the dataset. The data points

with similarity close to ‘0’ are more likely to be outliers.

7.2.2.2 Density-based>0ut1,ier Detection

Density-based methods estimate the density distribution of the input space
and then identify outliers as thosé 1lying in regions of low density ™. Density-
based outlier detection techniques estimate the density of the neighbourhood
of each data instance. An instance that lies in a neighbourhood with low
density is declared to be an outlier while an instance that lies in a dense
neighbourhoqd is declared to be normal. ) '

Peng Yang and Biao Huang”® present a modified density based outher
mining algorithm. In this method, for every object in a dataset D does not
need to judge whether there are core objects within the s-neighbourhood of
it or not. For given object 0 € D, the e-neighbourhood of o is the region with
center o and radius €. The object set within e-neighbourhood of o is denoted
aS Og-set- 1f number of object within the e-neighbourhood of data object C is
more than m which is a user defined parameter, C is the core object. Let, D is
a dataset and C is the core object, where C' € D and o0 € D. Given a number
m,VC € D, if o is not within the e-neighbourhood of C and |0c-get| < My 0 18
the outlier with respect:to € and m. Apart from this, the module-information
of data object is introduced in.this algorithm which reduces large number of
computations in finding all outliers.

Jin et al., in?7 focus on mining outliers, called local outliers, that have’

density distribution significantly different from their neighbourhood. In esti-
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mating density distribution in data.objects, this method ‘considers both neigh-
bours and reverse neighbours of an object.

7.2.2.3 Outlier Detection based on Soft computing Approaches

Soft computing baéed outliers are inspired by soft computing (referred to sub-
section 4.6) approaches viz., RMF (rqugh membership function)-based out-
liers 39295 A RMF is defined as foHox\‘rs.‘

Let IS - (U,A,V, f) be an information system, X CUand X #0. Uisa
ﬁon—empty finite set-of objects, A a set of attril;utes, V the union of attribute
domains, and f : U x A — V a function s:uqh that for any X € U and a € A,
f(x,a) € V,. Let v be a given threshold value. For any « € X, 1f ROFx(z) >
v, z is called a rough membership function (RM F)-based outlier with re-
spect to X in 1.5, where ROFy(z) is the rough outlier factor of = with respect
to X in IS The rough outlier factor is defined as

(@ x14)) + 30 (@) x W @),

ROFy(z)=1- 2= =t
OFx(x) 2 % |A]”

(7.1)

where A = {ay,a2,...,8m}. pf\-’ (z) and pf\f”}(z) are RMFs for every attribute
subset A, C A and singleton subset {a,} of A, 1 < 3 < m. For every singleton
subset {q,}, W_‘{‘a’} : X = (0,1] is a weight function such that for any 2 €
X, Wt @) = 1l D/ (VD (2l = {u €U flu,a) = f(z,a,)})

denotes the indiscernibility class of relation IND({a,}) that contains element

z.
The RMF is uZ :— (0, 1] such that for any = € X
B llz]z N X| -
uE(z) = 122 2 (7.2)
u |[2] 5]
where [z]g = {v € U .V, € B(f(u,a) = f(z,a))} and B C A denotes the
indiscernibility class of relation IND(B) that contains element z.
. Rough.sets are used in classification system, where we do not have com-

131 In any classification task, the aim is to»

plete knowledge of the system
form ‘various classes where each class contains objects that are not noticeably

different. These indiscernible or indistinguishable objects can be viewed as ba~
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Figure 7.1: A schematic view of fully connected RNN

sic building blocks (concepts) used to build a knowledge base about the real
world. This kind of uncertainty is referred to as rough uncertainty. Rough

uncertainty is formulated in terms of rough sets.

In most of machine learning or soft computing based outlier detection
methods- Rough membership function (RMF) (refer to subsection 4.6.2) ?%%,
Replicator Neural Networks (RNN)**, Gaussian Mixture Model (GMM) (re-

)210

fer to subsection 4.5.4)%", outlier debiding‘scores are estimated in the data

objects to identify outlier data objects

Hawkins et al. present an outlier detection approach on basis of Replicator
Neural Networks (RNN) . RNN is a feed-forward multi-layer approach. It
consists of three hidden layers which* are framed in between an input and
output layer. The function of the RNN is to reproduce the input data pattern
at the output layer with mimmized error through tra’fning. Both inpu{ar‘xd
output layers have n units,. corresponding to the n features.of the training
data. The number of units in the three hidden layers are experimentally
chosen to minimize the average reconstruction error over all training patterns.
Figuie 7.1'shows a schematic view of the fully connected RNN. The output of
unit 2 of layer k is calculated by the activation function Sg(Ix,), where Iy, i5 the
weighted sum of the'inputs to the unit and defined as: I}, = Zf;g‘ Wiy Z(k-1);
Zy, is the output from jth unit of the kth layer. The activation function for-
the two outer hidden layers (k = 2,4) is then: Sy(ly,) = tanh(axls,), where
ay is a tuning parameter which is set to 1 usually.
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Figure 7.2: Six cases of outlier,

RNN is trained from a sampled dataset to build a model which predicts
the given data. This model is used to dewlop a score of outl)qngnesq called
outlier factdr where the tramed RNN is apphed to the entire dataset to give

a quantitative med.sure of the outlylngness based on the reconstruction error.
This approach takes the view of expxessmg itself without relying on t00 many
assumptions. This approach identifies cluster L:LbelS for each data record.
Sometimes, outliers are found concentrated in a smgle cluster. Without using
class labels, RNN has capability to identify outliers considering small classes
with high accuracy.

7.2.3 Discussion

An outlier is an observation that deviates from other observations such that it
creates suspicion as if it is generated by a different mechanism.-Detected out-
liers indicate the behaviours outside the range of ‘normal’ one. Three popular
outlier detection methods: distance based, density’ based and soft computing
based are discussed.

Based on our study to evaluate the effectiveness of outlier detection meth-
ods, we can’consider six cases as shown in Figure 7.2 over the synthetic data
set.-In these figures,- O, is an object-and .C, is cluster of objects. Following

are our observations:
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1. A distinct outlier object, (case ! in Figure 7.2) is one that cannot be
included in ahy clusters.

2. A distinct inher object (case 2) is inside of a cluster.

3. An equidistant outher (case 8) is the object which is at equal distance
from the clusters.

4 Non-distinct inher (case 4) is that object located near the border of a
cluster.

5. The chamning effect {case 5) represents the objects which are situated in
a straight line among the clusters.

6. The 'staying together ‘(casé 6) éffect represents the objects which are
outliers on a straight line.

7. Most existing outlier detection methods cannot handle all the cases as
reported in Figure 7.2.

7.2.4 Contribution

Most existing methods for outlier detection in the literature are based on den-
sity estimation methods or nearest-neighbour methods 1'*2!1. In this chapter,
we introduce an effective method for outlier identification using symmetric
neighbourhood relationships ?%7, considering nearest neighbours as well as re-
verse of the nearest neighbours. We present experimental results which show
the ability to find anomalies when detecting rare intrusion instances in the
KDD Cup 19998 and NSL-KDD#® datasets. Results from outlier detection
using the method for various UCI ML Repository 2!? datasets and our real life:
intrusion datasets TUIDS% are also provided.

7.3 Proposed Method

We have developed' an outlier mining method based on symmetric neigh-

bourhood relationship?’” for mixed type data. For each object of data set a

forward neighbour outlier factor is estimated by finding nearest neighbour
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set and forward nearest neighbour set of the data objects to identify outliers.

Nearest Neighbour Set of k objects (NNk)

In a dataset D = {d;,ds, ..., dn} of n objects, d, and d, are two arbitrary
objects in D. We use Euclidean distance to evaluate the distance between
objects d, and d, which is denoted as dust(d,, d,).

Definttion 1- Nearest Neighbour Set, of k objects' of object p 1s the set of k
nearest neighbour objects of p or NNk(p) where £ > 0. In dataset D of |D|
objects

INNk(p)| = k. (7.3)

if Vp € NNk(p) and dust(o,p) < dzst(éf‘p) where 0 and 6 are k-th and (k+ 1)-
th nearest neighbour to p respectively.
Forward Nearest Neighbour Set of k objects (FNNk)

Definition 2- Forward Nearest Neighbour Set of k objects of object p is the
set, of objects whose NNk contains p, denoted as FNNk(p). In dataset, D of
[ D| objects where p and g are arbitrary objects, FNNk(p) is defined as,

FNNk(p)={q € D'|p € NNk(q) and p # q}. (7.4)

Forward Neighbour Outlier Factor of k£ objects (FNOFk)

Defination 3- Forward Neighbour Outlier Factor of k£ objects for an object p
is the ratio of remaining number of objects of FNNk(p) of dataset D ex-
cept object p to the number of dataset objects except object p, ‘denoted as
FNOFk(p). In dataset D of objects |D|, FNOFk(p) is defined as,

D| - |[FNNk(p)| =1 . |FNNk(p)|

!
FNOFk(p) = D=1 T

(7.5)

Example 1: A sample 2-D dataset is given in Table 7.1. The dataset have
six objects p,q1,92,¢3,94 and gs. The dataset is plotted in Fig. 7.8.

For neighbourhood size k = 3, the NNk and FNNk will be as follows.
NNk(p) = {q1,9, 93}, FNNk(p) = {a1,92: ¢3:4a}
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Table 7.1: A sample dataset

Objects x-ordinate y-ordinate

P 19 8
@ 18.5 12
a2 22 9
g 14 15
as 22 15

Figure 7.3: Example 1- dataset plot

NNk(q1) = {p, 92,94}, FNNk(q1) = {p,2,93.94, 95},
NNk(g2) = {p,q1,93}, FNNk(g:) = {p.q1,93,05},
NNk(g3) = {p,q1,92}, FNNk(g3) = {p, 42,95},
NNk(qs) = {p,q1,05}, FNNk(qs) = {q},

NNk(gs) = {q1,62,93}, FNNk(gs) = {ga}

The number of objects of NNk and FNNE for k = 3 are as follows.
INNk(p)| =3,  |FNNk(p)| =4,

INNk(g)l =3,  |[FNNk(q)| =5,

INNk(g2)| =3, |[FNNE(@)| =4,

INNk(gs)l =3,  |FNNk(gs)| =3,

|NNk(gs)| = 3, |FFNNE(ga)| = 1,

INNk(gs)| =3,  |FNNEk(gs)| = 1.

The outlier factor FNOFk for k = 3 and |D|=6 are as follows.
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J No of objects=534

2 k=12

Threshold Qutter factor=0 85
Outher objects=13

Qutller

Figure 7.4: Example 2- dataset plot

FNOFk(p) = (1 —4/5) = 0.20,

FNOFk(q;) = (1 —-5/5) = 0.0,

FNOFk(gy) = (1 — 4/5) = 0.20,

FNOFk(g3) = (1 - 3/5) = 0.40,

FNOFk(qy) = (1 —1/5) = 0.80,

FNOFk(gs) = (1 - 1/5) = 0.80.

The outliers are found for threshold M, > 0.80 and k = 3 as follows.
FNOFk(qs) = 0.80 and FNOFk(gs) = 0.80.

Example 2: A plot of sample 2-D dataset is given in Fig. 7.4 for
data objects 534. Here, 17 data objects are identified as outlier for value of
k = 20 and threshold FNOF, M, = 0.95.

Outlier Detection Algorithm

The outlier detection algorithm and two associated functions-
9etFNOFk(D,k) and getNNEk(D,p, k) are given in Algorithm 6. The
algorithm has of two functions: getNNk() and getFNOF().
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Algorithm 6 Outlier Detection Algorithm

Input: Dataset D, Threshold M., Neighbour _size k , Object p;
Output: Qutlier List L;

1. X = getFNOFk(D,k);

2: Viex

3. if t > M, then

4: Add ¢t to L;
end if

: function getFNOFk(D, k)
while |D} # 0 do

Voep S = getNNk(D,p, k);
10:  end while
11: | Voes T = getNNEK(D, g, k);
12: if p € T then

L e3P

13: * Add ¢ to list of FNNk(p);
14; |[FNNk(p)| = |FNNk(p)|+1;
15: end if

16:  Compute V,ep FNOFk(p) = {1 — Lﬂ%lﬁf{ﬂ}
17:  return FNOFk(p);

18: end function ‘

19 '

20: function get NNk(D,p, k)

21:  if [D] # # then

22: Vamstqpgen Compute dist(p, q);

23: end if

24: Vv, Sort dust(p, q);

25; Add & shortest distant objects from p to NNk(p);
26:  return NNk(p)

27: end function
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Figure 7.5: k value determination

7.3.1 Complexity analysis

The outlier detection algorithm basically comprises of two functions.
getNNk() and getFNOF(). The complexity of function ',getNN k().is due
to the distance computation of n objects and sorting of m oliject distances
(n log n, as we used Quicksort algorithm). Thus the time complexity of this
function is O(n + n log n). Again, the complexity of function getFNOFY() is
due to searching of n x k objects, compﬁtation of outlier factor for n objects
and searching of n objects for user defined threshold value. Thus', the time
complexity of this function is O(n x k x (n-+ n log n) + 2n). Hence, time
complexity of the outlier algorithm is O(n x k x (n+n log n) +2n) & O(n?).

7.3.2 Dependency on Parameters

We have analyzed the effect of neighbourhood value k& and threshold
M _thresh, using synthetic as well as real life datasets (i.e,,l'ébzilén, bréast.
cancer, diabetes and glass). The performance of the proposed method in
terms of .DR largely depends on the selection of k and M _thresh, ‘as seen in
Figure 7.5-7.6. It is dependent on the dataset used for evaluation. However,
a most probable range of k and M __thresh for these datasets are shown with
vertically drawn dashed lines in the Figure 7.5-7.6. In our experiments, better
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Figure 7.6:. M:thresh determination

results are found with & values in the range of (0.20 - 0.40) and M _thresh
value in the range of (0.92~ 0.95). Our experiments are evaluated with &'= 30
and M _thresh = 0.93: '

7.4 . Experimental Results

In this section, we perform a comprehensive experimental evaluation of the
efficiency and the effectiveness of our outlier detection method.

7.4.1 Environment Used

All necessary experiments were carried out on an Intel workstation with In-
tel core 2 Quad @2.4GHz, 2 GB RAM, 160GB HDD. The ‘programs were’

developed in ¢-in a Linux environment.

7.4.2- Dataset Used

The method was evaluated with various UCI ML Repository dataset 2‘12, a
synthetic dataset, KDD Cup 1999 dataset?', NSL-KDD?®? datasets and our
real life intrusion datasets TUIDS 2. The description of datasets KDD Cup
1999, NSL-KDD and TUIDS are gi\;e}x in- Chapter 3. The Tables 7.2, 8.5 and
7.4 show the attack distributions of these datasets. The description of UCI
ML Repository dataset and synthetic dataset. are given below.
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Table 7.2: Attack distribution in benchmark intrusion datasets

KDD Cup 1999 NSL-KDD
Datasets Normal Attack Total | Datasets Normal Attack Total
Corrected KDD 60593 250436 311029 | KDDTest™ 9710 12834 22544
10-percent KDD 97278 396743 494021 | KDDTram* 67343 58630 125973

Table 7.3: Attack distribution in TUIDS intrusion datasets

Packet Level Flow Level
Datasets Normal Attack Total | Datasets Normal Attack Total
Training 71785 ., 50142 121927 Training 23120 29723 52843
Testing 47895 38370 86265 | Testing 16770 23955 40725

7.4.2.1 UCI ML Repaository and Synthetic dataset

To establish the effectiveness of the proposed outlier method, initially we ex-
perimented with several real lifle benchmark d@tasets of different dimensional-
itly and number of isolated objects. A major reason of choosing these datasets
is to compare our results with the other competing outlier algorithms.

Our method was tested on several commonly used datasets from the UCI
ML Repository dataset?'2. We considered eighteen different datasets and a
synthetic dataset for experimentation. The descriptions of datasets are given
in Table 7.5. The synthetic dataset is a 2-dimensional dataset which was
generated with different outlier cases. The other datasets are- abalone, breast
cancer, diabetes, glass; heart, hepatitis, horse, ionosphere, iris, led7, pima,

poker hand, sonar, shuttle, vehicle, waveform, wine and zoo.

7.4.3 Data preprocessing

The datasets contain categorical and numerical values. - The dataset is pre-
processed to convert it into an equivalent numeric dataset. The categorical
attributes of dataset are replaced with numeric value. The continuous valued

attributes of dataset are converted to discrete numbers by taking logarithm

Table 7.4: Attack distribution in TUIDS intrusion datasets (continue)

Portscan
Datasets ' Normal Attack Total
PortscanTrain 2445 39215 41660
PortacanTeat 1300 28615 20915
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Table 7.5: Characteristics of Synthetic and UCI ML Repository datasets

S1 No. Datasets Dimension Instances Classes Instances of Qutlier
1 Synthetic 2 2000 10 80
2 Abalone 8 4177 29 24
3 Breast cancer 10 699 2 39
4 Diabetes 8 768 2 43
5 Glass 10 214 6 9
6 Heart 13 270 2 26
7 Hepatitis 20 155 ° 3 32
8 Horse 28 368 2 23
9 Tonosphere 34 351 3 59

10 Ins 4 150 4 27
11 Led7 7 3200 -9 248
12 Pima 8 768 2 15
13 Poker Hand 10 25010 10 16
14 Sonar * 60 208 2 90
15 Shuttle 9 14500 3 13
16 Vehicle 18 846 4 42
17 Waveform 21 5000 '3 87
18 Wine . 13 178 3 45
19 Zoo 18 101 7 17

to the base 2 and then converting to integer. This is done for each attribute
value, z using the computation: if (z > 2) z =t (log; (2)) + 1. Before
taking logarithm, the attributes which take fractional values in the range [0,
1} are multiphied by 100 so that they take values in the range |0, 100). Nom-
inal valued attributes are fnapped to discrete numeric codes. The class label
attribute is removed from the dataset and stored separately in a different file
The class labels are used for training and evaluating the detection performance
of the algorithm.

7.4.4 Results on UCI ML Repository Dataset

The proposed method was evaluated using our own 2-dimensional synthetic
dataset consisting of 2000 objects and 4% of outlier objects as given in Ta-
ble 7.5. The results of synthetic dataset and other UCI Machine Repository
datasets are given in terms of detection rate (DR) and false positive rate (FPR)
in Table 7.6. The results are compared with the results of other outlier find-
ing methods LOF?*® and ORCA®"*, Qur method has produced better result
compared to the other methods. The comparison results is given in Table 7.6.
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Table 7.6: Experimental Results of Synthetic and UCI ML Repository datasets

Datasets Measure LOF213 QORCA?¢ Qur Method
Svatheti DR 0.7900 0.8400 1.0000
ynthetic FPR (0.0239 ¢ 0.0186 0.0000
Abal DR U 0.8702 0.8591 1.0000
aione FPR < 0.0443 0.0480 0.0150
DR 0.8543 ' 0.8309 0.9621
Breast Cancer  ppp 0.0377 0.0465 0.0349
Diabee DR 0.6813 0.5945 0.8391
1abetes FPR 0.0585 0.0458 0.0178
. DR 0.8713 0.8488 0.8826
ass FPR " 0.0360 0.0347 0.0149
- . " DR 0.9008 0.8869 0.9828
eart FPR 0.0045 0.0207 0.0211
Hepatii DR 0.8902 0.7621 0.9822
epatitis FPR 0.0257 0.0399 0.0011
H _ DR _0.8112 0.8922 0.8705
orse FPR 0.0299 0.0405 0.0119
: N DR 0.8208 0.8988 0.9788
onosphere FPR 0.0377 0.0412 0.0208
- DR 0.7911 " 0.8933 *0.8900
ns FPR 0.0311 0.0390 . 0.0021
Led? DR 0.2417 0.7510 0.8819
Led? FPR 01565 ° 0.0399: - (00048
P DR 0.9443 0.9141 1.0100
ma FPR 0.0023 0.0221 0.0110
Poker Hand DR 0.9720, 0.9478 0.8911
OoRer Han FPR. 0.0213 0.0290 0.0105
s DR 0.9800 0.8977 0.9786
onar FPR. 0.0221 0.0490 0.0210
Shuttl DR 0.8421 0.7192 0.8230
uttle FPR 0.0510 0.0341 0.0203
Vehicl DR 0.3195 0.3919 0.6428
ehicle FPR 0.0688 0.0751 0.0335
Wovel " DR -0.8913 0.8587 . 0.8209
avelorm FPR 0.0460 0.0405 0.0350
Wi DR 0.9433 0.9322 0.9810
né FPR 0.0366 0.027% . 0.0100
z DR ' 0.8238 0.8823 '0.9421
o0 FPR 0.1924 0.1109 0.0338
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Table 7.7: Extracted Feature distribution in KDD Cup datasets

Class Total Feature Selected Features

Normal 6°  5,23:3,6,351 - -

DoS 8 5,23,6,2,24,41,36,3 -

Probe 13 40,5,33,23,28,3,41,35,27,32,12,24,28
U2R 10, 51,3.24,23:2,33,6,32,4,14,21

R2L v 15 3,13,22,23,10,5,35,24,6,33,37,32,1,37,39

Table 7.8: Experimental Results of KDD Cup 1999 datasets

DR

Dataset FPR
DoS R2L U2R Probe  All Atlacks .
k=3 221 75.8 71.3 29.6 25.74 1.3
Corrected k=10 243 785 74.3 31.2 27.97 11
KDD k=20 321 89.0 843 39.8 35 96 0.9
k=30 31.33 5521 8112 ; 35.16 3297 ° 1.03
k=3 263 818 734 34.6 26 54 12
10 percent k=10 27.3 75.8 823 27.50 480 1.5
KDD =20 301 87.0 85.2 418 30.49 1.3
k=30 3932 63.14 87.25  30.35 39.30 1.12

7.4.5 Results'on KDD Cup 1999 Datasets

The proposed method was evaluated using two datasets Corrected KDD and
10 percent K DD of KDD Cup 1999 datasets. The objective of the experiment
1s how accurately the method can classify the rare categories of attack data-
R2L and U2R. In high dimensional data, feature selection using mutual
information (MI)® is a widely accepted approach. The list of relevant features
of attacks in KDD Cup datasets is given in Table 7.7. The relevant features
are considered in outlier detection in KDD Cup datasets. ‘The results using
the measures DR and'F PR are reported in' Tuble 7.8. The average execution
time of classification for Corrected K. DD and 10 percent K DD datasets are

1.11min and 1.74min respectively.
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Table 7.9: Experimental Results of NSL-KDD datasets

Dataset o bR, ' FPR
- DoS R2L U2R Probe  All Attacks

k=3 254 795 732 341 ' 2448 1.9
k=10 219" 826 774 341 26.89 1.5

KDDTestt k=20 332. 7.7 . 802 455 3691 098
A=30 3723 6321 8212 3717 36.80 1.43
k=3 " 205 897 759 382 32.34 1.8
k=10 314 789 876  29.60 54.0 1.6

KDDTraint k=20 363 892 843 474 35.52 1.8
k=30 42.52 69.64 88.65  37.45 46.20 1.42

7.4.6 Results on NSL-KDD Datasets

The proposed method was evaluated using two datasets KDDTraint and
KDDTestt of NSL-KDD datasets. NSL-KDD is the modified dataset of
KDD Cup 1999 datasets. A list of relevant features of attacks using mutual
information (MI)# in NSL-KDD datasets is also given in Table 7.7. The
The
results using the measures DR and FPR are reported in Table 7.9. DR for
all attacks varies in the range of 24.48-36.91 (%) for K DDTest* dataset and
32.34-54.0 (%) for KDDTraint dataset respectively in Table 7.9. Similarly,
F PR exhibits in the range 0f 0.98-1.9 (%) for K DDTest* dataset and 1.42-1.8
(%) for KDDTrain™ dataset respectively in Table 7.9. The average execution
time of classification for KDDTraint and K DDTest™ datasets are 0.45min
and 0.07min respectively.

relevant features are considered in outlier detection in the datasets.

7.4.7 Results on TUIDS Intrusion Dataset

The proposed method was evaluated using our real life intrusion dataset TU-
IDS. Normal and a specific attack data are used as input to outlier detection
method. The identified outlier objects are considered as the specific attack.
The results using the measure DR and FPR are given-in Table 7.10. The
average execution time of classification for Packet Level and Flow'Level,
datasets are 0.44min and 0.19min respectively.
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Table 7.10: Experimental Results of TUIDS datasets

Dataset DR FPR

DoS Probe All Attacks
Packet Level 76.33 52.16 64.25 1.23
Flow Level 82.21 49.34 65.61 1.62

Table 7.11: Experimental Results of TUIDS PortscanTrain dataset,

DR

SYN ACK FIN zmas All Attacks
81.25 48.84 68.96 70.95 67.50 1.81

FPR

7.4.8 Results on TUIDS Portscan Dataset

The proposed method was evaluated using our real life TUIDS PortscanTramn
dataset. Normal and a specific attack data are used as input to outlier de-
tection method. The identified outlier objects are considered as the specific
attack. The results using the measure DR and F'PR are given in Table 7.11.

The average execution time of classification for PortscanTrawn is 0.15min.

7.4.9 Comparison of Results

The summarized results over the KDD Cup 1999 intrusion datasets are made
for detection rate (DR) on intrusive records and FPR over normal records
for the datasets. Performance evaluation results are compared with Elkan’s 218
result and Zhiyi et. al.?'®. The comparison results for the datasets and for its
preprocessed one are presented in Table 7.12. In performance comparison, our
method outperforms other counter parts in terms of DR for R2L and U2R
attack categories.

A comparative result of our method and other two methods LOF?'3 and
ORCA?" using three real life private datasets of TUIDS : Packet level, Flow
level and Portscan are given in Table 7.13 and 7.14. The performance of our
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Table 7.12: Comparative results over Corrected KDD Cup dataset

Elkan’s Zhiyi’s Proposed Method
DR for DoS 97.1% 25.1%-65.3% 22.1%-32.1%
DR for R2L 8.4% 20.9%-79.8% 55.1%-89.0%
DR for U2R 13.2% 27.6%-75.3% 71.3%-84.3%
DR for Probe 83.3% 31.6%-68.7% 29.6%-39.8%
DR for All attack  91.8% 48.8%-70.3% 25.74%-35.96%
FPR 0.5% 0.3%-0.4% 0.9%-1.3%

Table 7.13: Result Comparisons over TUIDS datasets

Datasets Methods DR FPR

DoS Probe All Attacks
LOF?S 7229 4654  59.42 2.32
PacketLevel QRCA®4 68.90 40.80  54.85 1.92
Our 76.33 52.16  64.25 1.23

LOF?13 76.49 45.50 61.00 1.85
FlowLevel  QRCA%4 72.30 43.60  57.95 2.10
Our 82.91 49.34  65.61 1.62

method shows that it is better than the other two methods.

7.4.10 Discussion

In this chapter, we present definition for outlier and its detection methods.
Apart from these, an efficient outlier detection method is presented based
on?%" for multidimensional datasets with an application to network anomaly
detection. The proposed method is evaluated with various datasets including
UCI ML Repository dataset, popular intrusion datasets, KDD Cup 1999 and
NSIL-KDD, and real time network intrusion TUIDS datasets. The detection
performance of the method is good and better than similar methods.

The outlier method is effective in handling mainly rare category attacks
like R2L and U2R.
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Table 7.14: Result comparison over TUIDS PortscanTrain dataset

Methods

LOF?13 75.45 44.56
ORCA®4 7835 3898

DR FPR
SYN ACK FIN zmas All Attacks
63.56 71.20 63.69 2.35
66.76 69.90 63.50 1.95
68.96 70.95 67.50 1.81

Our 81.25 48.84

The performance of individual classifiers in network anomaly detection,
are not equally good for classification of all categories of attack as well as
normal instances. There is a possibility of obtaining good classification ac-
curacy for all categories in a dataset with uses of multiple well performed
classifiers in appropriate combination. In the Chapter 8, a combination of
supervised, unsupervised and outlier based methods to achieve best detection
performances for both known and unknown attacks is introduced for network

anomaly detection.
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Multi-Level Hybrid Method for

Anomaly Detection
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86.5, Discussion . . . . . . . .. . .. o . 256

This chapter proposes a multi-level hybrid intrusion detection method that
uses a combmamon of supervxsed unsupervmed and outher based methods to
a.clneve best detectwn performanceb for both known and unknown attacks.
The method attempts to derive benefits of each participating classifier toward
achievement of a best overall cost efficient classification result. The method
was evaluated with two benchmarks and three real life intrusion datasets and
performs very well in comparison to other competing methods.

8.1 Introduction

With the enormous growth of network-based computer services and the huge
increase in the number of applications running on networked systems, the
adoption of appropriate security measures to protéct-agdinst computer and
network intrusions is a crucial issue in a computing environment. Intrusion
into or attacks on a computer or network system are achvmes or attempts
to destabilize it by compromising securlty in conﬁdentlaht) avculabxhty or
integrity of the system. As defined 1n?"7, an intrusion detection system (IDS)
monitors the events occurring in 4 computer system or a network and analyzes
them for signs of intrusions. Network-based intrusion detection is generally
implemented using two approaches: rule-based?’ and anomaly-based This
chapter focusses on anomaly based intrusion detection using a hybrid method
that combines supervised, unsupervised and‘ outlier approaches.

Before initiating a detailed discussion on hybrid methods for network
anomaly detection, let us introduce supervised, unsupervised and outlier based

detection methods in brief to provide the necessary backsround.

8.1.1 Supervised Intrusion Detection

Based on the machine learning method used, anomaly detection can be clas-
sified into two different categories: supervised ® and unsupervised. In super-
vised anomaly detection, normal behaviour models of systems or networks are

established by training with labeled or purely normal datasets. These normal
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behaviour models are used to classify new network connections. The systém
generates an alert if a connection is classified as malign or abnormal behaviour.
For example, ADAM %2 is a supervised anomaly-based as well as misuse-based
NIDS. There is an SVM-based IDS'™ that combines a hierarchical cluster-
ing algorithm, a simple feature selection procedure, and the SVM 6718 tech-
nique. The hierarchical clustering algorithm provides the SVM with fewer,
abstracted, and highly qualified training instances that are.derived from the
KDD Cup 1999 training set. Foi‘ feature selection, it removes one feature
from the original dataset, redoes the experiment, then compares the new re-
sults with the original results and determines the importance of the feature
by the change in false positives or accuracy rates. The SVM model is used
to classify network traffic data using the selected features. However, in prac-
tice, to train a supervised anomaly-based approach, labeled or purely normal
data is not easily available. It is time consuming to acquire and error-prone
to manually classify and label instances as benign or malign. In supervised
anomaly-based detection, obtaining labeled or purely normal data is a critical
issue. A set of training as well as testing real life labeled intrusion datasets
TUIDS® were generated, as discussed in Chapter 3

8.1.1.1 Discussion

Based on our experimental study of various existing well-known supervised

classifiers using benchmark and real life intrusion data, we observe the follow-
ing.

e Tree based classifiers (like C4.5 and Random forests) can perform con-
sistently well with a majority of datasets, but they are unstable in na-

trure 218219

Slight change in the threshold values may cause significant
change in performance. In addition, appropriate selection of these pa-

rameters is a difficult task.

e Clustering based supervised methods such as IBk 22 or kNN show stable
performance, least affected by changes in the threshold values. However,
their performance is not guaranteed for all datasets and for all classes ***.

e Probabilistic supervised classifiers (like Naive Bayes or Bayesian Clus-

tering) are good but do not perform expectedly for all classes '#:2
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o Supervised classifiers are dependent on labeled training data.

e A Major issues with supervised classifiers is the lack of pure and suffi-

cient normal training traffic.

e Supervised methods are incapable of identifying unknown attacks.

8.1.2 Unsupervised Intrusion Detection

t

Unsupervised anomaly detection approaches work without any training data.
In other words, these models are used on unlabeled.or unclassified data when
they attempt to find intrusions lurking inside the data. A number of IDSs
employ unsupervised anomaly-based approaches 976, The biggest advantage
of the anomaly detection approach is-the detection of unknown intrusions
without any previous knowledge of intrusions. However, this approach fails
to detect all intrusions. In addition, the false detection rate tends to be
higher if the behaviour of some of the intrusions is not significantly different
from the considered normal behaviour model. : In- network-based intrusion
detection, the threat arises from new or previously unknown intrusions. The
prefered detection approach for novel intrusions is anomaly-based instead of
rule-based. Unsupervised anomaly-based detection can addreéss’this issue of
novel intrusion detection without prior knowledge of intrusions or using purely
normal data.

06,65,67.68 clustering and classification are widely used methods

In literature
for anomaly-based supervised or unsupervised detection of intrusions. Cluster-
ing is a method of grouping objects based on similarity among them. The dini-
ilarity within a cluster is high and the dissimilarity among clusters is high as
well. Clustering is a kind of,unsupervised method of ahalyéis 69 This method
is performed on unlabeled data. It assigns similar data to the same class and
dissimilar data to different classes. Unsupervised anomaly-based detection of-
ten tries to cluster the test dataset into groups of similar instances which may.
be either intrusion or normal data. Although using a clustering method in
unsupervised anomaly-based detection for in’u:usion generates many clusters,
the stability of these cluste’rs and their labeling are still difficult issues faced by
this approach. In order to label clusters, an unsupervised anomaly-based de=
tection approach models normal behaviour using two assumptions "%: (i)' The
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number of normal instances vastly outnumbers the number. of anomalies and
(1) Anomalies themselves are qualitatively different from normal instances.
If these assumptions hold, intrusions can be detected based on cluster size.
Larger clusters correspond to normal data, and smaller clusters correspond to
intrusions. But this method is likely to produce high false detection rate as
the assumptions are not always true in practice. For example, in the denial
of .service category of intrusion, a large number of very similar instances are
generated resulting in larger clusters than the cluster corresponding to nor-
mal behaviour.,On the other hand in remote to local (R2L) and user to root
(U2R) categories.of intrusion, -legitimate and illegitimate users are difficult
to distinguish and their numbers of occurrence instances may not be signif-
icantly larger. These intrusions may get 'included in the normal behaviour
model. Consequently, these can-raise the-false detection rate.

8.1.2.1 Discussion

Detecting new attacks is a challenging task for intrusion ‘detection methods.
Anomaly based intfusion detection is a possible method for novel attack de-
tection. Supervised classification methods are dependent on labeled training
data. On the other hand, unsupervised anomaly based intrusion detection
does not require labeled training data for detection. The ﬁnsuperviéed meth-
ods are usually examples of the clustering approach. Here the attack detection
is based on certain assumptions about the data.- Therefore, the false positive
rate of detection is generally -high.:

8.1.3 Outlier Based Intrusion Detection

Outliers refer to data points that are very different from the rest of the data
based on appropriate measures. Such data points often contain useful infor-
mation regarding unusual behaviour of a sysﬁem described by the data. These
anomalous data points are usually called outliers. Outlier detection is widely
used in ﬁﬁding anomalous activity in telecommunication, credit card fraud
detection, detecting symptoms of new diseases and novel network attack de-
tection The major challenge for outlier detection in intrusion detection is
to handle the huge volume of mixed type- numerical and categorical data.
So, outlier. detection schemes need to be computationally efficient to handle -
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these large sized inputs in fast. An outlier can be an -observation that is ‘dis-
tinctly different or is at a position of abnormal.distance from other values in
the dataset. Detection of abnormal behaviour is based, usually, on relevant
features extracted from network traces, packet or flow- data An intrusion can
be detected by finding an outlier whose features are distinctly different from
the rest of the data. Outliers can often be individuals or groups of objects
exhibiting behaviour outside the range of what is considered normal. Qutlier
detection in finding anomalies is beneficial in case of rare intrusion instances.
For example, in the KDD Cup 1999 datasets, R2L and UZR categories are
rare in comparison with categories of .DoS.or :Probe. .In the usual methods
of classification, these rare category instances may remain undetected. For
rare attack detection, outlier based methods are very effective.’ Qutlier based
intrusion detection methods such as LOF % LOADED3, Jin et. al:?%7 or
ODMAD™ focus on mining outliers by using density distribution of the ob-
jects, or finding the distance vectors among the objects, or by finding anomaly
scores of objects. Depending on the approach used in outlier detection, the
methodologies can be broédly cla.'ssiﬁed,“‘a:s distance-based. density-based and
machine learning or soft computing ba:séd.

8.1.3.1 Discussion

Outlier detection searches for objects that do not obey rules and expectations:
valid for the major part of the data. Outlier detection methods are mainly
important, for identification of attacks that are rare in a large intrusion dataset."
Outlier based methods are used as super\.rised anomaly intrusion detection
methods.

8.1.4 Multi-level IDS

Several multi-level hybrid IDSs have been proposed recently to deal with the
complexity of the intrusion detection problem by combining different machine'
learning techniques. Pan et al.??2 combined neural networks and the C4.5

1. 152+ yged

decision tree algorithm to detect a variety of attacks. Depren et a
a hybrid IDS consisting of an anomaly detection module,; a misuse detection
module and a decision support system. Zhang et-al. ¢ combined misuse detec-

tion and anomaly detection components using the random forests algorithm. -
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Figure 8.1: Multiple Level Tree Classifier !

Hwarig et al. 15% proposed a hybrid system combining signature-based intru-
sion detection and anomaly detection to detect novel unknown attacks. In
order to further increase the intrusion detection rate, as well as to simplify
the algorithm, X{ang et al.! proposed a multiple-level tree classifier to'design
an IDS containing three levels of decision tree classification.

A multiple-level tree classifier! as given in Figure 8.1 uses thé KDD CUP
99 dataset for training as well as testing. The first round of classification
categorizes the test data into their predicted attack type (DoS, Probe, Others
or Normal). The second round splits Others into U2R and R2L groups. The
third round further classifies the attacks into their specific attacks (e.g., back,
land, etc.). The method uses the C4.5 algorithm to construct decision trees for .
classification. The information gain measure is used to select the test attribute
at each node in the tree. The attribute with the highest information gain is
chosen as the test attrlbute for the current node. This attnbute minimizes
the mformatlor} pe;aded to classify samples in the resulting partitions.

A three-level hybrid.intrusion detection system reported in 2, utilizes deci-
sion trees, Naive Bayes and Baysian Clustering as shown in Figure-8.2; The
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training and teqt dati:x used in- this work is the KDD CUP 1999 dataset. In
stage 1 of Cld.SSlﬁCdthll it uses the C4‘b 157 decision tree learner to classify the
dataset into three cdtegones DoS, Probe and other. In stage 2, the U2R. and

Rest records are separated out with Naive Bayes '2* algorithm. The last stage
uses Bayesian clustering 22 to split Rest’ into Normal and R2L categories.

The Multiple-level Hybrid Classifier® combines supervised tree classifiers
and unsupervised Bayesian: clustering ?®® to detect intrusions. The KDD CUP
99 dataset is used to evaluate the method. The method consists of four stages
of classification as given in Figure 8.3 In stage 1 of classification, it categorizes’
the test data into three categories (DoS, Probe, Others). U2R and R2L, and
the Normal connections are classified as Others in this stage. The second stage
splits Others into Attack-and Normal categories The third stage separates
the Attack class from stage 2 into U2R and R2L. The fourth stage further
classifies the attacks into more specific attack types.

In?, the Multilevel Network Security ‘Structure’ (MNSS) is presented as
shown in Figure 8.4. 1t integrates firewall, intrusion détection and reportmg
into one structure The intrusion detection system sets three sensors on the
MNSS structure. They are set in DMZ, in’ front 6f firewall (If:AN) and behind
firewall (WAN). The function of the sensor it front of the firewall (LAN) is
mainly to check whether someone attacks-the ‘network or not. The function of '
the sensor behind the firewall (WAN) is to monitor attacks in the wide-area
network. Finally, the sensor in the: DMZ is to ensure servers ate safe. This
structure ensures that it cannot lose any.probable attack and also know where
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attack happened through the structure.

Youssif et al.® propose a multi-level intrusion detection system, ML-IDS.
It is capable of detecting any type of network attacks. The architecture of
ML-IDS is given in Figure 8 5 The current implementation of ML-IDS uses
two types of attack detection techniques: flow based and protocol based. The
flow-based approach employs a set of rules that, if violated, flags the traffic
flow as being anomalous. The protocol behaviour approach views network pro-
tocol operations in terms of a finite state-machine, and flags 1llegal sequences
of state .transitions as being anomalous A fusion module that implements
the least squares algorithm is used to combine the decision produced by each
type of anomaly analysis and thus significantly reduce.the attack detection
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Figure 8.5: Architecture of milti-level IDS® -

error. An autonomic conirol and management environment is used to auto-
mate the performance, fault and security management of network centric sys-
tems. The architecture of ML-IDS consists of modules for online monitoring
and filtering, multi-level behaviour analysis, decision fusion, risk and impact
analysis, action, visualization, and adaptive learning. The online monitoring
modules use existing software tools to monitor. network and host traffic. In
multi-leve] behaviour analysis, rule-based behaviour, protocol behaviour and
payload analysis are used to detect anomalous events in network operations.
If anomalous behaviour is detected by any of the three systems, an alert is sent
to the decision fusion module. The decision fusion module fuses the decisions
produced by each typé of behaviour analysis medules using the least squares
linear regression algorithm. When the risk and impact analysis module re-
ceives one or more alerts from the behaviour analysis module, it determines
what part of the.system will be affected by the detected attack using its
knowledge repository. Once the action module receives the results from the
risk and impact analysis, it determines the appropriate automatic actions to
be executed using its knowledge repository. The visualization module is used
to give administrators a better understanding of the activities taking place in
the network and also allows them to interact with resources. The adaptive
learming module will add the mis-detected patterns and expand the normal
and the abnormal profiles repository. Thus,the supervised learning module
is activated to generate new rules,;or to expand the trained profiles so as to
capture new types of anomalous behaviours.
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8.1.5 Discussion

In multi-level intrusion detection, several methods of intrusion detection par-
ticipate to maximize their positive achievements and to minimize their weak
ones to achieve high detection rate and minimum the false positive rate. In
Table 8.1, we compare several existing multi-level NIDSs based on parame-
ters such as detection, learning approach (supervised, unsupervised or both),
number of levels of classification, method (misuse, anorﬁaly or both), time
of detection (realtime or non-realtime), nature of processing (centralized or
distributed), data gathering mechamsm (centralized or distributed), dataset
used, attribute space (full or reduced), unknown attack handling and the al-
gorithmic approach. Based on our.experimental study of various existing well
known multi-level IDSs using benchmark intrusion datasets, we observe the
following.

e Using a multi-level hybrid classifier is a potential approach for network

anomaly detection to obtain a low false positive rate (FPR).

e Such a method can be tuned to enable detection of unknown attacks as

well as unknown normal traffic.

o The number of levels in a MLH-IDS (multi-level hybrid IDS) is a key
issue. More the number of levels, the more will be the computational

overhead, in a'strictlv seauential svstem.

e For the supervised component, the creation of an appropriate training
sample is a major issue,

e For the unsupervised component, the ctéation of clusters is an important
issue.

Developing an MLH-IDS with (.) a minimum number of levels, (ii) a super-
vised classifier powered by approprlate training samples (iil) an unsupervised
classifier supported by necessary qtabﬂlt; analysis, is of utmost importance.

8.2 Background

In. clustering, an analysis of the stability of the obtained ‘clusters is neces-
sary. Stability analysis for cluster validity uses indexes viz., Dunn index ™,
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Chapter 8. Multi-Level Hybrid Method for Anomaly Detection

Table 8.1: Existing NIDSs using Multi-level A’f)proa.ch
=

. £
]
3
£ 3 s
s . 8§ Tzt
g 2 &§ 3 FE 5 F y o8 3
3% & = 8 3§ 3 2 & =
Y 3 & & g ® 3 © ¢
3 & 2
Yy £ a2 & L U ¥ 3 3
¢ BT g T 3 5 8
5 E 88 3 3 8 F &
8§ 8 &8 ¥ % 4 8 8 B K
Author N Z 1 Q9 R QA Q < D Algorsthmsc Approach
Xeang et al ! 2004 3 BB NR,C C K R4 N C45
Deprenctal 152 2005 2 B B NR C C K F N Misuse & Decision support
Chen et at ! 2000 3 5§ B NR C C K F N Signature based
Zhangetal ¥ 2006 2 U B NR C C ,K Rd Y Random Forest
Hwangetal 153 2007 2 B B NR C C K F Y  Misuse & Anomaly based
Xiang et al 3 20086 4 B B NR C C K Rd Y Bayesan Clustering .
Youssfetal 5 2008 3 B B R ¢C ¢ n F Y Rule based & Protocol
analysis
HwLuetal® 2000° 3 U A NR C C K F N Bayesian Clustering

Note-*S-Supervised/U-Unsupervised/B-Both, M-Misuse/A-Anomaly/B-Both, K-KDD Cup
R-Realtime/NR-Non realtime, C-Centrahised/D-Distributed, Rd-Reduced/F-Full, Y-Yes/N-No

C-index??*, Davies Bouldin’s index (DB)™, Silhouette index (S)™ and Xie-
Beni index (XB). ‘ ‘
Dunn index is computed to find compact and well separated clusters. It
depends on dpy, and dpez @oun denotes the smallest distance between two
objects from different clusters and dmgq, is the largest distance between two

x’?'l

elements inside a cluster. Dunn index™ is given by Equation (8.1), where

Dunn € [0, 0o}, larger values of Dunn indicating better clustering.

d
Dunn = =2

8.1
dmaa: f ( )
" C-index 15 used to find cluster quality when the clusters are of similar sizes.

C-index??' is defined as
S - szn

Smaa: - S Tan

where S is the sum of distances over all pairs of objects from the same cluster,

C= (8.2)

n is the number of such pais Spum and Sy, are the sums of the n smallest
distances and n largest distances, respectively C € [0, 1], and the smaller the
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8.2. Background .
values of C, the better are the clusters.

Davies Bouldin’s index is the ratio of the sum of within-cluster to between-
cluster separation. Davies Bouldin’s index ™ is given by

n C.
DB:lz:ﬁm(ﬁiiy (8.3)
n A4, d (c“”cJ)
In Equation (8.3), n 1s the. number of clusters; ¢, is the average distance of all
patterns in the ¢*" cluster to their cluster center, ¢,; §, is the average distance
of all patterns in cluster j. to their cluster center, c,; and d(c,,c,) represents
the proximity measure be‘tween the cluster centers ¢, and ¢,. Lower value of
DB indicates better clusters.

Silhouette index " is computed for a cluster to identify tightly separated
groups. It is defined as , 4

. — 4,

[=——"2 (8.4)

" maz {a,,b.}

where a, is the average dissimilarity of the 2** object to all other objects in
the.same cluster; b, is the minimum of average dissimilarity of the 1 object
to all objects in other clusters.

6

Xie-Bem index’® is given by Equation (8.5). A function calculates the

compactness 7 of data in the same cluster and a second computes the sep-
arateness s of data in different clusters. n = ;‘i‘:, is the compactness of it
cluster where 4, is the variation, i.e., summation of the squares of deviation
of the data points in the cluster and n, is the number of points in the cluster.
s = (dwn)? is the separation and ' djm = min ||k, — k||, where dyun is the

minimum distance between cluster centers k, and k;.

XB:% (8.5)

Smaller values of 7 means that the clusters are more compact and larger
values of s mean, the.clusters are welliseparated. Thus a smaller X B re-
flects that the clusters have greater separation from each other and are more
compact

There are several other stability indices found in the:literature. We have
reported here a selected- fe}v only. These distance based indices help judge the
quality of clustering based on compactness. Each index has its own advantages
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and disadvantages. So, it is necessary to suppress the individual biases, while
decidir}g the stability,of clustering results depending on these indices.

L

8.3 Problem Formulation

‘i -

For a given set of classifiers C;,Cs,...,Cx and for a given set of class specific

sample datasets Sy, Sz, ..., Sy, the objective of a multi-level hybrid classifier

1s to predict the most appropriate class ID for a given test instance i, € D,

the test dataset, by appropriate use of the classifier for given classes at a

particular level with reference to the training sample(s) S.’s.

8.4 Contributions

We design an effective MLH intrusion detection method that can leverage
the merits of the supervised, unsupervised and outlier detection methods (re-
ported in the preceding‘ Chapters 5, 6 and 7). The following are the contribu-
tions of this chapter.

e A hybrid multi-level classifier based on supervised, unsupervised and
outlier detection algorithms.

o A cluster stability analysis and a robust cluster labeling technique.

o Performance evaluation of the hybrid classifiers in terms of several real

life and benchmark datasets.

The problem of detecting new attacks poses a special challenge to the
research community. Within such a context, intrusion detection systems using
the multi-level classifiers have produced remarkable improvernents. In this
chapter we present a multi-level hybrid intrusion -detection system (MLH-'
IDS), which is capable of detecting network attacks. The implement’ati'or'f of
MLH-IDS uses three levels of attack detection techniques for classification:
supervised, unsupervised and outlier based. We discuss in fiirther details of
our method to implement each module and evaluate pérformance against a

wide range of network attacks.
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8.5. , Proposéd MLH-IDS Framework -

8.4.1 Supervised Classification"Method

The proposed classification technique.uses a training algorithm to create a
set of representative clusters from the available labeled training objects. Un-
labeled test objects are then irxsqfted m these representative clusters based
on similarity calculations and thus get Eﬂ\)éls‘ of the clusters in which they are
inserted. The clustering algorithm (Qat.S’ub)jian}pplipation of the algorithm
presented in?%®. Details of this method are reported in Chapter 5.

8.4.2 Unsupervised Classification Method

The unsupervised classification method uses the k-point algorithm ?° to create
a set of representative clusters frorn the available unldbeled objects in the data.
Initially, the method considers Ic ObJeCtS randoml) from the dataset. The data
objects are then gathered around ‘these selected points (or objects) based on
various attribute similarities The clusters‘are formed using two similarity
measures: (i) similarity between two objects, and (1) similarity between a
cluster and an object. The method produces various.clusters. Details of this
method are reported in Chapter 6.

8.4.3 Outlier based Classification Method

We have developed ‘an outlier mining method based on symmetric neighbor-
hood relationships?’?. For each-object of dataset, a forward neighbor outlier
factor is estimated by finding its nearésﬂ‘neighbors set and the forward nearest
neighbors-set of the'data objects to ideni:ify‘ outliers. ‘Details of this outlier
finding! méthod are presented in Chapter 7.

8.5 Proposed MLH-IDS Framework

8.5.1 Proposed Architecture

The selection of supervised, unsupervised or outlier based classifier at a par-
ticular level for a given dataset is based on the desired classification accuracy
of the individual classifier for a given dataset. The overall structure of the
multi-level hybrid classifier we have developed is shown in Figure 8.6.
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Figure 8.6: Architecture of Multi-level Hybrid Classifier

A model with three stages of classification is used for the hybrid classifier.
The first level of classification ca,te‘goriiés'fhé i:'eét data, irlltc; three categories
DoS, Probe and Rest (unclassified). U2R.and R2L, and the Normal con-
nections are classified as Rest at this stage, The second level splits Rest into
Normal and Rest categories. The third level separates Rest into U2R, R2L
and Rest. The main purpose at level 1is to extract as many. U2R, R2L and
Normal connections as possible accurately from the data using a.supervised
classifier model. This is because U2R and R2L are generally quite similar to
normal connections. DoS and Probe attack connections on the other hand are
generally more different. At level 2, the Rest categor;r i¢ ¢lassified as Normal
and Rest (1.e., class containing attacks) using an unsupervised classifier model
The U2R and R2L categories are extracted from Rest using the outlier based
classifier model and the remaining elements are classified as Rest (unknown)

In level 1 classification, different attack records of only DoS and Probe
are taken for training as given in Chapter.5. Profiles are created for DoS
and Probe categories in training. The profiles are used for testing the whole
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8.5. Proposed MLH-IDS Framework
dataset. The records are classified into three categories, DoS, Probe and
Rest. The Rest records are forwarded for level 2 slassiﬁb‘atién In level 2
classification, records are classified usmg the unsupervised- class1fier algorithm
called k-pownt as descnbed n Chapfev 6.; The records are cla,smﬁed into two
categories, Nor mal and Rest. The Rest categmy records ale ﬁna,lly forwarded
to level 3 classification. In level 3 CldSSlﬁC&thIl a.n outlier based classification
method is used as described i in_ C’haptern’/' In hlgh dimensional data feature
selection using mutual information (’\/II) is a widely accepted approach In this
level, MI®* based relevant features of U 2R and R2L ale used in the model to
classify the U2R and R2L categorles Other than U 2R and R2L categories,
the remaining objects are classified as Rest (unknown).

8.5.2 Cluster Labeling Technique

We analyze the stability of clusters obtained from the k-point algorithm. We
propose an ensemble based stability analysis technique based on Dunn index 72
C-index??*, Davies Bouldin’s index (DB) ™, Silhouette index (S)™ and Xie-
Beni index (XB) ™ for cluster validity (shown in Figure 8.7).

Table 8.2: Cluster Stabihity Critena
Stability measure Range of value Criteria for
P R . R y # i
- ! ’ better cluster

Dunn index ' (0,00) ‘ Maximized
C-index (0,1) Minimized
Davies Bouldin’s index (0,00) Minimized
Silhouette index (-1,1) Near 1

Xie-Beni index (0,1) Minimized

The criteria used for labeling the cluster stability analysis are given -in
Tab{e 8 2. Cluster results are passed to a function to conipute all the indices
for each of the clusters Cy, Cs, .... Ck, and if the value found is within the
acceptable range, then the cluster index, CI, is stored’ as ‘1, otherwise it is
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Figure 8.7: Architecture of multiple indices cluster labeling

assigned 0, as defined below

CI = { 1, % index value, £, is within its valid range (8.6)

0, otherwise

Finally, we consider the number of occurrences of 1 to decide the compact-
ness of a cluster. This becomes input to the subsequenf labeling task along
with two the other mea.sures viz., cluster size and dominant feature subset
shown in Fig. 8.7. To compute the dominating feature subset, we use rough
sets and a modified genetic algorithm based method described in 2%/

> :

8.5.3 Complexity analysis

MLH-IDS is comprised of three individual methods. The time complexities
of the methods are -(i) O(ncd) + O(c) for CatSub (it) O(ned) for k-point and
(iii) O(n?) for the outlier based method. The time complexity of MLH-IDS is
the sum of these three methods. -
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Table 8.3: Attack distribution in benchmark intrusion datasets

KDD Cup 1999 NSL-KDD
Datasets Normal Attack Total | Dataseta Normal Attack Total
Corrected KDD 60593, 250436 311029 | A DDTestt 9710 12834 22544
10-percent KDD 97278 396743 © 494021 KDDTramt 67343 58630 125973

Table 8.4: Attack distribution in TUIDS intrusion datasets

Packet Level Fiow Level
Datasets Normal Attack Total | Datasets Normal Attack Total
Training 71785 50142 121927 | Training 23120 29723 52843

Testing 47895 38370 86265 | Testing 16770 23955 40725 |

8.6 Experimental Results

To evaluate the performance of our method, all experiments were carried out,
on an Intel workstation with Intel core 2 Quad @2.4GHz, 2 GB RAM, 160GB
HDD.

8.6.1 Dataset Used

The algorithm was tested on two benchmark intrusion datasets, viz., KDD
Cup 1999%! and NSL-KDD®2 datasets. The algorithm was also evaluated with
three real life TUIDS®? intrusion datasets. The description of the datasets are
given in Chapter 3. The Tables 8.3, 8.4 and 8.5 show the attack distributions
of the datasets.

8.6.2 Benchmark Intrusion Dataset
8.6.2.1 Results using KDD Cup 1999 Dataset

The confusion matrices for KDD' Cup’ 1999 dataset on‘the Corrected K DD
“and the 10 percent K DD are shown in Table 8.6 and Table 8.7, respectively.
The values of the validity measure Recall are 0.9999 and 0.9875 for DoS and -

Table 8.5: Attack distribution in TUIDS intrusion datasets (continue)

Portscan
Datasets Normal Attack Total
PortscanTrain 2445 39215 41660
PortscanTeat 1300 28615 29915 |
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Table.8.6: Confusion matnx for Corrected KDD dataset

Actual Predicted Class

Class DoS  Probe Normal U2R R2L Sum Recall 1-Prc*
DoS 229828 2 23 0 0 229853 0.9999 0.0001
Probe 7 4114 42 0 3 4166 0.9875 0.0044
Normal 6 15 576056 1 2966 60593 0.9507 0.0188
U2R 0 0 10 57 3 . 70 0.8143 0.0272
R2L o 1 1027 2 15317 16347 0.9370 O.l625

Sum 229841 4132 58707 60 18289 311029
Re-substitution error rate=0.0132 PCC=98.68%
Note- *1-Precision

P;‘obe, respectively in Table 8.6 and 1 0000, 0.9963 and 0.9994 for DoS, Probe
and N ormal, respectively in Table 8.7, indicating good performance of our
technique The results also indicate satisfactory classification rates for R2L
and U2R categories of attack. Smaller values of 1- Precision indicate low
false positives. 1-Precision values for DoS and Probe are 0.0001 and 0.0044,
respectively in Table 8.6 and DoS, Probe and Normal are 0.0000, 0.0104 and
0.0012, respectively in Table 8.7. Average execution time for classification is
1.36 minute and 1.91 minute for Corrected K DD and the 10 percent KDD,
respectively.

In cross evaluation 10-percentK DD dataset is used for training and
Corrected KDD dataset is used for testing. The attack records which are
present . Corrected KDD dataset,but do not exist in 10-percentK DD
dataset, are marked as unknown. The result is given in Table 8.8. In this
case, the majority of unknown attacks is rmsclass;ﬁéd s R2L category and
PCC is found as 95.85% with error rate 0.0415.

- 8.6.2.2 Results on NSL-KDD Dataset

The confusion matrices for NSL-KDD dataset on the K DDTraint and the
KDDTest* are shown in Table 8.9 and Table 8.10, réspectively. The per-
formance results are similar to the results using the KDD Cup 1999 dataset.
The values of the validity measure Recall are 0.9994, 0.9946 and 0.9948 for
DoS, Probe and Normal, respectively in Table 8.9 and 0.9980, 0.9905 and
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. Table 8.7: Confusion matrix for 10-percent K DD dataset

Actual - Predicted Class

Class, DoS Probe Normal U2R R2L  Sum Recall 1-Prc*
DoS 391450 1 7T 0 0 391458 1.0000 0.0000
Probe 0 4092 15 0 0 4107 0.9963 0.0104
Normal M1 42 97221 0 ‘14 97278 0.9994 0.0012
U2R 0 0 6 44 2 52 0.8462 0.0435
R2L 0 0 53 2 1071 1126 0.9512 0.0147

Sum 391451 4135 97302 46 1087 494021
Re-substitution error rate=0.0003  PCC=99.97%
Note- *1-Precision

Table 8.8: Confusion matrix for cross evaluation with 10-percentK DD for
training and Corrected K DD for testing

Ag:tual Predicted Class | .
Class DoS  Probe Normal U2R R2L Ukn@ Sum  Recall 1-Prc*

DoS 221903 102 702 | 19 42 330 . 223298 0.9938 0.0047
Probe 43 2247 22 4 10 381 2377  0.9453 0.2439
Normal 433 192 58563 14 441 950 60593 0.9665 0.0155
U2R 0 0 1 3 1 2 -39 0.8974 0.6316
R2L 3 182 170 5 5273 360 5993 0.8798 0.2620
Ukn@ 565 249 - 26 . '18 ' 1378 16493 18729 0.8806 0.1030
Sum 222047 2072 59484 95 7145 18386 311029

Re-substitution Error=0.0210 PCC=97.90%
Note- *1-Precision @Unknown
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Table 8.9: Confusion matrix for KDDTrain™ dataset

Actual Predicted Class

Class  poS Probe Normal U2R ~R2L  Sum Recall 1-Prc*
DoS 45900 4 23 0 ‘0 45927 0.9994 0.0025
Probe 0 , 11593 63 0 0 11656 0.9946 0.0080
Normal 114 89 . 66993 5 . 142 67343 0.9948 0.0019
U2R 0. 0 .9 43 0 , 52 08269 01224
R2IL 0. 0 31 . 1 963 995 0.9678 01285

Sum 46014 11686 67119 49 1105 125073
Re-substitution error rate==0:0038 PCC=99.62%
Note- *1-Precision

0.9868 for DoS, Probe and Normal, respectively in Table 8.10. The results
also show satisfactory Recall values for R2L and U2R. 1-Preciston values for
DoS and Probe are 0.0025 and 0.0080, respectively in Table 8.9 and are 0.0009
and 0.0099, respectively in Table 8.10. The average execution time of clas-
sification is 0.67 minute and 0.11 minute for KDDTraint and KDDTest*
datasets, respectively.

For cross evaluation, the KDDTrain™ dataset is used for training and
the K DDTest™ dataset is used for -testing. The attack ieéords'yhich exist,
in KDDTest dataset but do not exist in KDDTrain™ dataset, are marked
as unknown. The result is given in Table 8.11. In this case the majority
of unknown attacks is misclassified as DoS, Probe and R2L categories and
PCC is found as 95.68% with error rate 0.0432.

8.6.3 Real-life Intrusion Dataset
8.6.3.1 Results on TUIDS Packet Level Dataset

The confusion matrix for all-attacks categories on the Packet Level dataset is
shown in Table 8.12. Recall‘values for DoS, Probe and Normal are respec-
tively 0.9989, 0.9795 and 0.9973 as given in Table-8.12. 1- Precision values
for DoS, Probe and Normal are respectively 0.0015, 0.0213 and 0.0024 in
Table 8.12. The results indicate that the detection rate of our method is high
with low false positives. The average execution time of classification is 0.64
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Table 8.10- Confusion matrix for KDDTest™ dataset

Actual . Predicted Class

Class DoS Probe Normal U2R R2L  Sum Recall 1-Prc*
DoS 7443 0 14 0 1 7458 0.9980 0 0009
Probe 2 2399 16 0 5 2422 0.9905 0.0099
Normal 5 24 9582 0 99 9710 0.9868 0.0124
U2R 0 0 3 57 7 67 0.8507 0.0500
R2L 0 0 87 3 2797 2887 0.9688 0.0385

Sum © 7450 2423 9702 60 2909 22544
Re-substitution error rate=0.0118 PCC=098.82%
Note- *1-Precision :

Table 8.11: Confusion matrix for cross evaluation with K DDT'r amT dataset
for training and K DDTest* dataset for testing

Actual Predicted Class
ClTass DoS  Probe Normal USR . R2L Ukn@ Sum Recall 1-Prc*
DoS 5680 0 14 0 1 46 5741 0.9894 0.0363

Probe 2 1072 16 0 5 11 1106 09693 0.1104
Normal 5 24 9515 0 89 77 9710 0.9799 0.0156
U2Rv « 0 '»-0'" "3 31 2 1 37 08378 0.0723
R2L 0 0 "7 3 1913 179 2174 08799 0.0385

Ukn@ 207 109 39 9 52 3360 3776 0.8898 0.0855
Sum 5894 1205 9666 43 2062 3674 22544

Re-substitution error rate=0.0432 .. PCC=95.68%
Note- *1-Precision @Unknown
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Table 8.12: Confusion matrix for Traming data in Packet Level dataset

Actual Predicted Class .

Class DoS Probe Normal Sum Recall 1-15rc*
DoS 42545 9 38 42592 0.9983 00015
Probe 20 7395 135 7550 0.9795 0.0213

Normal 42 152 71591 71785 0.9973 0.0024
Sum 42607 7556 71764 121927

Re-substitution error rate:0.00§2 PCC=99.68%
Note- *1-Precision ‘

Table 8.13- Confusion matrix for cross evaluation with Training data for train-
ing and Testing data for testing in Packet Level dataset

Actual Predicted Class .
Class DoS Probe Normal Ukn@ Sum Recall 1-Prc*
DoS 24494 95 289 205 25083 0.9765 0.0500
Probe 59 6374 535 789 7757 0.8217 0.0542
Normal 634 265 45624 1372 47895 09526 0.0586
Ukn@ 595 5 15 4915 5530 0.8888 0.3250
Sum 25782 6739 48463 7281 86265
Re-substitution error rate=0.0563 =~ PCC=94.37% .

Nate- *1-Precision @Unknown

minute.

For cross evaluation of the Packet Level dataset, Trainang data is used for
training and Testing data is used for testing. The attack records which exist
in Testing but do not exist in Training for Packet I_,‘evel dataset are.r)na\rked
as unknown. The results are given in Table 8.13. In this case a majority of
unknown attacks is misclassified as DoS and Normal, and PCC is found as
94.37% with error rate 0.0563.

8.6.3.2 Results on TUIDS Flow Level Dataset

The confusion matrix for all-attacks categories on the Flow Level dataset is
shown in Table 8.14. Recall values for DoS, Probe and Normal are respec-
tively 0.9985, 0.9891 and 0.9864 in Table 8.14. 1- Preciston values for DoS,
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Table 8.14: Confusion matrix for Training data in Flow Level dataset

Actual Predicted Class

Class DoS Probe Normal Sum Recall 1-Prc*
DoS 21408 11 22 21441 0.9985 0.0058
Probe © 26 8191 65 8282 0.9891 0.0271

Normal 98 217 22805 23120 0.9864 0.0038
Sum 21532 8419 22892 52843

Re-substitution error rate=0.0083 PCC=99.17%

Note- *1-Precision

Probe and Normal are 0.0058, 0.0271 and 0.0038, respectively in Table 8.14.
The result indicates that the detection rate of our method is high with low
false positives. The average execution time for classification is 0.25 minute.

'

For cross evaluation of the Flow Level &ataset Trawning data is used for
training and Testing data i is used for testing. The attack records which exist
in Testing but do not exist m Tmmmg for the Flow Level dataset are marked
as unknown. The results a.re shown in Table 8.15. Hele PCC is found as
91.15% with error rate 0.0885. ’

8.6.3.3 Results using Portscan Dataset

The confusion matrix for all-attacks categories on the PortscanTrain dataset
is shown in Table 8.16. Recall values for Probe and Normal are respectively
0.9891 and 0.9973 in Table 8.16. 1-Precision values for Probe and Normal
are 0.0004 and 0.1497, respectively in Table 8.16. The results indicate that
the detection rate of our method is high with low false positives. The average

execution time for classification is 0.21 minute.

In cross evalnation for Portscan dataset PortscanTramn data is used for
training and PortscanTest da‘t:a. is used for testing. The attack records which
exist in PortscanTest but do not exist in PortscanTrain for Portscan dataset
are marked as unknown. The result is shown in Table 8.17. Here, PCC is
found as 94.31% with error rate 0.0569.
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Table 8.15: Confusion matrix for cross evaluation with Training data for train-
ing and Testing data for testing in Flow Level-dataset

]

Actual Predicted Class | ‘
Class DoS Probe Normal Ukn@ Sum Recall 1-Prc*
DoS 9828 153 194 800 10975 0.8955 0.0509
Probe 165 8697 170 448 9480 0.9174 0.0361
Normal 298 147 15305 1020 16770 0.9415 0.0307
Ukn@ 64 26 120 3290 3500 0.9400 0.4081
Sum 10355 9023 15789 5558 40725

Re-substitution error rate==0.0885 PCC=91.15%

Note- *1-Precision @Unknown

Table 8.16: Confusion matrix for PortscanTrain data in Portscan datasets

Actual Predicted Class

Class Probe ‘Normal Sum Recall 1-Prc*
Probe 38787 428 39215 0.9891 0.0004
Normal 14 2431°' 2445 0.9973 0.1497
Sum 38801 2859 41660 TS
Re-substitution error rate=0.0106 PCC=98.94%

Note- *¥*1-Precision

Table 8 17: Confusion matrix for cross evaluaﬁion with PortscanTrain data
for training and PortscanTest data for testing in Portscan dataset

Actual Predicted Class
Class Probe Normal Unknown  Sum Recall 1-Prc*
Probe 12843 206 651 13700 0.9374 0.0032
Normal 15 1253 32 1300 0.9638 0.2065
Unknown 26 120 14117 14915 0.9465 0.0461
Sum ' 12884 1579 14800 29915

Re-substitution error rate=0.0569 PCC=94.31%

Note- *1-Precision
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Table 8.18: Comparison of Results for TUIDS dataset Packet level

Category, Measure Baysian Narive C4.5 MLH-
" Network Bayes © 'IDS

Recall 09911 09891 09807 0.9989

DoS
' 1-Prc* 0.0230 .0.0219 00124 0.00IQ
Recall 09376 - 08380 09530 0.9795 .
. Probe
( 1-Prc* 0.0212 00084 0.0168 00213 .
R Recall 0.9750 = 0.9240 0.9820 09973
“*Normal

1-Prc* 00106 0.0145 0.0152 00024
Note- *1-Precision

Table 8.19: Céfnparlson of Results for ’I“UIDS dataset Flow leve‘l

Category Measure Baysian Naive C4.5 MLH-
' Network Bayes IDS

A

‘ “Reecall 0.9760 08540 0.9860 09983

' DoS
1-Prc* 0.0190 0.0860 0.0140 0.0058
o Recall ~* 1.0000 0.9040 09950 09891
Probe . =) i . N N
1-Pré* " 70.0050  '0.0814 0.0030 0.0271
Recall 0 9550 0.2690 0.9750 0.9864
Normal

1-Prc* 0.0830 0 0120 00480 0.0038
Note- *1-Precision

Table 8.20: Comparison of Results for PortscanTramn dataset

Category Measure Baysian Naive C4.5 MLH-
Network  Bayes " IDS

Recall 1.0000 0.9450 0.9760 0.9891
1-Prc* 0.0150 0.0845 0.0120 0.0004

Recall 0 9650 04690 0.9835 0.9973
1-Prc* 0.0870 .Q.OO'?O 0.0510 0.1497
Note- *1-Precision

Probe

Normal




Chapter 8. Multi-Level Hybrid Method for Anomaly Detection_

Table 8.21: Comparison of Detection Rate for Corrected KDD dataset (%)

.. Three-level | Multiple-level. SVM—‘b@sedg_ Q45157 MLH-
Category Tree _Hybnd |, IDS'® IDS
classifier? classifier?
DoS 98.54 9919 9953 0.9997 "99:99
Probe 9350 9971 9755  0.0482 98.75
Normal ' ' 94.68 ©96.80 ' 99.29 09442  90.07
USR - 9714 66.67 19.73 ~ 06711 81.43

R2L 4891 ¢ . +89.14° 28 81 0.8153 91.10

8.6.4 Performance Comparisons

For comparison, the performance rates of the decmon tree bdsed .algo-
rithm C4.5%7 and the graph based algorlthms Bayesz(m Networ Ic“34 nd
Nawe Bayes using \Vekd""’s dre glven m Table 8. 18 8. 19 and 8. 20 respec-
tively. The results of MLH IDS outpe1form the other three methods in all
categories Do, Probe clJld Normal

A summdrved comparison of results Ot MLH-1DS with other competing
methods reported in® HITIST for the I&DD Cup 1999 mtrusxon datasets is re-
ported in ‘Table 8.21. We see in Table 8. 21 that -MLH-IDS outperforms all
other methods for Do§ and R2L categones In case of Probe, the p10posed
method outperformq al] other methods except the method reported in®. Simi-
larly, in case of U2R category attack, MLH-IDS outperforms all other methods
except the method reported in?. However, the performance of the proposed
method is not satisfactory in case of normal identification.

8.6.5 Discussion

A multi-level hybnd intrusion d;:tectlon method 18 presented based on su-
pervised, unsupervised and outlier methods. The propésad method exhibits
good results when used with the TUIDS real life intfusjon datasets and two
benchmark datasets, viz., KDDCup 1999 and NSL-KDD. Among the methods
proposed in Chapters 5, 6 and 7, it exhibits excellent classiﬁcation accuracy
for the datasets TUIDS, KDDCup and NSL-KDD as given in Table 8.22. Un-
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8.6. Experimental Results

Table 8.22: Comparison of Classification Accuracy

. PCC(%)
Dataset Supervised Unsupervised Outlier-based MLH-
Method Method | Method DS
Corrected KDD L 97.57 96.08 35.96 98.68
10% Corrected KDD 99.96 95.56 48.00 99.97
KDDTrain* 99.49 95.77 54.00 99.62
KDDTest* . 98.39 97.88 - 36.91 98.32
Packet Level 99.42 99.23 64.25 99.68
Flow Level 99.01 99.43 65.61 99.17
Portscan 98.31 99.16 67.50 98.94

Table 8.23: Average execution time of classification process (expressed in min-
utes)

Dataset Supervised Unsupervised Outlier-based MLH-
Method Method Method IDS
Corrected KDD 1.00 2.65 1.11 1.36
10% Corrected KDD 1.59 4.21 1.74 1.91
KDDTrawn* 0.41 1.07 0.45 0.67
KDDTest* 0.07 0.07 0.07 0.11
Packet Level 0.39 1.04 0.44 0.64
Flow Level 0.17 0.45 0.19 0.25
Portscan 0.14 0.35 0.15 0.21
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Chapter 8. Multi-Level Hybrid Method for. Anomaly Detection-

like the other supervised or unsupervised methods, it can detect both known
as well as unknown attacks.

The MLH-IDS method is also useful from the point of view of distributed
implementation to achieve of faster in intrnsion detéction. <An important
advantage of the MLH-IDS architecture is that it can be configured for any
number of known attacks. It helps minimize both space and time complexities
for each classifier. A comparison of average'execution times of classification
by the other methods proposed in Chapters 5, 6 and 7 is given in Table 8:23.
The MLH-IDS method includes additional communication overhead due to
transfer of unclassified data from one classifier to another. However, since all
the three classifiers run on a single machine in our experiments, it is negligible.

In Chapter 9, we present the conclusion of the thesis and a possible future

direction of our research in intrusion detection.
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.CHAPTER 9

Conclusion and Future work
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9.1 . ,Coenclusions

In this thesls 1 have rcported tour sxgmhcant contributions to detect network
emoma,hes usmg data Immng approaches supervmed detectmn unsuperwsed
detectlon outlier based rare type a,nomalv detection and hybrld anomaly de-
tection. Thc pnmary contern behind thesc ¢ontributions isto détect both
Krown as well as ‘unknown types of anomaliés with high defection accuracy’
and consequently with lot false positives. Accordingly, evaluated each of these
contributions using benchmark ‘and public intrusion datasets as well as real
life’ private intrusion datasets"

In supervised a,nomaly detectlon, I have contrlbuted an m(,remental clus-"
termg based detection method 'The method 1s tralned with labeled t1a1mng
data consisting of normal ‘and anomalous instancds. Profiles are created for
normal and rmomalmm classes using qumlar]fv measures. We have developed
two similarity measures and they aré applied for clustering thé training data
in generation of profile for the said clusters. The proximity measures have’
been established as-a metriclin terms. of standard properties. ‘The profiles
generated are used_ for classification’of test:data.” The method exhibits very-
good performance in comparison to its'several other counterparts for both
public benchmark and private intrusion datasets. The method presented also-
can be utilized for classification of any othér datasets from other domain.



Chapter 9. Conclusion and Future work

* In unsupérvised anomaly detection method, a clustering algorithm, k-pownt
is developed. The clustering algonthm performs grouping of testmg data into
normal‘and anomalous msta,nces on’basis of two snml&rlty measures and two
assumptions about the data. We have introduced two new similarity mea-
sures. The method has been established to be capable of detecting unknown
attacks. The effectiveness of this unsupervised method is established over
several benchmark and real life intrusion datasets.

In my third contribution, an outlier detection algorithm is developed: in-
cluding an outlier fact(?r using symmetric neighbourhood relationship. The
methoa is applied for anomaly detection and an outlier factor is computed for
eacﬁ instance. On basis of outlier factor and a predefined threshold value for
outlier factors, instances are identified as outlier with respect to the rest of
the instances. These outlier instances are meant by ‘anomalies’. The method
is established to be capable of detecting rare class attacks. I have rcported
the performance of evaluation of this method in detecting the U2R and ReL
attacks on two benchmark datasets and the results are very much comparable
with other competing algorithms. The method also his Been established to
be effective over three réal life private datasets.

. Classification accuracy of an individual classifier is nqtzkequa.l‘l‘y well for
classification of normal instances as well as all categories of attack.. There,
may have a possibility for using an appropriate, combination among multi-
ple good performing classifiers to, obtain high accuracy classification perfor-
mance for all categories of attack in a dataset. A multi-level hybrid intrusion
detection method (MLH-IDS) is developed in combination of three well per—
forming methods- CatSub %25, k-pomnt®® and outlier detectlon method ?*. The
method performed well for both known and unknown mtrusmn detection. The
method exhibits detectlon capability for both known and unknown attacks.
This method is evaluated with benchmark and captured real time 1I}t1u510n
datasets.h

Apart from these four major contributions, I have also reported : (i) An
exhaustive survey on:existing supervised, unsupervised,’ probabilistic, data
mining, knowledge .based and hybrid learning methods. Also. a detailed anal-
ysis of these methods in.terms of their prosrand cons is reported. (ii) Basics

of (a) networking, 1ts'software and hardware components, (b) anomalies, its
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sources, types and detection fundamentals. (iii) Fundamentals of various de-
tection approaches, their pros and cons and their evaluations and also the
generation of private intrusion datasets.

9.2 Future Wo'rk

The work contemplated in this thesis can be expanded and improved in a
number of different ways. Below, we enlist somé of ideas for future work.

e Feature selection is one of the important problem solving methods by
reduction of dimensionality in data with selection of features relevant
to the subject of searching information. This makes computation for
required mformation faster and comparatively easiet. The use of more
practical feature selection method in our proposed methods can improve
the detection accuracy.

° ‘Cluster labeling solves_the problem of classification of clusters, usually,
‘ by usipg the intérprqtation of physical properties of the clusters., The
clustming techniqueé merely group the data into clusters. The exact
. Or correct labeling of clusters is important for consistent operation of
the label in all clrcumstances In case of network anomaly detection,
the application of clustermg method is needed most often for unknown
attack detection. Thus, an efficient and faster cluster labeling method
is also equally important. An individual labeling method may not be
capable of providing correct labeling. Hence, the solution for correct
Jabel'mg may be with an ensemble approach of labeling methods.

3t

. In rare class attack detection outher mining method has immense capa-
bxhty Outliers are the mstances which do not obey the rules valid for
the majority of the instances. Hence, rare class attacks can be consid-
ered as outliers in summér@zation of all category attacks. A rough set
is related to working with a set on its boundary regions An attribute
based rough sets technique reduces the complexity of computation of
learning processes. It can eliminate the irrelevant or unimportant at-
tributes for efficient learning of experimental or knowledge discovery in
database. A fuzzy set theory stipulates to a mathematical framework
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that represent and treat imprecision, uncertainty, and approximate rea-
soning. A combined approach of rough set theory and fuzzy set theory
can provide a faster and efficient solution for rare category attack de-
tection by finding outliers. Feature selection improves classification by
searching for the subset of feature, which best cla&aﬁes the data. Thus,-
the rough set techniques can be applied for datd cleaning and feature
selection. ‘The filtered and feature selected data can be grouped into
approxirr}a,te clusters by use of fuzzy clustering methods.

Distributed denial-of-service (DDoS) attacks create an extremely large
threat to the Internet. One of our future goal is develop a method to
combat DDoS attacks by either enhancement of our proposed method
or introduce a new one. DDoS attacks are cooperative attacks in large-
scale. These attacks are launched from several of compromised hosts.
Each compromised host behaves as a legitimate source. This behaviour
invalidates many usual anomaly-based network attack detection tech-
niques. The only hope for detecting an efféctive DDoS attack is p%)ssﬂﬁle
from early detection of features which an attacker usually can not change
or impossible to modify, for instance, the percentage of new IP addresses
those seen by the victim machines2?. We have a piar‘x to work in this

direction for the purpose.

Furthermore, ensemble method for hybrid intrusion detection is another
future work. A multi-level hybrid intrusion detection is a combined net-
work anomaly approach for detection of known as well unknown attacks.
This approach combines supervised and unsupervised anomaly detection
methods in appropriate participation. In its ensemble approach, instead
of one supervised and one uns‘upervised meihod, more than one well
performing supervised and unsupervised methods can be cornbinedeor
the purpose of high accuracy attack detection. The challenging tasks for
ensemble based hybrid intrusion detection method are participation of
different methods, their appropriate (unbiased) combination, and faster
and high detection accuracy. '

It is also utmost. importance to carry out future research in detection of
application layer attacks viz., SQL injection, HTTP flooding. XSS at-
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tacks etc. These attacks are especially concerned with the vulnerability
exploitation in the application layer. Although, in most cases it focuses
as intrusion. For example, the causes of these intrusions may be the

vulnerabilities in the Web servers or browsers.

SQL injection is a common attack issue with web sites of relating to
database. The vulnerability of these web sites can be detected easily
and can be easily exploited. Thus, any web site or software which have
a minimal user base is prompted to be target of this kind of attack.

In cross site scripting (XSS) attack, attackers inject code into the web
pages which are created by the vulnerable and malicious web application.
On the client side, the attack code is executed with the advantages of
the vulnerable web server. Thus, poorly sanitized data is the root cause
of XSS vulnerability.
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