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REACTIVITY OF SOME BIO-ACTIVE NATURAL PRODUCTS AND 

THEIR SYNTHETIC ANALOGS TOWARDS BIO-MOLECULES: 

A MOLECULAR MODELING APPROACH 

ABSTRACT 

In the present thesis we have investigated structure and properties of two 

categories of organic bio-active molecules having antitubercular and antimalarial 

activities using several molecular modeling techniques. Density functional theory 

(DFT) based global and local reactivity descriptors have been utilized to study 

chemical reactivity and site selectivity of the molecules. We have theoretically 

verified the molecular structures of the established antitubercular drug isoniazid 

(INH) and pyrazinamide (PZA) with experimental data and predicted the 

molecular structure of a novel molecule, 2-methylheptylisonicotinate (MHI). 

Subsequently, reactivity of INH and PZA are compared with that of MHI and the 

comparison has been extended to a series of theoretically designed as well as 

synthetic derivatives of MHI. We also studied the mode of interaction of INH that 

involves binding of isoniazid-NAD adducts to the active site of Mycobacteriunz 

tuberculosis enoyl-ACP reductase (InhA) with docking and quantum 

mechanicslmolecular mechanics (QMIMM) approaches. We used DFT based 

reactivity descriptors alongwith some molecular mechanics (MM) parameters to 

investigate the antimalarial activities of artemisinin and some of its synthetic 

derivatives with quantitative structure activity relationship (QSAR) method. We 

also explored the geometrical parameters, electronic states and interaction energies 

of heme-artemisinin complexes to have an insight on their mode of interaction. 

The contents of the thesis are distributed into seven chapters. 
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Chapter 1: 

In this chaptcr we present a brief introduction of TB and malaria diseases as 

well as some of the important drug molecules used for their treatment. Theoretical 

works carried out in this field is also reviewed. 

World Health Organization (WHO) has identified TB, malaria and AIDS as 

the three primary diseases of poverty and declared TB as a global health 

emergency in 1993. TB is a common and often deadly infectious disease caused 

by M. tuberculosis. Approximately 8 million people are infected by TB worldwide 

which takes 2 million lives every year. Effective control of TB has not been 

successful mainly because of its lethal combination with AIDS, each speeding the 

other's progress and also because of the emergence of strains with multi drug 

resistance (MDR). Although children could be protected from TB by vaccination, 

no vaccine is available till date for providing reliable protection for adults. INH 

and PZA are two of the established drugs used for the treatment of TB. Structural 

features of these two antitubercular drugs are similar to that of MHI which is a 

novel compound isolated from the culture filtrate of Streptontyces sp. 201. 

Malaria, another infectious disease caused by the unicellular parasite 

Plasr?zodiunz sp., remains one of the world's greatest public health challenges. 

Malaria is widespread in 109 countries of tropical and subtropical regions, 

including parts of the Americas, Asia, and Africa. More than one million people 

die each year out of approximately 350-500 million cases of malaria. 

Artemisinin, isolated from the plant Artenzisia aruiua, and its synthetic derivatives 

have been increasingly used over the last two decades in the treatment of MDR 

malaria causes by Plasrnodiuvl falciparum. Molecular modeling techniques are 

very important for designing and developing new drug molecules with 

antitubercular and antimalarial activities. 

Chapter 2: 

This chapter provides the background of various computational methods 

such as molecular mechanics (MM), quantum mechanics (QM) and hybrid 

QM/MM used in the present work. We define various global and local DFT based 

reactivity parameters which are frequently used in this thesis to predict and 

compare activity of different antitubercular and anti malarial drug molecules. 

Importance of DFT based reactivity descriptors as well as some structural 
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parameters to develop QSAR equations for several drug molecules have been 

explained. 

The need of docking method to describe how two molecules fit together in 

a three dimensional space has been stressed. Using docking method it is possible 

to predict the structure of receptor ligand complexes where the receptor is usually a 

protein and the ligand is either a small molecule or another protein. 

Chapter 3: 

In chapter 3, we present the quantum chemical calculations performed to 

determine the structure and reactivity of two of the most commonly used 

antitubercular drug molecules, INH and PZA. Having found good agreement with 

the available experimental data for these two compounds, we extended DFT 

calculation to predict the properties of MHI which is a novel natural analogue of 

INH. DFT based reactivity descriptors global softness, global electrophilicity, 

Fukui function and philicity have been utilized to predict chemically active sites of 

these three compounds and compare their reactivity. Reactivity of few more 

synthetic and theoretically designed derivatives of MHI are also presented in this 

chapter. 

Chapter 4: 

In this chapter we investigate the most favorable sites of MHI, INH and 

PZA in M. tuberculosis enoyl-ACP reductase (InhA) using docking method. 

Interaction of INH-NAD (nicotinamide adenine dinucleotide) and PZA-NAD 

adducts with the active site of the enzyme are reported by performing docking as 

well as hybrid QMIMM techniques. The coordinates of INH-NAD adduct to InhA 

are taken from the Brookhaven Protein Data Bank (PDB code 1ZID) for docking 

calculation performed using AutoDock Vina. The most favorable docking in the 

active site of InhA is for MHI followed by INH and PZA. However, the docking 

of corresponding NAD adducts with InhA are energetically more favorable and 

follow the trend INH-NAD>PZA-NAD>NADH. The more relevant docked 

conformations are then used to compute the interaction energy between the ligands 

and the InhA cavity. Hybrid QMIMM calculations are carried out with QMERA, a 

program that is integrated with Materials Studio. 
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Chapter 5: 

Chapter 5 deals with the comparison of structure and chemical reactivity of 

artemisinin and some of its selected derivatives using conceptual DFT. We have 

used the D M O ~ ~  program for optimization of various derivatives of artemisinin. 

Calculated geometry of artemisinin is in good agreement with the available X-ray 

data. DFT based global reactivity descriptors such as global softness and global 

electrophilicity calculated at the optimized geometries are used to investigate the 

usefulness of these descriptors for understanding the reactive nature of the 

molecules. Local descriptors, Fukui function and philicity values successfully 

describe the reactive sites of the molecules which are in agreement with 

experimental results. Antimalarial activities of artemisinin derivatives against the 

chloroquine-resistant, mefloquine-sensitive Plusmodiunz falciparurn W-2 clone 

were investigated by QSAR analysis using DFT based descriptors as well as some 

molecular mechanics (MM) parameters. 

Chapter 6: 

In chapter 6, we focus on the interaction of artemisinin and its derivatives 

with heme. Artemisinin, a sesquiterpene lactone, possesses a unique structure 

among the natural products and its endoperoxide bridge is primarily responsible for 

the antimalarial activity. The interaction of the peroxide group with intracellular 

heme group of human hemoglobin constitutes the initial stage of the mechanism of 

action of artemisinin. We have performed a systematic study on interaction and 

geometrical arrangements of artemisinin with respect to heme by means of DFT 

calculations. Theoretically calculated geometrical arrangements of the heme- 

artemisinin complex are found to be in good agreement with available 

experimental results. Calculated values of interaction energies and electronic 

states have provided an insight on the mechanism of action of artemisinin with 

heme. 

Chapter 7: 

The salient conclusions derived in this thesis are summarized in this 

chapter. Important points emerging out of the present investigation are mentioned 

on the basis of the results of the work. 
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Abstract 

Tuberculosis (TB), malaria and AIDS are the three primary diseases of 

poverty' as identified by the World Health Organization (WHO). These three are 

the world's most devastating diseases that account for 10% of all deaths globally. 

They have a destructive impact particularly on the developing world. 

TB is a common and often deadly infectious disease causing new infections 

at a rate of about one per second2 and some 1000 deaths every day. Overall, one- 

third of the world's population is currently thought to be infected with T B . ~  

Effective control of TB has not been successhl mainly because of its lethal 

combination with AIDS, each speeding the other's progress and also because of the 

emergence of strains with multi drug resistance (MDR). So, the need for more 

efficient antitubercular agents to fight this disease is intensified. 

Malaria, another infectious disease caused by the unicellular parasite 

Plasmodium sp., remains one of the world's greatest public health challenges. Half 

of the world's population is at risk of malaria, and an estimated 243 million cases 

led to an estimated 863 000 deaths in 2008. Artemisinin, isolated from the plant 

Artemisia annua, and its synthetic derivatives have been increasingly used over the 

last two decades in the treatment of MDR malaria causes by Plasmodium 

faleiparum. 

An introduction of TB and malaria diseases as well as some of the 

important drug molecules used for their treatment is presented in this chapter. The 

importance of molecular modeling techniques in designing and developing new 

drug molecules and their utility in studying antitubercular and antimalarial drug 

molecules have also been briefly reviewed. 
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Tuberculosis 

TB is an ancient disease that has co-evolved with humans for many 

thousands of years, and perhaps for several million years.4 The oldest known 

human remains showing signs of TB infection are 9,000 years old.5 The WHO 

estimates that in 2008, globally there were 139 cases of TB per 100,000 

populations.6 The distribution of tuberculosis is not ,uniform across the globe. The 

highest number of infections is found in the African countries followed by many 

Asian countries. TB is less common in developed countries. Most of the 

estimated number of cases in 2008 occurred in Asia (55%) and Africa (30%), with 

small proportions of cases in the Eastern Mediterranean Region (7%), the 

European Region (5%) and the Region of the Americas (3%). The five countries 

that rank first to fifth in terms of total numbers of cases are India (1.6-2.4 million), 

China (1.0-1.6 million), South Africa (0.38-0.57 million), Nigeria (0.37-0.55 

million) and Indonesia (0.34-0.52 million). An estimated 35% of TB cases occur 

in India and China. 

Figure 1.1 Geographic distribution of TB in the world; Source:http:Nwww.cdc.gov/tb 

TB is a major public health problem in India that accounts for one-fifth of 

the global TB incident cases. Each year nearly 2 million people in India develop 

TB, of which around 0.87 million are infectious cases.7 It is estimated that 

annually around 330,000 Indians die due to TB. 



1.1.1 Symptoms and Transmission of TB 

Tuberculosis is caused by mycobacteria, usually Mycobacterium 

tuberculosis in humanx8 It was identified and described by Robert Koch in 1882. 

He was awarded theeNobel Prize in physiology or medicine in 1905 for this 

d i sc~very .~  The M. tuberculosis complex includes four other TB-causing 

mycobacteria: M. bovis, M. africanum, M. canetti and M. microti.I0 Unlike other 

bacteria which usually attack the lungs, M. tuberculosis can attack any part of the 

body such as the kidney, spine, and brain. If not treated properly, TB disease can 

be fatal. 

TB is a disease basically of those with low immunity. There are a number 

of known factors that make people more susceptible to TB infection. The most 

important of these is Human immunodeficiency virus (HIV) that causes acquired 

immunodeficiency syndrome (AIDS), a condition in humans in which the immune 

system begins to fail, leading to life-threatening opportunistic infections. HIV and 

TB form a deadly combination. Due to the weak immune system, an HIV-positive 

person gets co-infected with TB and ultimately dies of it. 

Along with population growth, poor nutrition has contribution to the strong 

link observed between tuberculosis and poverty." The risk of developing activz 

tuberculosis increases with severe malnutrition and its consequent damaging 

effects on the immune system, particularly in the developing world.I2 The main 

causes of TB in the people of the developed world are due to their weak immune 

systems compromised by immunosuppressive drugs or AIDS. 

There are some other sources of causing TB. Smoking more than 20 

cigarettes a day also increases the risk of TB by two to four times.') Diabetes 

mellitus is also an important risk factor for causing active TB in developing 

countrie~.'~ Persons exposed to possible indoor source of silica such as paint, 

concrete and Portland cement are vulnerable to silicosis and thereby become prone 

to the attack of TB. 

TB is a highly infectious disease. A person with active but untreated 

tuberculosis can infect 10-15 other people per year.2 When people suffering from 

active pulmonary TB, cough, sneeze, talk or spit, they expel infectious aerosol 

droplets of diameter 0.5 to 5 pm, into the air. A single sneeze can release up to 

40,000 such droplets.'5 Inhaling few of these droplets may transmit the disease, 



since the infectious dose of tuberculosis is very low and a person needs only to 

inhale less than ten bacteria.16 But people infected with TB bacilli do not 

necessarily become sick with the disease. In most people who breathe in TB 

bacteria and become infected, the body is able to fight the bacteria to stop them 

from growing. People with latent TB infection do not feel sick and do not have 

any symptoms. They are not infectious and cannot spread TB bacteria to others. 

However, TB bacteria become active if the immune system can't stop them from 

growing. Active TB bacteria can multiply in human body and make the person 

sick with TB disease. For persons whose immune systems are weak, especially 

those with HIV infection, the risk of developing TB disease is much higher than 

for persons with normal immune systems. Most infections in humans are latent 

infection, and about one in ten latent infections eventually progresses to active 

disease, which, if left untreated, kills more than half of its victims. 

1.1.2 Prevention and control of TB 

WHO developed a Global Plan to stop tuberculosis that aims to save 14 

million lives between 2006 and 2015.~ Since the only host of M tuberculosis is 

human, eradication would be possible by an effective vaccine." Two parallel 

approaches are adopted to prevent and control TB. In the first, people with TB and 

their contacts are identified and then treated. Identification of infections often 

involves testing high-risk groups for TB. The second approach is vaccination 

where children are usually protected from TB by it. 

1.1.2.1 Vaccination 

Although TB incidences were reduced in 1950s by the introduction of 

antimycobacterial chemotherapy and the widespread use of BCG vaccine,'* TB 

still remains a major international health problem which is likely to become even 

more alarming in the coming years due partly to TB deaths in HIV-infected 

patients and partly to the emergence of multidrug resistant strains of the M. 

tubercu~osis.~ 

The first genuine success in immunizing against tuberculosis was 

developed by Albert Calmette and Camille Guerin in 1906 called "BCG" (Bacillus 

Calmette-Guerin). BCG is the widely accepted vaccine by many of the countries 



as part of their TB control programs, especially for infants. According to the 

WHO, this is the most often used vaccine worldwide, with 85% of infants in 172 

countries immunized in 1993.~ However, BCG vaccination cannot be given to 

persons who are immunosuppressed (e.g., persons who are HIV infected) or who 

are likely to become immunocompromised (e.g., persons who are candidates for 

organ transplant). Although BCG provides some protection against severe forms 

of pediatric TB, no vaccine is available till date for providing reliable protection 

for adults. 

Several new vaccines to prevent TB infection are being developed. The 

first recombinant tuberculosis vaccine rBCG30, entered clinical trials in the United 

States in 2004, sponsored by the National Institute of Allergy and Infectious 

Diseases (NIAID).'~ Another promising TB vaccine, MVA85A, based on a 

genetically modified vaccinia virus is currently in phase I1 trials in South Africa by 

a group led by Oxford ~niversity.~'  Many other strategies are also being used to 

develop novel  vaccine^.^' In order to encourage further discovery, researchers and 

policymakers are promoting new economic models of vaccine development 

including prizes, tax incentives and advance market  commitment^.^^ 

1.1.2.2 Treatment of TB 

Treatment for TB uses antibiotics to kill the bacteria. Effective TB 

treatment is difficult, due to the unusual structure and chemical composition of the 

mycobacterial cell wall, which makes many antibiotics ineffective and hinders the 

entry of At present, the accepted treatment of tuberculosis is achieved by 

drugs involving a combination of the first-line anti-TB agents such as isoniazid 

(INH), rifampicin (RIF), ethambutol (EMB) and pyrazinamide (PZA). There are 

three main properties of antitubercular drugs: bactericidal activity, sterilizing 

activity and the ability to prevent resistance. The essential antituberculosis drugs 

possess these properties to different extents. INH and RIF are the most commonly 

used powerful bactericidal drugs active against all populations of TB b a ~ i l l i . ~ . ~ ~  

However, INH is never used alone to treat active tuberculosis because of quick 

development of resistance. PZA is only used in combination with other drugs such 

as INH and RIF in the treatment of M. tuberculosis. PZA in conjunction with RIF 

is a preferred treatment for latent tuberculo~is .~~ 



Unlike treating other bacterial infections, TB requires much longer periods 

of treatment (around 6 to 24 months) to entirely eliminate mycobacterium from the 

body.26 Latent TB treatment usually uses a single antibiotic, while active TB 

disease is best treated with combinations of several antibiotics, to reduce the risk of 

the bacteria developing antibiotic resistancee2' HIV-infected persons with either 

latent TB infection or active TB disease can be effectively treated with INH, PZA, 

and EMB. 

The Directly Observed Treatment Short-course (DOTS) strategy of global 

TB eradication program recommended by WHO was based on clinical trials 

carried out in the 1970s by Tuberculosis Research Centre, Chennai, India. 

Treatment with properly implemented DOTS has a success rate exceeding 95% 

and prevents the emergence of further multi-drug resistant strains of tuberculosis. 

Another program, called "DOTS-P~US"~~, included the treatment of MDR-TB arld 

was introduced by the WHO in 1998. 

Drug-resistant TB is a public health issue in many developing countries, as 

treatment is longer and requires more expensive drugs. Inconsistent or partial 

treatment of TB, when patients do not take all their medicines regularly for the 

required period because they start to feel better, because doctors and health 

workers prescribe the wrong treatment regimens, or because the drug supply is 

unreliable, is the main cause of Drug-resistant TB. 

Multidrug-resistant TB (MDR TB) is TB that is resistant to at least two c,f 

the best first-line anti-TB drugs, INH and RIF. The rise in HIV infections and the 

neglect of TB control programs have enabled a resurgence of tubercu l~s i s~~ 

resulting in the declaration of a global health emergency by the WHO in 1993 .~  

Every year, nearly half a million new cases of multidrug-resistant tuberculosis 

(MDR-TB) are estimated to occur ~ o r l d w i d e . ~  Extensively drug-resistant TB 

(XDR TB) is a relatively rare type of MDR TB where TB becomes resistant not 

only to first line drug but also to three or more of the six classes of second-line 

drugs.'' Patients with XDR-TB are left with treatment options that are less 

effective and more expensive leaving the poor people in the developing world with 

no or limited access to these  treatment^.^' 



1.1.3 Theoretical efforts in development of new antitubercular drug 

INH (isonicotinic acid hydrazide) is the most widely used antitubercular 

drug.24,32 In particular, it has been extensively used in the prevention of 

tuberculosis among both HIV-infected adults and children.33334 Interestingly, the 

antituberculotic activity of INH was recognized only in 195 13' though it was first 

synthesized in 19 1 2.36 Since then no alternative novel anti-tubercular 

chemotherapeutic agents of INH could be introduced. Much effort has been 

directed at unraveling the genome of M tuberculosis to identify new therapeutic 

targets. Thus cheap and effective chemotherapeutic agents with low toxicity are 

the needs of the hours. The lack of priority in the development of novel agents is 

in part due to a poor financial return on investment available from drugs primarily 

targeted for a disease which is considered as a 'Third World' problem. 

Understanding the mode of action is very important in developing a drug. 

Molecular modeling studies can be of primary importance to elucidate the 

mechanism of action of INH and to understand the INH dependent resistances. 

The information obtained can be useful in designing new drug molecules with 

better antitubercular activity. 

INH is a prodrug and needs activation by a bacterial catalase-peroxidase 

enzyme called  at^^^ that couples the isonicotinic acyl with NADH to form 

isonicotinic acyl-NADH complex. This complex binds tightly to 

ketoenoylreductase known as InhA, thereby blocking the natural enoyl-AcpM 

substrate and the action of fatty acid synthase. This process inhibits the synthesis 

of mycolic acid, required for the mycobacterial cell wall. A range of radicals are 

produced by KatG activation of INH, including nitric oxide38 which has also been 

shown to be important in the action of another antimycobacterial prodrug PA- 

824.39 On the other hand, PZA is largely bacteriostatic, but can be bacteriocidal cn 

actively replicating TB bacteria. PZA is a prodrug that stops the growth of M. 

tuberculosis. 

Considering the pharmacological relevance, worldwide uses of INH and the 

interest to further understand the details of reactivity, the molecular structure of 

INH have been investigated  theoretical^^^^-^^ by several groups of scientists. 

Recently, Borba et studied the structure, spectroscopy, and photochemistry of 

INH by low-temperature infrared spectroscopy and quantum chemistry 



calculations using density functional theory. The theoretical results were then used 

to interpret the IR spectra of the compound obtained under various experimental 

conditions. 

Favila et used a new DFT model called CHIH-DFT (Chihuahua- 

Heterocycles-Density Functional Theory) to calculate the molecular structure, 

infrared, UV spectra, chemical reactivity and electronic properties of few 

antitubercular compounds including INH and PZA. Cunha et carried out a 

computational study to locate the most energetically-favorable INH-KatG 

interaction modes. The analysis of the complex formed by KatG and INH during 

docking simulations was evaluated at ab intio level with QM/MM techniques. 

Several molecular modeling techniques such as docking and QSAR are 

utilized to study INH and analogues. Bonnac et carried out comparative 

docking experiments with INH-NAD adducts. In a recent article, Amos et 

reported their experiment supported by investigation using computational 

techniques to study the formation of an acyl radical as the active species from the 

oxidation of isoniazid. In a very recent article Merz, ~ r . ~ '  presented the 

computation of protein-ligand interaction energies. Apart from those, Pasqualoto 

et developed a 3D phannacophore model of INH analogues hydrazides from a 

4D-QSAR analysis. Subsequently, another 3D-QSAR was generated 

using the resulting hypothesized active conformations. 

1.2 Malaria 

The word malaria originates from the Italian word mal' aria which means 

'bad air'. Malaria is caused by infection with protozoan parasites belonging to the 

genus Plasmodium transmitted by female Anopheles species mosquitoes. Malaria 

is widespread in tropical and subtropical regions, including parts of the Americas, 

Asia, and Africa. Transmission of malaria depends mainly on climatic factors such 

as temperature, humidity, and rainfall. In such climatic conditions anopheles 

mosquitoes can survive and multiply and help malaria parasites to complete their 

growth cycle in the mosquitoes. 

Malaria is commonly associated with poverty, but is also a cause of 

poverty50 and a major hindrance to economic development. Because malaria 

causes so much illness and death, the disease is a great drain on many national 



economies. Since many countries with malaria are already among the poorer 

nations, the disease maintains a vicious cycle of disease and poverty. 

Resistance to anti-malarial drugs and insecticides, the decay of public 

health infrastructure, population movements, political unrest, and environmental 

changes such as global warming are contributing to the spread of ma~aria.~'  

Recent studies suggest that the number of malaria cases may double in next 

20 years if new methods of control are not devised and implemented.52 

1.2.1 History of Malaria 

Malaria has been known since ancient times. Man and Malaria seem to 

have evolved together. Malaria has infected humans for over 50,000 years.53 In 

many of the ancient Roman, Chinese, Indian and Egyptian manuscripts, malaria 

was mentioned. The symptoms of malaria were described in ancient Chinese 

medical writings of 2700 B C . ~ ~  Malaria may have contributed to the decline of the 

Roman ~ m ~ i r e , ~ '  and was so pervasive in Rome that once it was known as the 

"Roman fe~er" . '~  Malaria appeared in the writings of the Greeks from around 500 

BC. Hippocrates, "The Father of Medicine" and probably the first malariologist, 

described the various malaria fevers of man by 400BC. Malaria became widely 

recognized in Greece by the 4th century BC, and it was responsible for the decline 

populations in many cities. Charaka Samhita, one of the ancient Indian texts cn 

Ayurvedic medicine which was written in approximately 300 BC, and the Susruta 

Samhita, written about 100 BC, the symptoms of malarial fever were described and 

attributed to the bites of certain insects. Malaria was the most important health 

hazard encountered by U.S. troops in the South Pacific during World War 11, 

where about 500,000 men were infected.57 Sixty thousand American soldiers died 

of malaria during the North African and South Pacific campaigns.58 

Scientific studies on malaria made their first significant advance in 1880 

with the discovery of the parasites in the blood of malaria patients by Alphonsc 

Laveran. He identified and proposed this organism to be responsible for causing 

ma~aria .~ The malarial parasite was named as Plasmodium. Laveran was awarded 

Nobel Prize for Physiology or Medicine in 1907 for this and related discoveries. 

Later, it was established that mosquitoes were transmitting disease to and from 

humans.59 In 1898, Sir Ronald Ross working in the Presidency General Hospital in 
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Calcutta finally proved that malaria is transmitted by mosquitoes and for this work 

Ross received the 1902 Nobel Prize in ~ e d i c i n e ?  In fact, four Nobel prizes have 

been awarded for work associated with malaria: to Sir Ronald Ross (1902), Charles 

Louis Alphonse Laveran (l907), Julius Wagner-Jauregg (l927), and Paul Hermann 

Muller (1948). The main historical events of discovery of malaria parasites and 

their vectors have been thoroughly discussed by cox6' in a recent review. 

1.2.2 Global Scenario of Malaria 

According to the WHO, nowadays malaria is a tropical and parasitic 

disease that causes more deaths and socioeconomic problems in the world than 

AIDS. Each year, there are approximately 350-500 million cases of malariq6' 

killing between one and three million people, the majority of whom are young 

children in Sub-Saharan ~ f r i c a . ~ ~  According to the World Health Organization's 

World Malaria Report 2009 and the Global Malaria Action Plan 3.3 billion people 

(half the world's population) is at the risk of malaria in 109 countries and 

territories. Ninety eight percent of global malaria deaths occur in 35 countries (30 

in sub-Saharan Africa and 5 in Asia). The geographical distribution of malaria in 

the world is presented in Figure 1.2. 

Figure 1.2 Geographic distribution of malaria in the world 

Source: http://www.cdc.gov/malaria. 



1.2.3 Causes of Malaria 

There are four members of the Plasmodium genus that infect humans. 

Plasmodium vivax, Plasmodium ovule and Plasmodium malariae cause mild forms 

of malaria by destroying red blood cells in peripheral capillaries and thus causing 

anaemia that is not generally fatal. The parasite responsible for the vast majority 

of fatal malaria infections, Plasmodium falciparum, leads to severe infections and 

if not promptly treated, may kill patients in a matter of hours. The fifth species, 

Plasmodium knowlesi, that causes malaria in macaques in Southeast Asia, can also 

infect humans, causing malaria that is transmitted from animal to human 

("zoonotic" malaria).63 Malaria is transmitted by inoculation of sporozoites during 

a bite of an infected female mosquito, ~ n o ~ h e l e s . ~ ~  When a mosquito bites an 

infected person, a small amount of blood is taken, which contains malaria 

parasites. The parasite invades and develops within hepatocytes to release 

merozoites, which quickly invade erythrocytes to grow from "rings" to mature 

trophozoites, then to schizonts, and finally to release merozoites that invade more 

erythrocytes, repeating the cycle.65 Thus the parasite develops within the 

mosquito. About one week later, when the mosquito takes its next blood meal, 

these parasites mix with the mosquito's saliva and are injected into the person 

being bitten. Sometimes, transmission occurs by blood transfusion, organ 

transplantation, needle sharing, or congenitally from mother to fetus. After a 

period of between 2 weeks and several months (occasionally years) spent in the 

liver, the malaria parasites start to multiply within red blood cells, causing 

symptoms that include fever and headache. In severe cases the disease worsens 

leading to coma, and death. 

1.2.4 Control and treatment of malaria 

Despite more than a century of efforts to eradicate or control malaria, the 

disease remains a major and growing threat to the public health and economic 

development of countries in the tropical and subtropical regions of the world. 

Control of malaria is a difficult task as it involves three living beings: Man (the 

host), Plasmodia (the agent,), and Anopheles mosquito (the vector). 

The international efforts on malaria control started in the 1950s were 

initially successful in the late 50's and early 60's. But later the program failed 



globally because of various reasons such as the resistance of mosquitoes to 

insecticides used to kill them, the resistance of malaria parasites to drugs used to 

treat them, and administrative issues. Although malaria has been eliminated from 

many developed countries with temperate climates it is still a major health problem 

in many developing countries, in tropical and subtropical parts of the world. 

1.2.4.1 Vaccination 

A safe and effective vaccine would have been the easiest way to control 

this disease, but even after decades of search, that vaccine is still indefinable. The 

malaria parasite is a complex organism with a complicated life cycle and its 

antigens are constantly changing. Developing a vaccine to prevent malaria has not 

become a reality because of the complex life cycle of the parasite involving human 

and vector mosquitoes as well as its allelic diversity and antigenic variations. 

However, many scientists all over the world are working on developing an 

effective malaria vaccine and clinical trials with possible vaccines are currently 

happening. But the challenging task of producing a widely available vaccine that 

provides a high level of protection for a sustained period is yet to be met66 and as 

such a completely effective vaccine is not still available. The first promising 

studies demonstrating the potential for a malaria vaccine were performed in 1967 

by immunizing mice.67 Since the 1970s, there has been a considerable effort to 

develop similar vaccination strategies within humans. It was determined that an 

individual can be protected from a P. falciparurn infection if they receive over 

1,000 bites from infected, irradiated mosquitoes.68 In fact, the first malaria vaccine 

that has undergone field trials is the SPf66, developed by Manuel Elkin Patarroyo 

in 1987. During phase I trials a 75% efficacy rate was demonstrated and the 

vaccine appeared to be well tolerated by subjects and immunogenic. The phase IIb 

and 111 trials were less promising, with the efficacy falling to between 38.8% and 

60.2%. However, the efficacy of Patarroyo's vaccine has been disputed with some 

US scientists concluding in The Lancet (1997) that "the vaccine was not effective 

and should be dropped" while the Colombian accused them of "arrogance" putting 

down their assertions to the fact that he came from a developing country. 

Among the malaria vaccines being developed, the RTS,S/AS02A vaccine is 

the candidate hrthest along in vaccine trials.69 This is the first of the current 



generation of malaria vaccines that has reached upto Phase 111 testing.70 The 

vaccine has a promising safety profile with more than 50% efficacy in reducing 

episodes of clinical malaria in children 5 to 17 months old in earlier testing, and 

can be administered together with the package of vaccinations routinely given to 

African children. However, hrther research will delay this vaccine from 

commercial release until around 201 I . ~ '  A Phase 111 trial of the world's most 

clinically advanced malaria vaccine candidate was launched in Kisumu, Kenya, in 

July 2009.~' 

Notwithstanding serious efforts, a successful malaria vaccine is yet to be 

found, although one is in advanced clinical trials.72 Therefore, development of new 

antimalarials is crucial to the control and management of the disease. An 

international effort73 was launched in 1996 to sequence the P. falciparum genome 

with the expectation that the genome sequence would open new avenues for 

research. The sequencing P. falciparum genome was completed in 2 0 0 2 , ~ ~  and 

hopefully, this knowledge will provide targets for new drugs or vaccines. 

1.2.4.2 Treatment of Malaria 

Malaria has traditionally been treated with quinolines such as chloroquine, 

quinine, mefloquine, and primaquine and with antifolates such as Fansidar 

(sulfadoxinepyrimethamine). Chloroquine is the prototype anti malarial drug, most 

widely used to treat all types of malarial infections. It is also the cheapest, time 

tested and safe anti malarial agent. Most of the drugs for the treatment of malaria 

are derivatives of quinoline and acridine. 

As early as 16th century, natural products gained wide acceptance in 

treatment of malaria, when the therapeutic action of the bark of cinchona tree was 

observed by indigenous people from South America. The active compound 

quinine isolated in 1820 was mainly used for malaria until other synthetic 

antimalarials were developed. Two of the important antimalarial drugs were 

derived from plants: quinine from the cinchona tree and artemisinin from the 

Qinghao plant. It is interesting to know that some of the important antimalarial 

drugs were developed under the influences of wars. Chloroquine resulted from the 

World War 11. Mefloquin resulted from the Vietnam War on the American side, as 

a result of research into newer anti malarials, to protect the American soldiers from 



the multi drug resistant falciparum malaria. Artemisinin also resulted from the 

Vietnam War as a result of large-scale research launched by the Chinese 

Government. However, resistance to antimalarial drugs is proving to be a 

challenging problem in malaria control in most parts of the world. The incidence 

of malaria is dramatically increasing since many P. falciparum strains are now 

resistant to widely-used drugs like ~hloro~uine .~ '  Since early 60s the sensitivity of 

the parasites to chloroquine, the best and most widely used drug for treating 

malaria, has been on the decline. Most of the strains of P. falciparum have become 

resistant to chloroquine and other traditional antimalaria~s,~~ and this demands 

further research works to be carried for the discovery of new drug molecules. The 

appearance of resistant strains of falciparum to some of those drugs has made it 

necessary to perform further investigation of new classes of compounds which 

might have effective action against them.77q78 Newer antimalarials were discovered 

in an effort to tackle this problem, but all these drugs are either expensive or have 

undesirable side effects. Moreover, after a variable length of time, the parasites, 

especially the falciparum species, show resistance to these drugs. 

Artemisinin,isolated from Artemisia annua, have been used in traditional 

Chinese herbal medicine.79 The crystalline active principle component artemisinin 

(qinghaosu) was isolated in 1972" and it was found to be far superior to any 

available alternatives at that time. In particular, they have the ability to rapidly kill 

a broad range of asexual parasite stages at safe concentrations. The risk of 

resistance was thought to be low because of their very short half-life. These 

discoveries coincided with the appearance and spread of resistance to all the other 

major classes of antimalarials. As a result, artemisinin was picked up as the first- 

line antimalarial treatment worldwide. Nowadays, artemisinin, as well as some of 

its derivatives are the most promising class of compounds and rapidly acting 

antimalarial drugs at hand8' for the treatment of drug-resistant malaria. 

Artemisinin and its derivatives are the only group of compounds that are 

still effective against drug-resistant strains of malaria and thus the development of 

new antimalarial drugs is essentially based on these compounds. Artemisinin 

compounds have a different mode of action compared to other antimalarial drugs 

as a consequence of their unusual structures. This may be the possible reason why 

artemisinin compounds are still effective, while the others are not. Artemisinin is a 



sesquiterpene lactone with an endoperoxide group, and their unusual 1,2,4-trioxane 

ring system has been proven to be critical for the antimalarial activity.82 This 

unusual compound has a sesquiterpene lactone peroxide, unlike most other 

antimalarials, lacks nitrogen-containing heterocyclic ring systems and was found to 

be a superior plasmocidal and blood schizontocidal agent to conventional 

antimalarial drugs without obvious adverse effects in patients.80'83 

1.25 New Antimalarials and Artemisinin 

Artemisinin is obtained from Artemisia annua, with a maximum yield of 

0.1%. Most of the active compound is found in the leaves and flowering topes of 

the plant, the highest yield being obtained just before flowering. The plant can be 

grown in many places but it shows peculiar behavior as all the plants may not yield 

artemisinin. Special agricultural conditions must be maintained for the plant to 

synthesize the product. Plantations in North Vietnam, mainly in the vicinity of 

Hanoi give best results with the highest content of artemisinin. Studies on 

artemisinin production requirements conducted in China, India, Europe and USA 

indicate that yields vary between 0.01 and 0.17% (wlw), depending on plant 

variety, cultivation conditions, harvest season and locality. In India, artemisinin is 

reported to have been isolated to the extent of 0.17% (wlw) from Artemisia annua 

plantation around ~ u c k n o w . ~ ~  Total synthesis and biochemical synthesis of 

artemisinin have also been demonstrated, but these routes are economically 

unattractive being very complicated with low yield, and, therefore, are not viable 

as the mainstream source of artemi~inin.~' 

The combination of outstanding biological activity, an interesting chemical 

structure (having promising prospects as a lead compound) and low yields of 

artemisinin from natural sources prompted scientists all over the world to search 

for new synthetic routes for artemisinin and related compounds.86 However, the 

practical values of artemisinin as an antimalarial drug, nevertheless, are impaired 

by its poor solubility either in oil or water; the high rate of parasite recrudescence 

after treatment, and its poor oral a~tivity.~' The search for more effective and 

soluble drugs is still going on and a number of derivatives of the present drug have 

been prepared. Reduction of artemisinin to dihydroartemisinin (DHA) has in turn 

led to the preparation of a series of semisynthetic first-generation analogues which 



include artemether, arteether, water soluble sodium artesunate and sodium 

artelinate. These semisynthetic derivatives are more active than artemisinin and 

are currently the drugs of choice for the treatment of malaria caused by multidrug- 

resistant P. f a l c i p a r ~ m . ~ ~  The current developments of artemisinin and its 

derivatives including its dimers, trimers and tetramers, as potential 'leads' for anti- 

malarial and anticancer drugs have been reviewed very recently.89 

To minimize the risk of artemisinin resistance the WHO recommended to 

use this in combination with other antimalarials as artemisinin combination 

therapies (ACTS).~' ACTS are the first-line treatments for uncomplicated P. 

falciparum malaria in most malaria-endemic countries. Recently, partid 

artemisinin-resistant P. falciparum malaria has emerged on the Cambodia- 

Thailand border. Exposure of the parasite population to artemisinin mono- 

therapies in sub-therapeutic doses for over 30 years, and the availability of 

substandard artemisinins, have probably been the main driving force in the 

selection of the resistant phenotype in the region. The current status of artemisinin 

resistance has been reviewed recently by Dondorp et If this resistance were 

to spread, it would be devastating for malaria control efforts worldwide. The 

enormous challenge for the international community is how to avert this 

catastrophe and preserve the effectiveness of this anti malaria^.^^ 
The emergence of drug resistance to most of the available antimalarials has 

worsened the global malaria situation, which necessitates search for novel 

antimalarial drugs. Only a few compounds belonging to a new class of 

antimalarial drugs, including aminoalcohols (mefloquine, halofantrine, 

lumefantrine), sesquiterpene trioxanes (artemisinin derivatives), and 

naphthoquinones (atovaquone) have been developed for clinical usage93 in the past 

two decades. Many approaches to antimalarial drug discovery currently being 

deployed cover optimization of therapy with available drugs including combination 

therapy, developing analogs of the existing drugs, evaluation of potent agents from 

natural products especially plants, use of compounds originally developed against 

other diseases, and evaluation of drug-resistance reversers (chemosensitizers) as 

well as new chemotherapeutic targets.94 Recently through rational drug design 

approach, single hybrid molecules with dual functionality and/or targets have been 

developed as novel antimalarial drugs possessing no or minimum But 



none of these hybrid molecules have reached clinical application so far.97 One of 

the challenges of future malarial chemotherapy is to develop compounds that are 

innovative with respect to the chemical scaffold and molecular target.98 

Quinine from Cinchona trees provided the lead for the discovery and 

development of synthetic aminoquinolines. 966,99 Likewise, the discovery of 

artemisinin from the Chinese herb Artemisia annua has served as a template for 

development of semi-synthetic artemisinins including artesunate and artemether, 

which are being used extensively in ACT against drug-resistant malaria.92 The 

commercial availability of artemisinin (and hence its semi-synthetic derivatives) is 

limited by the fact that it is a natural product from Artemisia annua. Today, no 

fully synthetic peroxidic antimalarial drug has been made available for clinical 

application, which is unfortunate because of limitations associated with artemisinin 

semi-synthetics. The limitations include chemical (availability, purity, and cost), 

bio-pharmaceutical (poor bioavailability and limiting pharmacokinetics), and 

treatment (non-compliance with repeated regimens and recrudescence) issues that 

limit their therapeutic As a result, extensive research into synthetic 

endoperoxide antimalarials drugs has been undertaken in the last 15 years to 

produce molecules that are structurally simpler and synthetically accessible with a 

projected low cost of goods.'0' 

Parallel to the experimental research, theoretical methods have also 

contributed significantly in understanding the properties of these molecules and the 

mechanism of actions. In the following section the theoretical works carried out 

on some of these molecules have been briefly highlighted. 

1.2.6 Theoretical efforts in development of new antimalarial 

The artemisinin family of molecules has been extensively studied to 

elucidate its mechanism of action as an antimalarial and to develop more potent 

and selective antimalarial agents. '02,'03 The detailed mechanism of artemisinin 

action is still not clear.Io4. An essential feature of artemisinin (and analogous 

molecules) activity is hypothesized to be the presence of a peroxide bridge, which 

forms a bond with a high valence non-heme iron molecule, leading to generation of 

free radicals.Io2 Theoretical investigations dealing with the mechanism of 
82,105 trioxanes artemisinin were initiated by Gu et al., followed soon by several 



other quantum-chemical studies. 106-109 Pereira et a1. ' I 0  performed DFT calculations 

at B3LYPl6-3 1G** level to investigate probable mechanisms of decomposition of 

artemisinin. The results of DFT calculations have been correlated to antimalarial, 

anticancer, antiangiogenic and neurotoxicity activities of artemisinin and to its 

thermal, electrochemical, photochemical and spectroscopic properties. 

Computational and QSAR studies of drugs molecules provide insights in 

unraveling their mechanisms of action and guidelines for the syntheses of new 

derivatives with improved efficiency. A number of QSAR studies have been 

reported for prescreening of prospective artemisinin analogs for antimalarial 
activity.77,1 1 1-1 14 

In the following chapter, we have presented a brief introduction to 

computational methods namely molecular mechanics, Hartree-Fock, density 

functional theory and QMJMM methods used in this thesis. We also discuss how 

DFT based reactivity descriptors can be utilized in deriving efficient QSAR 

equations. 
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2.1 Computational Chemistry 

Computational chemistry is a branch of chemistry that uses mathematical 

methods for the calculation of molecular properties or simulation of molecular 

behavior.' The term computational chemistry is usually used when a sufficiently 

well developed mathematical method from theoretical chemistry is incorporated 

into efficient computer programs for representation of realistic molecular structures 

and associated physical and chemical properties that are difficult to acquire 

experimentally. Although very few aspects of chemistry can be computed exactly, 

most of them can be described either qualitatively or in an approximate 

quantitative way using computational chemistry and the results normally 

complement the information obtained by chemical experiments. The computational 

chemistry combines all numerical methods based on molecular mechanics (MM), 

molecular dynamics (MD), Monte Carlo (MC) and quantum mechanics (QM) 

employed for prediction of the structure, electronic and other properties of 

 material^.^‘^ 
With the rapid development of computer science, computational chemistry 

is being widely used in various fields. These include establishing correlations 

between chemical structures and properties, designing molecules that interact in 

specific ways with other molecules (e.g. drug design and catalysis) etc. Although 

the developments in experimental techniques have enabled us to obtain highly 

accurate information of drug molecules, most of the techniques are very expensive 

and it is difficult to make trials-and-errors in experiments for designing new drug 

molecules. Computational chemistry may play a significant role in tailoring and 

designing drug molecule in a "green chemistry" way. 



The basic principle of these simulations is the accurate determination of the 

total energy of an investigated system. Molecules consist of nuclei and electrons. 

Computational chemistry often attempts to solve the non-relativistic Schrodinger 

equation, with added relativistic corrections. Solving the Schriidinger equation 

either in its time-dependent or time-independent form is practically possible only 

for very small systems. Therefore, to study large molecules, approximate methods 

are frequently adopted for lesser computational cost. Large molecules can be 

studied by semi-empirical approximate methods. Another popular approximate 

method used to treat molecules with moderate number of atoms is density 

functional theory (DFT).~ Larger molecules like protein, DNA etc can be 

efficiently treated with the help of molecular mechanics (MM) method. In the 

hybrid QMIMM methods, the active site of a large chemical system is treated 

quantum mechanically (QM), and the rest of the environment is handled by MM 

method. 

In this thesis we have used various computational methods such as 

molecular mechanics (MM), quantum mechanics (QM), density functional theory 

and hybrid quantum mechanics/molecular mechanics (QMIMM). These methods 

along with docking and quantitative structure activity relationship (QSAR) 

techniques that have been extensively used in the thesis are discussed briefly in the 

following sections. 

2.1.1 Molecular Mechanics 

Molecular mechanics can be used to compute the energy of systems 

containing a large number of atoms, such as molecules or complex systems of 

biochemical and biomedical interest. In contrast to quantum mechanics, molecular 

mechanics, which is based on Newtonian mechanics, simply ignore the motion of 

the electrons and compute the energy of a system only as a function of the nuclear 

positions. However, the electronic components of the system are included 

implicitly by adequate parameterization of the potential energy function. The set 

of equations and parameters which define the potential surface of a molecule is 

called force field. 



Molecular mechanics considers a molecule to be a collection of masses 

interacting one with each other through harmonic forces. Thus, the atoms in 

molecules are treated as ball of different sizes joined together by springs of 

variable strength and equilibrium distances (bonds). This simplification allows to 

use molecular mechanics as a fast computational model applicable to molecules of 

any size. 

The main advantage of MM is its inexpensive computational requirements: 

both in computation time and memory. Hence, small molecules as well as large 

bio-molecules with many thousands of atoms can be studied with MM. The main 

limitation of MM is its dependence on the parameterization for accuracy: the 

method is applicable only for a limited class of molecules for which the force field 

is parameterized. Secondly, molecular mechanics methods cannot be applied for 

the systems where electronic effects are prominent. For example, the process 

involving bond formation or bond breaking cannot be described by this method. 

2.1.2 Quantum Chemical Methods 

Quantum chemistry is based on the principles of quantum physics first 

developed in 1920's by pioneers of modern physics namely Heisenberg, Bohr, 

Sommerfeld, Born, Pauli, Schrodinger and Dirac. Quantum chemistry is 

concerned with finding the eigenfunctions and eigenvalues of the time independent 

Schrodinger equation. l o  

In Quantum mechanics, nuclei are arranged in the space and the 

corresponding electrons are spread all over the system in a continuous electronic 

density. One of the complications in solving Schrodinger equation is that the 

motion of the electrons and nuclear particles are coupled. Since the mass of a 

nucleus is thousands of times greater than that of an electron their relative motion 

can be approximately regarded as independent. The Born-Oppenheimer 

~ ~ ~ r o x i m a t i o n " ~ ' ~  separates the motion of electrons and nuclei by expanding the 

total molecular wave fbnction as a product of electronic and nuclear wave 

hnctions. 



The electronic structure and total electronic energy of atoms, molecules and 

crystals can be obtained by solving the time-independent, non-relativistic 

Schrodinger equation. The short-hand form for the time-independent, non- 

relativistic Schrodinger equation is: 

HY~ = E I Y l  (2.1 ) 

where H is the molecular Hamiltonian operator, Yl  is the total wavefunction of 

the i-th electronic state and El is the corresponding energy eigenvalue of the 

system of interest. 

The Hamiltonian ( H  ) provides a complete representation of all interactions 

between the nuclei and electrons in a molecule. It can be expressed as: 

The first quantity on right hand side of equation (2.2) accounts for the kinetic 

energy of electron i, the other terms account for the potential energies, including 

attractions between electron i and nuclei A separated by a distance of RAl; 

repulsions among electrons i and j ;  repulsions among nuclei A and B of atomic 

numbers ZA and ZB separated by a distance of RAB. 

However, exact solution to the Schrodinger equation is not possible even 

for the smallest systems. The available solutions of the Schrodinger equation are 

approximate due to mathematical and computational complexities and the CPU 

time is exponential to a high power of the number of electrons. 

Quantum chemical methods can be divided broadly into two classes: semi- 

empirical methods and non-empirical (ab initio, DFT etc.) methods. However, the 

goal of either method is to obtain the wave function of orbital @(r) occupied by 

each electron, the eigenvalue (or orbital energy) E ,  corresponding to that orbital, the 

total energy El,, and the atomic force F on each atom by solving the Schrodinger 

wave equation. In Semi-empirical methods, only the outer or valence electron 

orbitals are calculated. The inner electrons are considered to be less importance 

for the chemical properties, and usually are parameterized empirically. Semi- 

empirical methods neglect many of the differential overlap approximations while 

the non-empirical methods evaluate all overlap integrals. Some of the most 

popular methods of this category are: complete neglect of differential overlap 



(CNDO), intermediate neglect of differential overlap (INDO), modified 

intermediate neglect of differential overlap (MINDO), modified neglect of 

diatomic overlap (MNDO), Austin model 1 (AM1) and Parametric model 3 (PM3). 

Ab initio roughly translates in this context as "from first principles". The methods 

are based on the use of the full Schrodinger equation to treat all the electrons of a 

chemical system. Most of the a b  initio calculations are based on the wave function 

based Hartree-Fock (HF) '~  method. In HF method, an approximate solution to the 

non relativistic time-independent electronic Schrijdinger equation is obtained for 

the rigorous calculation of molecular electronic structure. It basically extends a 

Born-Oppenheimer type approximation to separately consider each wave function 

(Hartree's theory) but tries to account for average field of electron repulsion 

(Fock's integrals). Other commonly used methods, MP2 (second order Msller- 

Plesset perturbation theory), MP3, etc treat electron correlation more accurately.14 

Most of the ab initio methods produces better results but does so at a fairly high 

computational cost.'' Therefore they are rendered impractical for the calculation 

with relatively large molecules. 

2.1.2.1 Density Functional Theory 

An alternative approach to the MPn methods is DFT. It is not strictly an ab 

initio method, since it includes a few empirically derived parameters. DFT can 

achieve quite accurate results with only a modest increase of computation time.I6 

The method was presented by Hohenberg, Kohn and Sham in two famous 

 article^.^"^ Although the theory was proposed in 1964, it had no large impact on 

the physics community and only in the last twenty years the method has really 

gained importance due to the development of new and accurate exchange- 

correlation potentials. The increase in computing power has revealed the full 

power and the range of applicability of the method and consequently in 1998 

Walter Kohn was honored the Nobel Prize in chemistry for the development of 

density functional theory. 

DFT provides an alternative way to solve the Schrodinger equation. The 

traditional quantum chemical methods are based on the wavefunctions. However, 

DFT is an entirely different approach that involves expressing the energy of a 

system as a functional of the electron density, P , rather than of a wavefunction, Y .  



The electron density is the centraI quantity that aIIows to describe all ground state 

properties. As such, DFT provides a sound basis for the development of 

computational strategies for obtaining information about the energetics, structure, 

and properties of molecules (and atoms) at much lower costs than traditional 

ab initio wave function techniques. 

The first Hohenberg-Kohn theorem1' demonstrates that the electron density 

p ( r )  determines both the number of electrons and the external potential. As the 

number of electrons and the external potential determine the molecular 

Hamiltonian, and the Hamiltonian determines the energy of the system (via 

Schrodinger equation), p ( r )  ultimately determines the system's energy and all 

other molecular properties. The energy E can then be written as a functional 

ofp( r )  . 

E = ~b(rll (2.3) 

Thus, the ground state properties of a many-electron system can be uniquely 

determined by an electron density that depends on only 3 spatial coordinates. It 

lays the groundwork for reducing the many-body problem of N electrons with 3N 

spatial coordinates to 3 spatial coordinates, through the use of functionals of the 

electron density. This theorem can be extended to the time-dependent domain to 

develop time-dependent density functional theory (TDDFT), which can be used to 

describe excited states. 

The second H-K theorem defines an energy functional for the system and 

proves that the correct ground state electron density p ( r )  minimizes this energy 

functional E[ p ( r )  1. It ensures that a variational principle for the energy functional 

can be applied for obtaining p(r)  . 

There exists a one-to-one correspondence between the electron density of a 

system and the energy. The ground-state density p ( r )  uniquely determines the 

external potential v(r) and also the ground-state wave function Y(p). 

Consequently, every observable quantity of a quantum mechanical system is 

determined by the electron density alone. In other words, all observables of a 

many electron system are unique functionals of the electron density. 



2.1.2.1.1 The Kohn-Sham Equations 

The introduction of the electron density as the basic carrier of information, 

as opposed to the wave function in the conventional approach, was further 

developed by Kohn and sham.I8 DFT calculations can be performed very 

conveniently in terms of single particle orbitals within the Kohn-Sham formalism. 

The Kohn-Sham scheme expresses the ground state density of the 

interacting particles of a molecular system in terms of the orbitals of non- 

interacting particles moving in an effective external potential Vex,. The expression 

for ~ [ p l c a n  be divided in several parts: 

~bI=~sbI+~ex,bl+~cbI+~,bI (2.4) 

Ts refers to the kinetic energy of the system of non-interacting electrons. E,,, is the 

classical Coulomb energy of the electrons moving in the external potential Vex,, Ec 

the classical energy due to the mutual Coulomb interaction of the electrons and Exc 

contains everything else that was not accounted for yet, that is exchange energy, 

correlation energy and the difference between the true kinetic energy and the 

kinetic energy of the system of non-interacting electrons. The search for a better 

and better exchange correlation potential turned the DFT method into an accurate 

and rapid method. 

However, because the exact force of xc potential is not available in DFT, in 

order to solve the KS equations an approximation for the xc potential v,,(r) is 

required. This xc potential should contain all the many-body effects. Currently, 

many different v,,(r) functionals have been proposed for practical applications. 

The important approximations are the local density approximation (LDA), '~ in 

which it is assumed that, locally, the quantum system under study can be 

approximated by a homogeneous electron gas. Although this might not seem 

appropriate for real atoms and molecules, the LDA has been remarkably successful 

for some systems. 

More recently, the generalized gradient approximations (GGA) have been 

developed.20 Although the chemical consequences of gradient corrections for 

correlation are relatively small compared to their exchange c ~ u n t e r ~ a r t s , ~ '  the 

accurate estimation of correlation energy in GGA has also received considerable 

attention. Instead of taking only the electron density into account, as in the LDA, 



the gradient of the density is also considered in GGA. This has led to important 

improvements in accuracy with respect to the LDA. The most popular correlation 

hnctionals are the LYP (Lee, Yang, and Parr), which includes both local and non- 

local terms,22 the P86 (Perdew 1986) func t iona~ ,~~  and the PW91 (Perdew and 

Wang 199 1) f ~ n c t i o n a l . ~ ~  

2.1.2.2 DFT based reactivity descriptors 

Many of the chemical phenomena can be understood and predicted by some 

theoretical quantities that have a direct relationship with the characteristic sets of 

important chemical properties. These quantities are, in general, called descriptors. 

The reactivity descriptors are very much relevant to the reactivity of the molecular 

systems and are intended to provide a qualitative and semi-quantitative measure of 

the extent to which a particular site will be affected in a given condition. There are 

many such descriptors and all of them have their own merits and demerits. Here, 

we present the theoretical background of the DFT-based descriptors, such as 

chemical potential, hardness, softness, Fukui function and their derivatives. 

The prime objectives for the formulation of these reactivity descriptors are 

essentially to quantify and analyze the conceptually important quantities such as 

chemical reactivity, selectivity and stability of the molecular systems from a 

general theoretical framework. There have been numerous works in this field 

bringing out the usefulness of these descriptors in generalizing the chemical 

reactivity problems within the framework of DFT. 9.25-35 In a very recent article, 

Roy et have reviewed the use of DFT based reactivity descriptors to predict 

the regioselectivity of large biomolecular systems. 

2.1.2.2.1 Global reactivity descriptors 

Density functional theory provides a framework to discuss reactions in 

terms of change in number of electrons (N) or change in external potential v(r) due 

to nuclei. The first derivatives of ~ ( p ) w i t h  respect to the number of electron N 

under the constant external potential v(r) is defined as the chemical potential p 



The physical meaning of chemical potential in DFT is that it measures the 

escaping tendency of an electron cloud. It is constant in three dimensional spaces 

for the ground state of an atom, molecule or solid and equals the slope of E versus 

N curve at constant external potential.37 It is important to note that chemical 

potential is exactly identical with the definition of one of the important concepts, 

electronegativity and p equals minus the electronegativity x .38 

The corresponding second derivative of energy with respect to N, keeping 

the external potential or the nuclear charge fixed is called the Global 

hardness (7) .39 

The global softness is the inverse of global hardness with a factor 112: 

Thus, the parameter hardness is interpreted as the resistance of the chemical 

potential to change in the number of electrons or resistance to deformation or 

change. The minimum value of hardness is zero and it corresponds to the 

maximum softness. Chemical potential, hardness and softness are obtained by 

averaging over atomic or molecular space. Hence, these are called as global 

reactivity descriptors (GRD). 

By applying finite difference approximation the global hardness and 

softness can be expressed in terms of the ionization potential and electron affinity. 

Using Koopmans' theorem IE and EA can be approximated as negative of 

EHUMu and EL,,,, respectively and thus, p and q can be written in terms of 

EmM0 and EL,,, as 40: 



Here it is essential to note that the hardness now represents half of the energy gap 

between HOMO and LUMO. 

Parr et a t '  defined a specific quantity of a chemical species, 

electrophilicity index ( a ) ,  which is expressed as the square of the 

electronegativity divided by its chemical hardness. This quantity is found to be 

useful in predicting the extent of partial electron transfer that contributes to the 

lowering of the total binding energy by maximum flow of electrons. 

2.1.2.2.2 Local reactivity descriptors 

Global reactivity descriptors can not identify the reactive part or site of a 

molecule that has the high tendency to undergo chemical reactions. For this 

purpose, appropriate local reactivity descriptors need to be defined. In particular, 

three local properties are of great interest, namely, the Fukui function f(r), the local 

softness s(r) and the local hardness ~ ( r ) .  

The Fukui function f (r)  is formally defined by Parr and  an^^^ as the 

derivative of electron density with respect to the total number of electrons N in the 

system, at constant external potential v(r) , 

where, p(r) is the electron density. Fukui function is a reactivity index for orbital 

controlled reactions, the larger the value of the Fukui function, the higher the 

reactivity. It reflects the component of chemical reactivity that is conveyed 

through the charge transfer between systems. Using left and right derivatives with 

respect to the number of electrons, electrophilic and nucleophilic Fukui functions 

can be defined. To describe site selectivity or reactivity of an atom in a molecule, 

it is necessary to condense the values of Fukui function around each atomic site 

into a single value. This can be achieved by electronic population analysis. Thus 



for an atom k in a molecule, depending upon the type of electron transfer, we have 

three different types of condensed Fukui function (fl) , (fi) and (f:) which 

correspond to electrophilic, nucleophilic and free radical attack, respectively. 

f,' = ~ k ( ~ + l ) - ~ k ( ~ )  (2.15) 

f: = b k ( ~ +  ' ) - P ~ ( N - ~ ) ] / ~  (2.17) 

Here, pN (r ) ,  p,,, (r) and pN-, (r) are the electron densities of the N, N+ 1 and N-1 

electron systems, respectively. 

The Fukui function (f,'), represents the way the electron density, p ( r ) ,  

changes as the number of electrons increases from N to N + 1 at constant external 

potential, v(r). Likewise, the Fukui function if;), represents the way the 

electron density changes as the number of electrons decreases from N to N -1 at 

constant external potential. 

At the point r, (f,') and (f;) are direct measures of reactivity toward 

nucleophilic and electrophilic attack, respectively. That is, regions where (/;) is 

large capably stabilize additional electron density and hence are especially reactive 

towards electron-rich reactants. Regions where (I;) is large readily give up th-ir 

electrons, and are thus reactive towards electron-poor reactants. 

The local softness s(7) contains the same information as the Fukui 

function plus additional information about the total molecular softness. The local 

softness is defined by Yang and as: 

The local softness is related to the Fukui function by the global molecular softness. 

The predictive power for intermolecular reactivity sequences of the local 

softness clearly shows that f (r) and s(7) contain the same information on the 

relative site reactivity within a single molecule, but that s(r), in view of the 

information about the total molecular softness, is more suited for intermolecular 



reactivity sequences. Moreover, there is a major drawback with using the Fukui 

function as a reactivity descriptor. This quantity becomes increasingly diluted and 

spreads out around a molecule as the molecular size increases, because it has a 

fixed normalization. This implies that the local softness can correctly capture the 

fact that local reactivity does not necessary decrease as molecular size increases, 

unlike the Fukui function. In practice, the softness is approximated in a condensed 

form completely equivalent to the condensed Fukui function equation, e.g., in the 

finite difference approach 

The corresponding condensed local softnesses, can be also defined. 

sk+ = [pk (NO + 1) - pk (NO)]S (for nucleophilic attack on the system) (2.20) 

s; = [p, (No)  - p, (No - 1)]S (for electrophilic attack on the system) (2.2 1) 

1 
S: = -[pk (NO + 1) - pk (NO - 1)]S (for radical attack on the system) (2.22) 

2 

Local reactivity descriptors should reveal finer details about the behavior of 

a system. Although these indices were successful in generating the experimentally 

observed intra-molecular reactivity trends in several cases, the study by Roy et al. 

showed that the reactivity trends are not always very reliable.44 Based on the 

condensed Fukui functions (or local softness), Roy et introduced two different 

local reactivity descriptors, "relative electrophilicity" ( s ; / s ; )  and "relative 

nucleophilicity" ( s ; / s ; )  of any particular atom k, to locate the preferable site for 

nucleophilic and electrophilic attack, respectively. The individual values of s: and 

s; are strongly influenced by the basis set or correlation effects. However, the 

ratio of s: and s ; ,  involving two differences of electron densities of the same 

system differing by one in the number of electrons, at constant nuclear framework , 

are expected to be less sensitive to the basis set and correlation effects. These two 

reactivity descriptors are shown to generate improved intra molecular reactivity 

trends than those obtained from condensed Fukui function indices. 

2.1.3 Hybrid QMIMM methods 

In hybrid QM/MM (quantum mechanics/ molecular mechanics) method the 

strength of both QM (accuracy) and MM (speed) calculations are combined 



together. The idea of studying the chemistry of a large molecule by uncoupled 

quantum mechanics with molecular mechanics was first introduced by Warshel 

and Bromberg in 1 9 7 0 . ~ ~  The fundamental concept of the QM/MM method is to 

partition a system into two regions. 

QM/MM total potential energy is obtained from three independznt 

calculations and is expressed as: 

Etot = EQM + EMM + EQMMM (2.24) 

where EQM is the total QM energy of the I region, EMM is the potential energy of 

the 0 region and EQMMM is the QMIMM interaction energy. This makes it possible 

to compare energies of different conformers, perform geometry optimizations, and 

so forth, as long as the atomic composition of both subsystems remains unchanged. 

The central "chemically active" portion of the chemical system (labeled I), 

is treated by quantum mechanical (QM) calculation. Remaining bulk outer region 

(labeled 0), is described using forcefield (molecular mechanics: MM). The 

interactions at the boundary zone are handled with special care. Figure 2.1 gives a 

schematic representation of the calculation regions for a QM/MM treatment 

Figure 2.1 Schematic representation of the calculation regions for a QMMM 

treatment. Saturation of a dangling covalent bond between the QM (region I) and 

MM (region 0) zones of an organic system by a hydrogen "link" (region L) The 

region used in the QM calculation is C, the union of I and L. 



However, presence of covalent bonds between the quantum mechanical and 

molecular mechanics regions in the input structure makes the scenario different. 

Typically, the QMIMM bond is saturated by introducing a capping hydrogen "link" 

atom to the QM system. This is depicted in Figure 2.1, where A denotes one QM 

host atom of the QM region, B is the corresponding MM host atom of the MM 

region, and L is the region containing the link atom. Accordingly, it becomes 

necessary to make modifications of the QM and MM calculations. 

Ideally, two types of situation arise. In case of subtractive scheme, the link 

atoms are added to the forcefield calculation on the I system of the QM/MM 

potential energy expressions. Here, the electrostatic (and van der Waals) 

interactions between I and 0 atoms are included. Three calculations are performed 

at each QMMM step in order to obtain a consistent overall "subtractive" energy 

expression E , , ~ ~ ~ ~  as: 

EtotSUb = EQM(C) + EMM(S) - EMM(C) (2.25) 

where E Q ~ ( C )  is the high level QM energy of the inner zone (C)  [i.e., the QM 

atoms (I) plus possibly link atoms (L)]; EMM(S) is the energy of the whole system 

(S) performed using the low level (forcefield) method and finally, EMM(C) is the 

low-level MM energy of the C zone, which will possibly include link atoms. 

On the other hand, in additive scheme, the bonding forcefield terms are 

partially extended from the MM host atoms into the QM region to ensure that the 

covalent terms and the interactions between the QM and MM host atoms (A and B, 

respectively, in Figure 2.1) and their bonding neighbors are described correctly. 

Here, the forcefield calculation is performed only on the 0 region, including some 

cross-border bonding force field terms and the Q M M M  van-der-Waals 

interactions and the calculation on region C is avoided. This makes these methods 

particularly attractive: no bonding forcefield parameters are needed for I atoms in 
add the interior of that region. The final energy, EtOt is calculated as follows: 

= E Q ~ ( C )  + EMM(O+) f EQMIMM(CO) (2.26) 

where EMM(O+) is the MM energy and E Q m ~ ( C O )  denotes the interactions 

between C and 0 .  In such calculations, the QM/MM electrostatic interaction 

energy EQwMM(CO) in Equation 2.26 is calculated at the classical level, by taking 

the point charge interactions of the QM atoms with the MM atoms. 



A very important issue related to QMMM calculations is the treatment of 

the QMMM boundary region.46 For solvent effects on organic molecules, the 

division in a QM and a MM system is straightforward and doesn't cause any 

problems. However, for a protein this no longer holds; in order to make a division 

in a QM and a MM system, one has to cut through covalent bonds. QMIMM 

schemes can be classified further on the basis of how the interaction between 

subsystems and the atoms in the boundary region are handled. The interaction 

between the QM and MM atoms is described by the term "embedding" which 

describes the way in which the interactions between the quantum mechanics, I, and 

molecular mechanics, 0, regions are treated. The QM-MM interactions comprise 

the long-range Coulomb interactions between the I and 0 regions on one hand and 

the remaining short range secondary interactions of van der Waals type on the 

other hand. With the focus being set to the Coulomb forces, the QMIMM 

embedding can be classified as either mechanical or electronic. 

In this thesis we use Q M E R A ~ ~  to perform QM/MM calculations. Treating 

the complete protein by DFT is not feasible and also not required. If done so, 

valuable computer resources would be wasted by using a high-quality description 

for a large region that can be treated very well by classical interactions. Therefore, 

only the active site has been placed in the QM system, while the rest of the protein 

and the solvent have been put in the MM system. MS QMERA uses a hybrid 

QMMM to combine DFT calculations done with D M O ~ ~  and molecular mechanics 

with General Utility Lattice Program   GULP).^^ QMERA can perform virtual 

experiments, leading to a cost-effective approach to combining the accuracy of 

quantum mechanics with the speed of a force field calculation. This approach 

makes it possible to perform calculations on very large systems to yield results 

with accuracy that rivals that of pure DFT, but at a fraction of the computational 

cost. 

2.1.4 Quantitative Structure Activity Relationship (QSAR) 

The quantitative structure activity relationship (QSAR) module is a 

comprehensive set of tools for creating statistical regression models between 

experimental information ("activity") and molecular level characteristics 

("descriptors"). The International Union of Pure and Applied Chemistry (IUPAC) 



have defined QSAR as "The building of structure biological activity models by 

using regression analysis with physicochemical constants, indicator variables or 

theoretical calculations". QSAR studies are of great importance in modern 

chemistry and biochemistry. In general, QSAR are methods for estimating 

properties of a chemical from its molecular structure. The basic concept of QSAR 

is to transform searches for optimal compounds with the desired properties based 

on chemical intuition and experience into searches with a mathematically founded 

and computerized form. The method requires a training set of materials where the 

property of interest is known. Molecular descriptors can then be calculated and a 

mathematical regression linking the property to the descriptors can be generated. 

This mathematical model can then be used for prediction of materials with 

unknown activity. 

QSAR methods have been applied widely in the pharmaceutical industry 

for drug discovery, lead optimization, risk assessment, toxicity prediction and 

regulatory decisions.49 The multi-stage process of drug discovery needs 

improvement particularly in order to shorten the cycle time needed to identify 

compounds that possess the desired drug like properties. The challenging task of 

screening large libraries of molecules for biological activities can be attained with 

in silico prediction of biological activity based on the molecular structure. The 

main use of QSAR models is to find information on the potency of medicinally 

active compounds or drug molecules with reduced time, financial cost and without 

any animal testing. Thus, compounds that possess too many undesirable 

characteristics can be eliminated prior to investing time in synthesis, chemical 

analysis and testing. 

Therefore, the IUPAC has redefined QSAR in drug design as mathematical 

relationships linking chemical structure and pharmacological activity in a 

quantitative manner for a series of compounds. Despite the specific definition, the 

use of QSAR is not restricted to drug design but is also used for regulatory goals of 

hazard assessment, risk assessment and the assessment of persistent, bio- 

accumulating and toxic products in the chemical industry. 

The validity, predictive power, robustness and reliability of a QSAR model 

depend critically on the information used, encoded as appropriate molecular 

descriptors. Effective descriptor or variable selection is an integral part of the 



QSAR modeling process.50 Obtaining a good-quality QSAR model depends on 

many factors, such as the quality of biological data, the choice of descriptors and 

the statistical methods adopted. Any QSAR modeling should ultimately lead to 

statistically robust models capable of making accurate and reliable predictions of 

biological activities of compounds. 

QSAR models are subdivided into three categories: 2-dimensional QSAR 

(2D-QSAR), 3-dimensional QSAR (3D-QSAR) and Quantum QSAR. The 

subdivision is based on the information used for building the QSAR model. ?,D 

QSAR models are set up using global information. It correlates biological 

activities of drugs with physicochemical properties that encode certain structural 

features such as constitutional, geometrical, topological or quantum chemical. 3D 

QSAR models uses local field information and Quantum QSAR is based on the 

continuous density vector. 
* 

2.1.4.1 Model building 

Developing a QSAR model has three important stages: data generation, 

data analysis, and model validation. A key part of any QSAR analysis is the 

statistical methods which help to build models, estimate a model's predictive 

abilities, and find correlations among variables. Statistical analysis of the 

generated data is used to recombine data into different forms, and group 

observations into hierarchies. Regression methods are used to build a model in the 

form of an equation that gives one or more dependent variables (usually activity) in 

terms of independent variables ("descriptors"). This model can then be used for 

predicting properties or activity of new molecules in the form of screening a large 

group of molecules whose activities are not known. A model's ability to provide 

insight into the system is as important as its predictive ability. Finally, models thus 

developed are validated to establish their true predictive power on unseen data. 

A wide variety of statistical techniques are available in QSAR analysis. 

Regression analysis is such a technique for modeling and analyzing several 

variables. Various regression methods such as simple linear regression, multiple 

linear regression (MLR), stepwise multiple linear regression, principal components 

regression (PCR), partial least squares (PLS), genetic function approximation 

(GFA), genetic partial least squares (GIPLS) are available. However, the type and 



quality of data together with the type of property or activity to be investigated 

determines the particular techniques to be used. Basically, regression analysis 

describes the correlation between individual values of dependent and independent 

variables. In linear regression analysis, the relationship between two variables x 

and y are described by an equation: 

y = m x + c  (2.27) 

This equation predicts values of y from values of x. The constants m and c 

are chosen to give the smallest possible sum of least squares difference between 

the true y values and the y values predicted using this equation. The constant m 

indicates the slope of the graph, and c is the intercept. 

Another commonly used QSAR technique is multiple regression analysis. 

It is an extension of linear regression to predict y values from multiple x variables. 

The analysis derives an equation of the form: 

y = a l x l  +a2x2 + ...... +a,x, +c  (2.28) 

where a , ,  a, etc., and care constants chosen to give the smallest possible sum of 

least squares difference between true y values and the y' values predicted using this 

equation. The a values are known as the regression coefficients of the x variables, 

and the constant c is the intercept with the y axis. 

Although y can be predicted from a series of independent variables by this 

equation, the reliability of the regression model needs to be checked. The multiple 

correlation coefficient r2 helps in assessing the regression model. It can be 

expressed as: 

ESS 
TSS 

, = I  

where ESS is Explained Sum of Squares. It gives the variation in y explained by 

the regression equation and is expressed as the sum of the difference between the 

predicted y values (y') and the mean. Another term TSS (Total Sum of Squares) 

gives the total variation in y and is expressed as the sum of the difference between 

the observed y values and their mean. If the regression equation describes the data 



perfectly, then r2 = 1 .O. If the r2 values are higher than 0.50 the model is a good 

one and if lower the model is a poor one. 

2.1.4.2 Model validation 

Validation is a crucial aspect of any QSAR modeling. Before application, a 

QSAR model is validated for its predictive power i.e. the ability of the model to 

predict accurately the activity of compounds that were not used for model 

development. External validation evaluates how well the equation generalizes. 

The original data are divided into two groups, the training set and the external test 

set. The training set is used to derive a model, and the model is used to predict the 

activities of the test set members. It is generally considered to be the most rigorous 

validation procedure, because the compounds in the external test set do not affect 

the model development. An alternative method, called internal validation, uses the 

dataset from which the model is derived and checks for internal consistency. The 

procedure derives a new model using a reduced set of structural data. The new 

model is used to predict the activities of the molecules that were not included in the 

new-model set. This is repeated until all compounds have been deleted and 

predicted once. Internal validation is less rigorous than external validation. 

Cross validation5' provides an internal check on the models derived using 

multiple linear regression or partial least squares analysis method to estimate the 

true predictive power. The simplest cross validation procedure is the leave-one-out 

(LOO) technique, where each compound is removed, one at a time. This technique 

is particularly important as this deletion scheme is unique and the predictive ability 

of the different models can be compared accurately. However, the predictive 

ability obtained is often too optimistic, particularly with larger datasets, because 

the perturbation in the dataset is small and insignificant when only one compound 

is omitted. To obtain more realistic estimates of the predictive ability, it is 

necessary to remove more than one compound in each step. Leave-many-out 

(LMO) method is another cross-validation procedure where a block of predefined 

size is deleted from each model building. 

In regression analysis applications, the data training set contains some cases 

that are outlying or extreme. The outlying cases often have a marked effect on the 



fitted least squares regression function. The outlying cases are studied carefullyS2 

and separately from the remaining data.53 Once these outlying cases are 

investigated and possibly eliminated, the chemical space occupied by the training 

data set becomes the basis for estimating the domain of applicability. The domain 

of applicability of a QSAR model is the response and chemical structure space in 

which the model makes predictions with a given reliability. 

2.1.5 Docking 

Docking studies are computational techniques for exploration of the 

possible binding modes of a substrate to a given receptor, enzyme or other binding 

site.54 In docking, computational simulation is performed to predict the preferred 

orientation of a ligand that binds to a particular protein of interest to form a stable 

complex55 so that the free energy of the overall system is minimized. The strength 

of binding affinity between two molecules can be predicted from the knowledge of 

the preferred orientation. Molecular docking resembles with the problem of "lock- 

and-key ", where the correct relative orientation of the "key" to open up the "lock" 

is searched. Here, the protein can be thought of as the "lock" and the ligand can be 

thought of as a "key". Since both the ligand and the protein are flexible, Jorgensen 

suggested the analogy "hand-in-glove" to be more appropriate than "lock-and- 

key".56 Docking has biological and pharmaceutical significance and thus plays an 

important role in rational drug design.57 

2.1.5.1 Docking approaches 

The first requirement for docking is the structure of the protein of interest. 

Usually the structure is determined using a biophysical technique such as X-ray 

crystallography or NMR spectroscopy. This protein structure and a database of 

potential ligands serve as inputs to a docking program. There are two popular 

approaches for molecular docking. In the first approach, a matching technique is 

used that describes the protein and the ligand as complementary  surface^.^^,^^ The 

receptor's molecular surface is described in terms of its solvent accessible surface 

area and the ligand's molecular surface is described in terms of its matching 

surface description. 



The second approach simulates the actual docking process in which the 

interaction energies of ligand-protein pair are ~alculated.~' Here, the protein and 

the ligand are separated by some physical distance, and the ligand finds its position 

into the protein's active site after a certain number of "moves" in its 

conformational space. The moves incorporate rigid body transformations such as 

translations and rotations, as well as internal changes to the ligand7s structure 

including torsion angle rotations. The simulation method is more amenable to 

incorporate ligand flexibility into its modeling whereas shape complementarity 

techniques have to use some ingenious methods to incorporate flexibility in 

ligands. Another advantage of this method is that the process is physically closer 

to what happens in reality, when the protein and ligand approach each other after 

molecular recognition. But this technique takes longer time to evaluate the optimal 

pose of binding since they have to explore a large energy landscape. However, 

grid-based techniques as well as fast optimization methods have significantly 

overcome these problems. 

In the present thesis we have utilized several molecular modeling 

techniques to investigate structure, properties and mode of action of two categories 

of organic bio-active molecules having antitubercular and antimalarial activities. 

DFT calculations have been performed to study chemical reactivity and site 

selectivity of the molecules. The mode of interaction of antitubercular drug 

molecules has been studied with docking and hybrid QMIMM approaches. QSAR 

method is used to investigate the antimalarial activities of artemisinin and some of 

its synthetic derivatives. We also studied the mode of interaction of heme- 

artemisinin complexes. The results of these studies are summarized in the 

following chapters. 
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Molecular Structure and Reactivity of Anti-tuberculosis Drug 

Molecules Isoniazid, Pyrazinamide and 

2-Methylheptylisonicotinate: a Density Functional Approach 

Abstract 

Density functional theory calculations have been performed to determine 

structure and reactivity of two of the most commonly used antitubercular drug 

molecules, isoniazid and pyrazinamide. Having found good agreement with the 

available experimental data for these two molecules, we extended DFT calculation 

to predict the properties of 2-methylheptylisonicotinate which is a novel natural 

analogue of Isoniazid. The chemical reactivity of these compounds was compared 

using density functional based descriptors such as global softness, global 

electrophilicity, Fukui function and philicity. The experimental better reactivity of 

2-methylheptylisonicotinate with respect to the well known anti-tuberculosis drug 

molecule, isoniazid has been successfully established. 



3.1 Introduction 

Tuberculosis is a common and often deadly infectious disease causing a 

death of about 2 million lives every year out of approximately 8 million people 

getting infected by it. Moreover, 70-90% of AIDS-stricken patients die because of 

tuberculosis1 and newly emergent drug resistant strains of Mycobacterium 

tuberculosis is mainly responsible for this life toll. The reasons for the increased 

success of the pathogen include synergy with AIDS, war and famine-mediated 

disruption of control regimes, lack of compliance, inappropriate monotherapy and 

multi-drug resistance (MDR-TB).~-~ 

The patients suffering from tuberculosis are usually treated with 

chemotherapy. But new drug resistant strains have hindered the effect of this 

treatment. The mostly used agents against drug-resistant tuberculosis are: 

isoniazid (INH), rifampicin (RIF), and pyrazinamide (PZA).' Drug molecules 

effective against tuberculosis can be divided into two categories: broad spectrum 

agents and narrow spectrum agents.6 INH and PZA are narrow spectrum agents 

employed against Mycobacterium tuberculosis. Their combination with another 

broad spectrum agent Rifampicin, shortens the treatment period from 12-18 

months to 6 months, and these three drugs together constitute the widely used short 

therapy "DOTS" (directly observed therapy, short course) employed by the WHO 

(World Health organization).' Some success has been gained by the employment 

of DOTS. 

Isoniazid, also known as isonicotinic acid hydrazide, INH, is an organic 

compound that is the first-line antituberculosis medication in prevention and 

treatment. Interestingly, INH was synthesized for the first time by Meyer and 

Mally in 1912 ,~  but its antituberculotic activity was recognized only in 195 1 .9 1t 

has been widely used as an effective drug for the treatment of tuberculosis for over 

half a century since no alternative novel anti-tubercular chemotherapeutic agents of 

INH could be introduced. With the introduction of isoniazid, cure for tuberculosis 

was first considered reasonable. However it is found to be ineffective against 

newly emergent strains of Mycobacterium tubercu10si.s.'~ Isoniazid is never used 

on its own to treat active tuberculosis because of quick development of resistance. 

In particular, it has been receiving extensive use in the prevention of tuberculosis 

among both HIV-infected adults and ~ h i l d r e n . ~ ' " ~  The lack of priority in the 



development of novel agents is in part due to poor financial return on investment 

available from drugs primarily targeted at a disease which is perceived as a 'Third 

World' problem. Still, much effort has been given to identify new effective 

chemotherapeutic agents with low toxicity. 

The alarming spread of tuberculosis especially in developing and 

underdeveloped countries due to HIV infection has focused the attention on the 

need to understand the pathogenesis of this disease. The frequencies and types of 

life threatening fungal infections have increased dramatically among the immuno- 

compromised Moreover, secondary fungal infections that appear 

towards the later part of medication, among the TB patients, aggravate the 

situation.I5 Hence the need for novel anti-TB drug with antifungal activity is 

highly felt. 2-Methylheptylisonicotinate (MHI), a natural analogue of INH, is a 

novel bioactive microbial metabolite isolated from the soil microbe of North East 

1ndia.I6-l8 The molecule is found to have both antibacterial and antifungal 

properties. Thus, MHI and its derivatives hold a lot of promises towards 

developing new and better drug molecules with optimum activity. 

INH MHI 

Figure 3.1 Schematic Representation of the Molecule of  INH and MHI with 

Adopted Atom Numbering 



3.2 Theoretical background 

DFT based reactivity descriptors have been found to be quite successful in 

predicting structure-property relationship of organic and inorganic compounds.'9 

The detailed description on the reactivity descriptors, (GRD and LRD) has already 

been presented in the pervious chapter. However, a brief outline of the reactivity 

descriptors would be helpful before we go into the details of the present chapter. 

The global descriptors like softness (S), chemical potential (p) and electrophilicity 

index (a) reflect the reactivity of entire molecule while the reactivity of atoms in a 

molecule is characterized by local descriptors. Chattaraj and c o - ~ o r k e r s ~ ~  have 

used electrophilicity index as a possible biological activity descriptor. Recently, 

various aspects of eletrophilicity index and philicity have been critically reviewed 

by Chattaraj et a1.2',22 The objective of the present work is to perform a detailed 

DFT calculation on the molecular structures of the antitubercular agents INH, PZA 

and MHI. We also demonstrate the power of density functional based descriptors 

in predicting chemically active sites of the molecules and in comparing their 

reactivity. 

3.3 Methodology and Computational Details 

Geometries of all the molecules were optimized by D M O ~ ~  program23 using 

double numerical with polarization (DNP) and Triple Numerical plus polarization 

(TNP) basis sets24 and generalized gradient approximation (GGA) exchange- 

correlation functionals like HCTH, BLYP, BOP and ~ ~ 9 1 . ~ ~ - ~ ~  The electronic 

populations are calculated using both Mulliken Population ~ n a l ~ s i s ~ ~  (MPA) and 

Hirshfeld Population ~ n a l ~ s i s ~ '  (HPA). The size of DNP basis set is comparable 

to the 6-3 1G** basis set.31 However, they are believed to be much more accurate 

than a Gaussian basis set of the same size.32 TNP basis set is like DNP including 

additional polarization functions on all atoms giving higher accuracy. 

Moller-Plesset second order (MP2) quantum chemical calculation has also 

been performed on INH and PZA drug molecules at MP216-31G** level of theory 

to validate the accuracy of various hnctionals used in this study. The MP2 

calculations were carried out using the GAMESS program33. 
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3.4 Results and Discussion 

3.4.1 Geometry optimization 

The optimized structures of MH, PZA and MHI at BLYPDNP level are 

shown in Figure 3.2. It is seen from the figure that R'IH has a planar structure, 

with the exception of the NH2 group, located slightly out of the plane. 

3 

lsoniazid Pyrazinamide 

Figure 3.2 Isoniazid, Pyrazinamide and 2-methylheptylisonicotinate molecules 

optimized at BLYP/DNP level. 



In Table 3.1 we present the geometric parameters of INH calculated using 

various DFT functionals and they are compared with the experimental X-ray 

crystallographic structure.34 From Table 3.1 it is observed that the C-C, C-N and 

C-0 bonds are in very good agreement with the experimental values at all levels of 

calculations. Moreover, all calculated bond angles are nearly close to that of 

experimental values. 

Table 3.1 Calculated and experimental geometric parameters of Isoniazid 

drug molecule. Bond lengths are in A, bond angles are in degree. 

Geometry Experimental Theoretical 
BLYP BOP HCTH PW91 

Bond length 
C2-C7 
C2-N3 
N3-C4 
C4-C5 
C5-C6 
C6-C7 
C6-C 10 
C10-015 
C10-N12 
N12-N13 
Bond angle 
C2-C7-C6 
C7-C2-N3 
C2-N3-C4 
C4-C5-C6 
N3-C4-C5 
C5-C6-C7 
C7-C6-C 10 
C5-C6-C10 
C6-C 10-0 1 5 
C6-C 10-N12 
015-C10-N12 
C10-N12-N13 



PZA is also a planar molecule. The calculated and the experimental X-ray 

crystallographic structure35336 of PZA are given in Table 3.2. The interatomic bond 

distances and bond angles are in favor of the experimental values. The calculated 

geometric parameters of MHI are given in Table 3.3. 

Table 3.2 Calculated and experimental geometric parameters of pyrazinamide 

drug molecule. Bond lengths are in A, bond angles are in degree. 

Theoretical Geometry Experimental 
BLYP BOP HCTH PW91 

Bond length 

Bond angle 
C5-C4-N3 
C4-C5-N6 
C4-C5-C7 
N6-C5-C7 
C5-N6-C1 
N6-C 1 -C2 
C 1 -C2-N3 
C2-N3-C4 
C5-C7-09 
C5-C7-N8 
09-C7-N8 



Table 3.3 Geometric parameters of MHI molecule calculated using various 

functionals with DNP basis set. Bond lengths are in A, bond angles are in degree. 

Theoretical 
Geometry 

BLYP BOP HCTH PW91 
Bond length 
N3-C4 
C4-C5 
C5-C6 
C6-C7 
C2-C7 
C2-N3 
C6-C 10 
C10-030 
C10-012 
012-C13 
C13-C16 
C16-C18 
C16-C31 
C18-C21 
C2 1 -C24 
C24-C27 
C27-C35 
Bond angle 
N3-C2-C7 

3.4.2 Experimental reactivity 

Experimental comparison of MHI and INH with respect to bio activity 

against various bacterial strains (such as Bacillus subtilis, E. Coli, Shigella sp., 

Klebsiella sp. and Proteus mirabilis) showed that MHI is 3-5 times more active 

than INH. Antifungal activity of MHI when tested against dominant fungal 



pathogen (such as Fusarium moniliforme, F. senmitectum, F. solani, F. oxysporum 

and Rhizoctonia solani) is found to be about 5-1 5 times more than that of INH. 

3.4.3 Global Descriptors 

Global reactivity parameters such as global softness, chemical potential, 

global hardness and global electrophilicity of INH, PZA and MHI have been 

calculated from the optimized geometry using BLYPIDNP, BOPIDNP, 

HCTHIDNP, PW91lDNP and TNPIBLYP levels and they are presented in Table 

3.4. The calculated global reactivity descriptors for INH and PZA at MP216- 

3 1G** level are given in Table 3.4. 

3.4.3.1 Global Softness/Hardness/Chemical potential 

According to the maximum hardness principle ( M H P ) , ~ ~  at constant 

external potential, stability of a molecule increases with hardness and with the 

increase in stability, the reactivity decreases. Softness is just the reciprocal of 

hardness, so higher the softness lower is the stability i.e higher is the reactivity. It 

is seen from Table 3.4 that the global softness values do not vary much in going 

from INH to MHI. Thus it is difficult to derive the experimental order of reactivity 

of these molecules from global softness and global hardness values. It is also 

observed that global softness and global hardness values are sensitive to functional 

used. However, the BLYPIDNP and HCTHIDNP derived reactivity parameters are 

for all three molecules are in good agreement with the higher level calculation, 

BLYPITNP. Moreover, these values for INH and PZA are in consistent with the 

MP216-3 1G** level calculations. The other global reactivity parameter, chemical 

potential also does not vary much in going from INH to MHI. 

3.4.3.2 Electrophilicity Index 

The electrophilicity index is considered as a measure of electrophilic power 

of a molecular system towards a nucleophile. Larger the electrophilic power of a 

chemical system, higher is its reactivity as an electrophile. Conversely, lower is 

the electrophilic power of a chemical system, higher is its reactivity as a 

nucleophile. It can be seen fiom Table 3.4 that the electrophilicity index calculated 

with BLYPIDNP, BOPIDNP, HCTHIDNP, PW9IlDNP and BLYPITNP levels 



decreases in the order: PZA > INH > MHI. Therefore, from the values of 

electrophilicity index the observed order of reactivity as a nucleophile is 

PZA<INH<MHI. Like other global descriptors, electrophilicity index is also 

sensitive to the functionals. The MP2 results also follow the trend for PZA and 

INH. 

The electrophilicity index values revealed that the reactivity of MHI as a 

nucleophile is maximum and that of PZA is minimum. However, other global 

descriptors, global hardness, global softness and chemical potential are observed to 

be less significant to predict the reactivity of the molecules correctly. Hence, there 

is a need for more reliable parameters to describe reactivity of these molecules. In 

order to derive the trend of reactivity of these three compounds we present the 

local reactivity descriptors of ring nitrogen atom, N3, (Figure 1) of the molecules. 

Table 3.4 Global reactivity descriptors for INH, PZA and MHI (in atomic units). 

The quantities are calculated at BLYPIDNP, BOPIDNP, HCTHIDNP, PW91/DNP, 

BLYPITNP and MP216-3 1G** levels. 

Global Chemical Chemical Electrophilicity 
softness potential hardness 

 asi is set 
index 

(S) (cl) (rl) (0) 

BLYPIDNP 3.273 -0.159 0.153 0.083 
BOP/DNP 0.763 -0.155 0.656 0.018 
HCTHIDNP 3.189 -0.169 0.157 0.091 

INH PW9llDNP 0.785 -0.163 0.637 0.02 1 
BLYPITNP 3.253 -0.152 0.154 0.076 
MP2/6-3 1 G** 2.778 -0.136 0.180 0.052 

BLY PIDNP 3.285 -0.165 0.152 0.090 
BOPIDNP 0.802 -0.161 0.624 0.02 1 
HCTWDNP 3.261 -0.175 0.153 0.099 
PW91IDNP 0.802 -0.171 0.623 0.023 
BLY PITNP 3.274 -0.158 0.153 0.082 
MP216-3 1G** 2.943 -0.137 0.170 0.055 

BLY PIDNP 3.281 -0.154 0.152 0.078 
BOPIDNP 0.535 -0.148 0.935 0.012 

MHI HCTHIDNP 3.217 -0.163 0.155 0.086 
PW9 11DNP 0.549 -0.176 0.912 0.017 
BLY PITNP 3.246 -0.147 0.154 0.07 1 



3.4.4 Local Descriptors 

Local reactivity parameters describe the relative reactivity and site 

selectivity of atoms in a molecule. The nucleophilic attack at a particular site of a 

system represents the sites with maximum values of Fukui function, ( f t )  andlor 

local philicity, a,'. Similarly, electrophilic attack at a particular site of a system 

represents the sites with maximum values of Fukui function, f,-andlor local 

philicity, w; . 

Philicity and local softness, respectively, would be better intermolecular 

reactivity indices (because they are products of global and local indices) than the 

Fukui function for analyzing electrophile-nucleophile interactions and hard-soft 

interactions. Recently, some of these aspects have been numerically ~erified. '~ 

Philicity and local softness essentially provide the same information that is 

provided by the Fukui function regarding intramolecular reactivity trends except 

for the intramolecular processes where o andlor S also changes along withflr'). 

However, for analyzing the intermolecular reactivity, f: would be inadequate and 

s: (orw:) should be used to compare the hard-soft (electrophilic-nucleophilic) 

behavior of a given atomic site in one molecule with that of another atomic site in 

another molecule, For the same molecule, f,f is adequate. 

The local electrophilicity is a more reliable descriptor than its global 

counterpart.39 However, it is recommended that both global and local descriptors, 

other charge-based descriptors, and, if possible, other effects, such as steric, 

solvent, and entropy effects, need to be considered in order to have better insights 

into the chemical reactivity and selectivity although, a few of them will dominate 

over the rest and some will be dependent on the  other^.^' 
We calculated fukui function for all the atoms of INH, PZA and MHI to 

derive the most reactive atoms of each of the molecules. From the fukui function 

values it was found that the N3 atom shown in Figure 1 is the most reactive atom 

in each of the molecule. Therefore, we considered Fukui function, local softness, 

local philicity and relative nucleophilicity values only for N3 atom of INH, PZA 

and MHI to derive the reactivity order. 



3.4.4.1 Fukui function,( fk-) 

Fukui function values (f ,-)  of N3 atom of INH, PZA and MHI derived 

from MPA and HPA schemes using BLYPIDNP, BOPIDNP, HCTHIDNP, 

PW91lDNP and BLYPITNP levels are listed in Table 3.5. It is seen from Table 

3.5 that f,- values of the N3 atom calculated with MPA and HPA schemes 

increase in the order PZA<INH<MHI. Therefore, from fi values of N3 atom, we 

can report that the reactivity of these molecules towards electrophilic attack 

increases in the order: PZA<INH<MHI. 

Table 3.5 Calculated Fukui function (f,-), local softness (s,), local philicity (0,) and 

relative nucleophilicity (f;/ f,' ) values for N3 atom of INH, PZA and MHI. These 

values are evaluated using BLYPIDNP, BOPJDNP, HCTHIDNP, PW91lDNP and 

BLYPITNP levels using HPA and MPA charges. 

- - - - - - - - - - - 

Q) - 
a HPA MPA 
o Functional/ 
Q) - Basis set P fk- s; w; J i / J i  fk- - 

S k  mi f i lf: 
BLYPIDNP 
BOPIDNP 

INH HCTHIDNP 
PW91lDNP 
BLYPITNP 

BLY PIDNP 
BOPIDNP 

PZA HCTHIDNP 
PW9 11DNP 
BLYPITNP 

BLY PIDNP 
BOPIDNP 

MHI HCTWDNP 
PW9 1 IDNP 
B LY PITNP 



3.4.4.2 Local softness and philicity (s, and w;) 

Local softness and philicity are considered as better intermolecular 

reactivity indices (because they are products of global and local indices) than the 

Fukui function for analyzing electrophile-nucleophile interactions and hard-soft 

interactions. Local softness (s,) and philicity (w;) values of N3 atom of INH, 

PZA and MHI derived from MPA and HPA schemes using BLYPIDNP, 

BOPIDNP, HCTHIDNP, PW91lDNP and BLYPITNP levels are presented in Table 

3.5. From Table 3.5 it is distinct that local softness values for N3 atom is higher in 

case of MHI compared to INH and PZA. However, philicity is observed to be less 

significant to predict the reactivity of the molecules correctly except for the most 

accurate DFT calculation with TNP basis set. It is also observed that individual 

values of (s;) and (o;) are strongly influenced by the functional. 

3.4.4.3 Relative nucleophilicity, (f; / f,' ) 
The relative nucleophilicity, (f; / f,' ) values of N3 atom of PZA, INH and 

MHI derived from MPA and HPA schemes at BLYPIDNP, BOPIDNP, 

HCTWDNP, PW91lDNP and BLYPITNP levels are reported in Table 3.5. It is 

noticed from Table 3.5 that f;/ f,' values of N3 atom increase in the order: 

PZA<INH<MHI. Therefore, reactivity of PZA, INH and MHI towards a 

nucleophile increases in the order: PZA<INH<MHI. This sequence is in perfect 

agreement with experimental results for MHI and INH.~' 

Thus, based on local reactivity descriptors, MHI is predicted to be more 

reactive than INH and PZA which is in good agreement with the available 

experimental results. Based on our DFT calculations the relative nucleophilicity is 

found to be a better descriptor to reproduce experimental reactivity sequence. 

3.5 Conclusions 

The molecular structures for three anti-tubercular agents were calculated 

using density functional theory. Comparison with experimental X-ray 

crystallographic structure data indicates that the optimized geometries of INH and 

PZA are in consistent with experimental values. DFT based global reactivity 

descriptor, electrophilicity index, calculated for three antitubercular drug 



molecules PZA, INH and MHI revealed that MHI is the most reactive molecule 

among these three molecules and PZA is the least reactive one. However, other 

global descriptors like global hardness, global softness and chemical potential are 

observed to be less significant to predict the reactivity of the molecules correctly 

and they are sensitive to functionals used. Calculated local descriptors for N3 

atom of each of the molecule show a reactivity order of: PZA < INH < MHI. 

However, fukui function, local softness and philicity values are sensitive to the 

functional used. The relative nucleophilicity is a better reactivity descriptor to 

reproduce experimental reactivity sequence and it does not seem to vary with the 

functional and basis sets. 

The importance of predicting chemically active sites can help 

experimentalist to better understand the mechanism of action of these 

antitubercular compounds. Understanding the mode of action may help to design 

further molecules with better reactivity. This necessitates the study of mechanism 

of action of this type of antitubercular drug molecules to have better insight of the 

whole phenomena. 
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Mode of interaction of anti TB drug molecules 
using docking and hybrid (QMIMM) methods 

Abstract 

The front-line antituberculosis drug isoniazid (INH) inhibits InhA, the 

NADH-dependent fatty acid biosynthesis enoyl ACP-reductase from 

Mycobacterium tuberculosis, via formation of covalent adducts with NAD (INH- 

NAD adducts). The predictions of ligand-protein interactions at the molecular 

level can be of primary importance in elucidating the mechanisms of action of INH 

and pyrazinamide (PZA). This may help in identifying the effective 

mycobactericidal entities and in the design of a new generation of antitubercular 

drugs. In this chapter, we present our study to explore the modes of interaction and 

binding energy of INH and another structurally similar antituberculosis drug 

molecule PZA placed in the active site of InhA with the help of various molecular 

modeling techniques. 



4.1 Introduction 

Isoniazid (isonicotinic acid hydrazide, INH, Figure 4.1) is one of the most 

common and efficient drugs used in the treatment of t~berculosis.'-~ Even after 

some 50 years of its discovery this potent and highly selective agent is still an 

attraction of therapy.4-6 Currently, there are ten drugs in use approved by the U.S. 

Food and Drug Administration (FDA) for treating TB out of which the first-line 

anti-TB agents include isoniazid (INH), rifampin (RIF), ethambutol (EMB) and 

pyrazinamide (PZA). Instead of these, searching new antimycobacterial agents 

still has relevance because of the serious side effects of these anti-TB drugs, drug 

resistance, and the lack of efficacy in immunodepressed patients.7 

The mechanism of action of INH is not yet fully understood. It was well 

established that isoniazid itself is not the true drug. It gets oxidized to an active 

species and then acts as a drug. Electron spin resonance (ESR) studies have 

indentified radicals as intermediates in the activation.' Sacchettini et al. reported 

the crystal structure of isonicotinic acyl-NADH in the active site of the enzyme 

InhA (part of the FASII pathway involved in building the bacterial cell wall) on the 

basis of which it was confirmed that a reactive intermediate from isoniazid and 

nicotinamide adenine dinucleotide, NAD+ combined to give the true inhibitor of 

the bacterium (Figure 4. I ) . ~  Several mechanisms of action of INH were reported. 

Timmins and co-worker'' reviewed a range of potent mechanisms that explain the 

exceptional and highly selective potency of INH against M. tuberculosis. 

lsoniarid (INH) 
HO OH 

1 (NAD*) 2 (NADH) 

Figure 4.1 Structures of isoniazid and of the two redox cofactors NAD+ and 

NADH. 



INH itself is not toxic to the bacterial cell, but acts as a prodrug. The 

mechanism of this in vivo activation is still unknown but it is clear that a functional 

form of KatG is necessary."~'* INH enters the mycobacterial cell by passive 

diffusion.I3 A catalase/peroxidase KatG is required for isoniazid activation. 

Mycobacterium tuberculosis KatG is a catalase-peroxidase consisting of two 82 

kDa subunits. It has been hypothesized that KatG is responsible for converting 

INH into an activated f ~ r m . " " ~ > ' ~ - "  INH is oxidatively activated in vivo by the 

mycobacterial enzyme   at^,'^ a multifunctional catalase-peroxidase to generate an 

isonicotinoyl radical. This highly reactive species then reacts non-enzymatically 

with the cellular pyridine nucleotide coenzymes, NAD+ and NADP+,'~ to generate 

several adducts of isonicotinoyl-NAD(P) to inhibit the inhA-encoded enoyl-ACP 

reductase. 9,20,21 Recent work suggests that activated INH acts as an inhibitor of 

enzymes involved in mycolic acid. 

The identification of novel targets needs the identification of specific 

biochemical pathways. Many unique metabolic processes occur during the 

biosynthesis of mycobacterial cell wall components.22 Mycolic acids being the 

major components of the cell wall of M. tuberculosi~,~~ is one of these attractive 

targets for the rational design of new antituberculosis agents. Mycolic acids are 

high molecular weight a-alkyl, 0-hydroxy fatty acids covalently linked to 

a r a b i n ~ ~ a l a c t a n . ~ ~ - ~ ~  Differences in mycolic acid structure may affect the fluidity 

and permeability of an asymmetric lipid bilayer that would explain the different 

sensitivity levels of various mycobacterial species to lipophilic  inhibitor^.^^ The 

fatty acid synthase (FAS) are the enzymes that involve in the formation of fatty 

acids. Since the molecular organization of FAS is found to be different in most 

bacteria and mammals, 25,27,28 it becomes the ideal targets for designing new 

antibacterial agents. 

After activation by the catalase-peroxydase KatG, 18,29,30,3 1 it inhibits enoyl- 

acyl carrier protein reductase InhA, an enzyme involved in the fatty acid 

biosynthesis (FAS I1 system), which is an essential process to elaborate important 

cellular components of Mycobacterium t u b e r c u l ~ s i s . ~ ~ ' ~ ~  

Experimentally, the mechanism of the inhibition of INH was studied by X- 

ray crystallography,9 mass spectrometry34 and isotopic experiments.35 These 

studies reveal that the process involves a covalent attachment of the activated form 



of the drug (isonicotinoyl radical) to the nicotinamide ring of NAD(H). This 

ultimately modifies the nature of the coenzyme and its interaction with the target 

enzyme, InhA. 

Figure 4.2 Structures of INH-NAD adduct. 

Recent studies have suggested that the 1,4-dihydropyridine INH-NAD 

adduct exhibits the keto-carboxamide9 (Figure 4.2). The key structural factors 

involved in the ring-chain tautomerism equilibrium has been discussed on a series 

of simplified analogues of isoniazid-NAD ad duct^.^^ Rawat et aL20 have reported 

that the analogue of INH-NAD adduct derived from metabolic activation of 

benzoylhydrazine structure, also behaves as a potent inhibitor of InhA. 

Subsequently, Broussy et aL3' showed the existence of the adducts in two epimeric 

ring structures Recently, it was suggested that the difference between bactericidal 

(FAS I and FAS I1 systems) and mammalian (FAS I system) fatty acid biosynthesis 

makes InhA an attractive molecular target whose selective inhibition is sought in 

the development of antibiotics with new mechanism of action. In addition, it was 

observed that the high prevalence of resistances to INH was mainly due to KatG 

mutants that could not activate isoniazid. Hence, direct inhibitors of InhA, not 

KatG-dependent, have been considered as promising antitubercular agents. 

Computer-aided drug design approaches are powerful tools for better 

knowledge of the biological effects of molecules. These approaches are widely 

used to develop direct inhibitors of InhA based on the understanding of isoniazid 

rne~hanism.~ ' -~~ In a recent article:' Bonnac et al. carried out comparative 

docking experiments of chain INH-NAD adducts and the 4-phenoxybenzamide 

adenine dinucleotide analogue in interaction with InhA. Amos et a ~ . ~ '  reported 



their experiment supported by investigation using computational techniques to 

study the formation of an acyl radical as the active species from the oxidation of 

isoniazid. 

Apart from those, Pasqualoto et performed a 4D-QSAR analysis of a 

set of INH analogues hydrazides, which led the authors to develop a 3D 

pharmacophore model. Subsequently, in a recent study, the resulting hypothesized 

active conformations were then used as point of departure in molecular dynamics 

simulations to generate a 3D-QSAR which allowed them to identify the 

critical thermodynamic descriptors. In this work, we compute the molecular 

interactions associated with the binding of INH-NAD and PZA-NAD adducts with 

InhA. These studies can be of primary importance to elucidate the mechanism of 

action of isoniazid and to better understand the isoniazid-dependent resistances. 

They can also prove useful in the design of a new generation of antitubercular 

drugs. 

4.2 Computational Details 

Up to now, only limited data at the molecular level is available on the 

interactions of INH-NAD(P) adducts with the proposed isoniazid target proteins. 

The main reports concern the early crystallographic study of the 1nhA:INH-NAD 

adduct complex9 and, recently, description of the crystallized 1nhA:INH-NADP 

adduct complex.44 Based on the X-ray structure of 1nhA:INH-NAD complex, very 

few modeling studies were performed, mainly to select relevant descriptors of the 

biological activity and for structure-based design of new antituberculosis 

agents.40,43,42 

The crystal structure of the M. tuberculosis enoyl-acp reductase, named 

InhA, in complex with cofactor NADH and the inhibitor isoniazid (INH) was 

isolated by Rozwarski and co-workers (1998) (PDB entry code lzid). They 

showed that the drug mechanism of action in M. tuberculosis involves a covalent 

attachment of the activated form of the drug (isonicotinic acyl anion or radical) to 

the carbon at position 4 of the nicotinamide ring of NADH bound within the active 

site of InhA, resulting in the formation of an INH-NAD a d d ~ c t . ~  The crystal 

structure of the complex between INH-NAD adduct and InhA provides a basis for 

the design of agents that inhibit InhA without needing a KatG drug 
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4.2.1 Protein and ligands structures 

The coordinates of INH-NAD adduct complexed to InhA were taken from 

the RCSB Protein Data Bank (PDB code 1 ~ 1 ~ ) ~  and is presented in Figure 4.3. 

The adduct, highlighted with yellow color, was extracted from the PDB file and 

hydrogen atoms were added to the protein. Similarly, hydrogen atoms were added 

on the crystal structure of INH-NAD adduct and energy-minimized using the 

A M M P ~ ~  force field implemented on the VEGA Zz4' molecular modeling 

package. Subsequently, we modified the structure of INH to PZA in INH-NAD 

adduct so as to obtain the coordinates of PZA-NAD adduct. 

Figure 4.3 INH-NAD adduct complexed to InhA taken from the Brookhaven 

Protein Data Bank (PDB code 1ZID) 



4.2.2 Docking studies 

The docking studies were performed with the program Autodock vina4* 

(version 1.0 beta 02). The crystallographic structures of INH-NAD inhibitor 

obtained by X-Ray diffraction of the enzyme InhA with INH-NAD inhibitor 

bound in the active site was used as starting point for the docking studies (PDB 

IZID).~ Water molecules were discarded, except those surrounding the binding 

site (i.e. water molecules 403, 404, 424, 429, 436, 437, 453 and 455). The 

Autodock graphical interface ~ u t o ~ o c k ~ o o l s ~ ~ ~ ~ ~  was used to keep polar 

hydrogens and add partial charges for protein. Before attempting any docking 

simulations, all partial atomic charges and all of the ligand's rotatable bonds were 

assigned using AutoDock Tools. Missing residues and hydrogen atoms were 

similarly built back into the model with the same software. Flexible torsions in the 

ligands were assigned with Autotors, an auxiliary module of AutoDockTools. The 

crystallographic structure was used without geometry optimization. The atomic 

charges were calculated from a single-point calculation. After forming the .pdbqt 

files with the calculated charges, using a Python script, the receptor molecules 

were put into final form (i.e., adding the salvation parameters) for use with 

AutoDock to generate the potential energy maps. The grid for these maps was so 

chosen as to place the ligand molecule at the bottom of the grid. It is also 

important to note that the dimensions of the box are sufficiently large to 

accommodate all poses of the ligand molecules. A GRID-based procedure was 

employed to prepare the structural input and to define the binding sites [24]. A 

rectangular lattice (126x126~126 A3) with points separated by 0.375 A was 

superimposed upon the entire protein structure. The automated docking was 

performed using a simulated annealing Monte Carlo simulation in combination 

with a rapid grid-based energy evaluation method. Lamarckian genetic algorithm 

(LGA) was selected for ligand conformational searching. Default parameters were 

used, except for the number of energy evaluations and docking runs, which were 

set to 2,000,000 and 200, respectively. 

The resulting docked conformations with root-mean-square-deviation 

(rmsd) clustering tolerance values of less than 1 A were clustered into families of 

similar conformations. The lowest docking-energy configuration was selected as a 

representative for each group. Our attention was focused on the group with the 



highest number of members, referred to as "the most occurring configuration". 

Thus, it is most probable that this configuration represents the real system. 

The more relevant docked conformations were then used to compute the 

interaction energy between the ligands and the InhA cavity. 

4.2.3 Hybrid QMIMM studies 

The hybrid quantum mechanical and molecular mechanical methodologies 

(QMIMM) use different levels of method for different parts of a molecule. They 

treat a localized region, e.g. the active site of the enzyme, with QM methods and 

include the influence of the surroundings, e.g. the protein environment at the MM 

level. Since treating a large region like the complete protein using a high-quality 

description such as DFT is not feasible, QMMM method is an effective tool to 

study these complex structures. 

In this work, we used QMERA" to perform QMIMM calculations. 

QMERA uses a hybrid QMIMM to combine the accuracy of quantum mechanics 

with the speed of molecular mechanics while performed on very large systems. In 

QMERA, DFT calculations are performed with D M O I ~  and molecular mechanics 

with GULP to yield results with the accuracy of pure DFT at a lesser 

computational cost. The model system (i.e. the adduct) was fully optimized at the 

GGAIDNP level while the rest of the system was treated with GULP. The 

QMIMM interaction was treated by mechanical embedding. 

4.3 Results and discussion 

4.3.1 Docking calculations 

Using docking method it is possible to predict the structure of receptor 

ligand complexes where the receptor is usually a protein and the ligand is either a 

small molecule or another protein. 

First, INH, MHI and PZA were docked onto InhA protein. Next, NADH 

was placed within the protein binding site. Subsequently, docking studies were 

then performed with INH-NAD and PZA-NAD adducts. The results of docking of 

receptor protein InhA with individual drug molecules, drug-NAD adduct and 

NADH are presented in Table 4.1. 



Table 4.1 Calculated docking energies of NAD adduct with INH and PZA drug 

molecule. 

Ligands Energy Ligands Energy 

(Molecules) (kcal/mol) (Adduct) (kcaVmo1) 

INH -5.0 INH-NAD -10.8 

MHI -6.0 NADH -6.5 

PZ A -4.1 PZA-NAD -9.4 

It is seen from Table 4.1 that in case of docking with individual molecules 

the most favorable docking is with molecule MHI followed by INH and PZA. This 

is in excellent agreement with our theoretical studies for three antitubercular drug 

molecules, PZA, INH and MHI. These studies, as presented in the previous 

chapter, utilize several DFT based reactivity descriptors to reveal that MHI is the 

most reactive among these three molecules and PZA is the least reactive one. The 

order of reactivity is: PZA < INH < MHI. 

While compared all the six docking experiences, it is observed that the 

docking with adduct are energetically more favorable than docking with drug 

molecules. The calculated docking energy for the docking of NADH is -6.5 

kcal/mol. The INH-NAD and PZA-NAD adducts, docked in the same conditions 

as NADH, exhibited energies of -1 0.8 and -9.4 kcal/mol, respectively (Table 4.1). 

According to these results, affinity for the InhA target is in the increasing order: 

NADH < PZA-NAD < INH-NAD. 

Thus, NAD-INH shows the best docking with lowest energy of the 

complex. The docked complexes were visualized using the Pymol viewer.52 The 

best docked view of INH-NAD adduct bound to protein receptor InhA is shown in 

Figure 4.4. Hydrogen bonds with existing solvent and the protein can be 

distinguished in the closer view. Both the INH-NAD and PZA-NAD were found 

docked in almost the same place where INH-NAD was present as predicted by 

earlier X-ray crystallographic studies. However, some changes of ligand 

conformation and the ligand-protein interactions were evident. 
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Figure 4.4 Docked view of ligand (INH-NAD adduct) bound to protein receptor 

InhA. Hydrogen bonds with existing solvent and the protein are shown. 

4.3.2 Hybrid QMIMM 

Hybrid QMIMM methods simplifies the energy calculation by treating the 

active region with a high-level quantum mechanical (ab initio or density 

functional) approach and rest of the environment with a less expensive molecular 

mechanics force field method. We performed QMIMM calculations with INH- 

NAD and PZA-NAD adducts in presence of protein. Instead of taking the whole 

protein, a large portion of the protein in the vicinity of the adduct were selected for 

carrying out QM/MM calculations. We only considered the amino acid residues, 

which encompass ligands at the level of the reactive cavity of InhA and in which 

the relaxed ligand was inserted. 



The quantum chemically calculated important geometric parameters such as 

bond length, bond angle and torsion angle of isolated INH along with experimental 

values are presented in Table 4.2. Apart from those, theoretically (QM) calculated 

geometry of INH in INH-NAD adduct; QMIMM calculated and experimentally 

observed geometry for INH in INH-NAD adduct in protein environment are also 

presented in the table. It is seen from Table 4.2 that the experimentally found 

geometric parameters of INH are matching well with the values obtained from 

quantum chemical calculation. The C 10-C 19 bond length (which is actually C 10- 

N12 in isolated INH) seems to increase in theoretical calculations. 

Table 4.2 Selected geometric parameters of INH drug molecule in various 

environments. Bond lengths are in A, bond angles are in degree. 

NAD NAD Adduct with 
Geometry of INH in isolation Adduct protein 
INH 

Expt. QM QM QMJMM Expt. 
Bond length 

Bond angle 
C2-C7-C6 
C7-C2-N3 
C2-N3-C4 
C4-C5-C6 
N3-C4-C5 
C5-C6-C7 
C7-C6-C 10 
C5-C6-C 10 
C6-C 10-0 15 
C6-C 10-C 19 

Torsion angle 
C5-C6-C 10-01 5 122.0 
C7-C6-C10-0 15 120.7 



On the other hand, in presence of protein environment, the geometric 

parameters of INH in INH-NAD adduct are found to be similar. It is observed that 

both QMIMM calculated and experimentally observed values of various bond 

length and bond angles match well. 

However, in the adduct, all the C-C and C-N bond lengths are observed to 

get elongated except the C 10-C 1 5 bond, which rather shortens. Drastic increase in 

C10-C19 bond length is obvious because it is the C10-N12 bond in isolated INH. 

The nitrogen containing part vanishes in the INH-NAD adduct. 

On the other hand, INH of INH-NAD adduct in protein environment shows 

increase in all the C-C and C-N bond lengths compared to both isolated INH as 

well as INH-NAD adduct. The exception is the C10-C15 bond, which rather 

decreases. 

While comparing the bond angles, the C2-N3-C4 bond angle increases in 

the adduct while the adjacent angles of N3 i.e. the N3-C4-C5 bond angle decreases 

slightly compared to that in isolated INH. The C2-N3-C4 bond angle of INH of 

INH-NAD adduct in protein environment increases further where the N3-C4-C5 

bond angle decreases. In contrast, the bond angle involving 0 1  5, (C6-C 10-0 15), 

is observed to decrease significantly in both the environment. 

Regarding the planarity of the molecule, it is observed from the torsion 

angles that the planarity of the side chain changes drastically in going from the 

isolated molecule to the adduct. The change of torsion angle of INH of INH-NAD 

adduct in protein environment is also drastic compared to isolated INH but almost 

similar to those of INH-NAD adduct without protein environment. 

All the theoretically calculated values are in good agreement with available 

experimental values. The compatibility of hybrid QMIMM derived values with 

experimental values establishes the accuracy of the method. 

Experimentally observed and theoretically calculated selected geometric 

parameters of isolated PZA molecule, PZA in PZA-NAD adduct and PZA-NAD 

adduct in protein environment are presented in Table 4.3. As in case of INH, it is 

seen from Table 4.3 that the experimentally found geometric parameters of PZA 

are in good agreement with the values obtained from theoretical calculation. All 

the C-C and C-N bond lengths are observed to get elongated in the adduct except 

the C7-09 bond which gets shortened slightly. The PZA-NAD adduct in protein 



environment shows further increase in all the C-C and C-N bond lengths 

compared to both isolated PZA and PZA-NAD adduct. 

Table 4.3 Selected geometric parameters of PZA drug molecule in various 

environments. Bond lengths are in A, bond angles are in degree. 

NAD 
PZA in isolation NAD Adduct with 

Geometry Adduct protein 

Expt. QM QM QWMM 

Bond length 
C4-C5 1.383 1.406 1.45 1.46 
N3-C4 1.329 1.346 1.42 1.48 
N6-C5 1.344 1.350 1.43 1.48 
C 1 -N6 1.354 1.345 1.42 1.47 
C 1 -C2 1.375 1.401 1.43 1.43 
N3-C2 1.353 1.347 1.40 1.43 
C7-09 1.241 1.235 1.22 1.23 
C7-N8 1.309 1.368 1.52 1.53 
C5-C7 1.55 1.49 
Bond angle 
C5-C4-N3 122.6 121.9 1 19.6 120.7 
C4-C5-N6 121.9 121.5 1 19.4 118.4 
C4-C5-C7 120.9 119.8 1 19.4 119.9 
N6-C5-C7 117.2 118.7 120.8 121.2 
C5-N6-C 1 115.4 116.6 119.6 119.6 
N6-C 1 -C2 122.4 121.6 120.3 120.3 
C 1 -C2-N3 121.4 122.1 120.5 121.3 
C2-N3 -C4 116.0 116.3 120.5 11 9.5 
C5-C7-09 119.1 121.4 116.1 1 16.9 
C5-C7-N8 117.5 114.2 121.9 121.8 
09-C7-N8 123.2 124.4 122.0 121.3 
Torsion angle 
C4-C5-C7-09 36.8 35.6 
N6-C.5-C7-09 -136.21 -135.8 

Similarly, the bond angles are also observed to follow the same trend as in 

case of INH. The C2-N3-C4 bond angle increases in the adduct while the adjacent 

angle of N3 i.e. the C5-C4-N3 bond angle decreases slightly in going from isolated 

PZA to PZA-NAD adduct. The bond angle involving 09 ,  (C5-C7-09), is observed 

to decrease significantly in both the environments. 
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The optimized geometries of INH and PZA in various forms and 

environments are presented in figures 4.5,4.6 and 4.7. 

Figure 4.5 Geometry of INH in INH-NAD adduct in presence of protein 

environment (bold stick) and in isolation (thin stick). 

Figure 4.6 Geometry of INH in presence of protein environment. 

Figure 4.7 Geometry of PZA in presence of protein environment. 



The similar geometric parameters as well as changes in geometric 

parameters of INH and PZA in various forms and environments attribute similar 

types of interactions of the drug molecules with InhA. 

4.3.2.1 Interaction Energy 

The energy values of drug-NAD adduct, protein and "drug-NAD adduct 

with protein" calculated separately for the drug molecules INH and PZA are 

presented in Table 4.4. The interaction energy for the two systems have also been 

calculated and presented in the same table. 

It is seen from Table 4.4 that the energy of the drug protein environment 

involving INH is relatively higher than that involving PZA. The interaction energy 

calculated for INH is found to be slightly lower than that of PZA which indicated 

that the INH interaction with the protein environment in more favorable compared 

to PZA interaction. 

Table 4.4 Calculated interaction energies of INH and PZA 

Energy (au) Interaction Energy 
Drug Drug-NAD Protein Drug-NAD 

Molecule with protein 
(MM) 

Adduct (au) (kcaVmol) 
(QMIMM) (QM) 

INH -870.33323 1 -51 1.66292 -358.66025 -0.0101 -6.34 

PZA -886.306377 -51 1.66292 -374.63396 -0.0095 -5.96 

4.4 Conclusions 

The geometrical parameters of both the molecules INH and PZA show a 

significant change in the geometry in various forms and environment. The 

theoretically calculated selected geometric parameters of INH and PZA are in good 

agreement with those of the available experimental values. Particularly, the values 

obtained from hybrid QMIMM calculations are compatible with experimental 

values and thereby establishes the accuracy of the method. 



The geometric parameters for INH-NAD and PZA-NAD in protein 

environment are similar in nature. This supports the possibility of similar types of 

interactions for both the drug molecules. 

The interaction energy values show that the interaction of INH is more 

favorable compared to PZA interaction. This supports further that INH is a better 

antitubercular drug in comparison to PZA. 
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Density Functional Theory Studies on Reactivity of 

Artemisinin and Some of its Derivatives 

Abstract 

A comparative study on the structure and chemical reactivity of 

antimalarial drug, artemisinin and some of its selected derivatives were performed 

using DFT. Calculated geometry of artemisinin is in good agreement with the 

available X-ray data. DFT based global reactivity descriptors such as global 

softness and global electrophilicity calculated at the optimized geometries are used 

to investigate the usefulness of these descriptors for understanding the reactive 

nature of the molecules. Local descriptors, Fukui function and philicity values 

successfully describe the reactive sites of the molecules. Antimalarial activities of 

artemisinin derivatives against the chloroquine-resistant, mefloquine-sensitive 

Plasmodium falciparum W-2 clone were investigated by QSAR analysis using 

DFT based descriptors as well as some molecular mechanics parameters. 



5.1 Introduction 

Malaria remains one of the world's greatest public health challenges. Half 

of world's population is at the risk of malaria. In 2008, 109 countries were 

recognized as endemic for malaria with 3.3 billion people at risk among which 45 

countries were within the WHO African region. Plasmodium falciparum was 

among the leading causes of death worldwide in 2004 from a single infectious 

agent.' This parasite, responsible for the majority of fatal malaria infections, can 

kill patients in a matter of hours. Malaria continues to be a critical problem 

worldwide owing to the emergence of resistance strains of malarial parasites to 

almost all available antimalarial drugs.2 

Artemisinin (Fig. 5. I), isolated from a Chinese medicinal herb, and some of 

its derivatives are still found to be a potent antimalarial drug against the resistant 

strains of P. falciparum. However, total synthesis and biochemical synthesis of 

artemisinin are not viable as the mainstream sources of artemisinin since these 

routes are not cost effective. Despite of serious efforts, a successful malaria 

vaccine has remained a distant dream and therefore development of new 

antimalarials based on artemisinin is crucial to control and cure the disease. 

The effectiveness of artemisinin and its derivatives as antimalarial drugs 

for the treatment of multi-drug-resistant P. falciparum has received considerable 

attention in recent The development of a new drug is a very long and 

expensive process. It is thus ideal to have a method that enables prediction of 

biological activity of new compounds in advance on the basis of chemical structure 

alone. For drug discovery and development, QSAR techniques5 are often 

employed because using these techniques the bioactivity of new compounds can be 

predicted effectively with reduced efforts. Traditional QSAR~ studies have been 

used since the early 1970s to predict activities of untested molecules. 

Development of a QSAR based pharmacophore model7 may be of great help to 

find out a pharmaceutically acceptable and economically viable peroxide-based 

antimalarial. QSAR studies on artemisinin8-l2 have contributed a lot in 

understanding the behavior of artemisinin. Tonmunphean et performed a 

QSAR study correlating antimalarial activities and artemisinin-heme binding 

properties obtained from docking calculations. Avery et al." considered a dataset 

of 211 artemisinin analogs and used comparative molecular field analysis 



(COMFA)') as a tool to model the activity of artemisinin analogs in terms of active 

site binding. Subsequently, Cheng et al.I4 performed molecular docking and 3D- 

QSAR studies on the possible antimalarial mechanism of artemisinin analogues. 

Guha et al.Is developed of QSAR models to predict and interpret the biological 

activity of 179 artemisinin analogues. 

DFT based reactivity descriptors namely, global hardness (q) ,  

electronegativity (,y), chemical potential (p), electrophilicity index (a), Fukui 

functions (Xr)) and philicity ( u : ) , ' ~ - ' ~  have attracted considerable interests to 

describe reactivity and site selectivity of various bio-rnole~ules .~~'~ '  The 

electrophilicity and philicity indices have also been successfully used to predict the 

biological activity/toxicity/property of different organic  molecule^.^^-^^ The 

performance of these descriptors has been quite substantially reviewed in recent 

times.25-27 

Among different descriptors for describing the electronic properties of 

molecules, the quantum chemical descriptors based on DFT and semi-empirical 

methods have been found useful in several QSAR s t ~ d i e s . ~ * - ~ ~  In particular, the 

energy of the next lowest unoccupied molecular orbital, electrophilicity and van 

der Waals surface area have shown to correlate with various biological activities, 

such as anticancer a c t i ~ i t i e s . ~ ~  

In this chapter, we present the use of DFT based reactivity descriptors to 

study the structure, stability, and reactivity of artemisinin and some of its 

derivatives. Theoretically obtained values are compared with experimental data. 

Experimentally proposed mechanism of action of artemisinin has been established 

theoretically by verifying that 01 of the endoperoxide linkage of artemisinin is the 

preferred site of electrophilic attack by the heme iron. DFT based global reactivity 

descriptors, global softness and global electrophilicity, calculated at the optimized 

geometries are used to investigate the reactive nature of the molecules while local 

reactivity descriptors such as Fukui function and philicity are utilized for selecting 

the reactive site(s) in individual molecule. Multiple regression analyses were 

performed to build up a QSAR model based on DFT derived descriptors as well as 

molecular mechanics parameters for artemisinin to establish the importance of the 

descriptor in predicting antimalarial activity. The comparative QSAR study with 

the help of DFT techniques were performed in gas media and the training set 



correlation coefficients and cross-validation (leave-one-out) q2 values were found 

to be significant. 

The mode of action of artemisinin derivatives is different from other 

antimalarial drugs because of their unusual structures. Artemisinin is a 

sesquiterpene lactone with an endoperoxide group, and its unusual 1,2,4-trioxane 

ring system has been proven to be critical for the antimalarial activity.33 It is 

ensured that the selected analogues act via similar mechanisms of action. 

Biological activity have been taken from reported control activity for artemisinin 

where the selected compounds have been tested using the same assay method, i.e., 

in vitro against the chloroquine-resistant, mefloquine-sensitive P. falciparum W-2 

clone.' The relative activity (RA) was calculated from the experimentally 

derived ICso of artemisinin divided by the ICso of the analogue and corrected for 

molecular weight. Before inclusion into the spreadsheets, the RA was converted to 

the log RA as given below: 

log RA= log[(ICSO of artemisinin/ICSO of the analog) x (MW of the 

analog1MW of artemisinin)] 

5.2 Computational details 

The artemisinin structure determined by X-ray crystallography35 was 

considered as the reference structure to build up the analogues. Full unconstrained 

geometry optimization of artemisinins was carried out using the D M O ~ ~  program. 

We used double numerical with polarization (DNP) basis set36 in combination with 

several LDA and GGA exchange-correlation functionals like BLYP, BOP, HCTH, 

BP, PW91, PWC and VWN-BP. The other analogues of artemisinin considered 

for theoretical studies were optimized with most widely used exchange-correlation 

functional BLYP in combination with DNP basis set. The size of DNP basis set is 

comparable to the 6-31G** basis of Hehre et alas3' However, they are believed to 

be much more accurate than a Gaussian basis set of the same size.38 

The structural variations of other 20 analogues of artemisinin due to the 

presence of various functional groups are presented in Table 5.1. 



Table 5.1 Artemisinin (molecule 1) and other derivatives with various functional 

groups. 

Molecule Substituent groups 
R R1 R2 R3 

1 CH3 CH3 H =O 
2 CH3 H CH3 =O 
3 C2H5 H H = o  
4 H H H =O 
5 C3H7 H H =O 
6 CH3 =CH2 --- =O 
7 CH3 =CHCH3 --- =O 
8 CH3 =O --- =O 
9 CH3 CsHl I H =O 
10 CH3 C3H7 H =O 
11 CH3 CH3 H H 
12 CH3 CH3 H OH 
13 CH3 CH3 H OEt 
14 CH3 C4H9 H OH 
15 CH3 H H H 
16 CH3 CH3 H OMe 
17 CH3 C4H9 H H 
18 CH3 CZHS H H 
19 CH3 C3H7 H OEt 
20 CH3 H H OEt 
2 1 CH3 C2H5 H OEt 

The global reactivity descriptors, such as chemical potential ( p ) ,  chemical 

hardness ( q ) ,  and electrophilicity ( w )  have been calculated by using equations 

2.12 and 2.13. Fukui function values were calculated using both Mulliken (MPA) 

and Hirshfeld population analysis (HPA). The molar refractivity parameter of 

carrier ligands and surface area of each complex were obtained from the MM+ 

computations with Hyperchem software.39 
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The optimized geometries of all the 20 analogues of artemisinin are 

presented in Figure 5.1. 

Figure 5.1 Optimized geometries of 20 analogues of artemisinin. 

5.3 Results and discussion 

5.3.1 Geometry of Artemisinin 

The optimized geometry of artemisinin at BLYPIDNP level is shown in 

Figure 5.2 and its selected structural parameters obtained using DNP basis set in 

combination with several functional such as HCTH, BLYP, PW91, PWC, BOP, 

BP, VWN-BP are presented in Table 5.2. The available X-ray crystallographic35 

results of artemisinin are also presented in Table 5.2 structure. 



It is seen from Table 5.2 that the geometric parameters of artemisinin 

calculated at various levels of theories are in good agreement with available 

experimental results. 

Table 5.2 Comparison of selected geometric parameters of artemisinin optimized 

at different theoretical levels with experimental results. Bond lengths are in A, 
bond angles and dihedral angles are in degree. 

VWN- Geometry Exp. HCTH BLYP PW91 PWC BOP BP RP -- 
Bond length 

Bond angle 
0102C1 
02C108 
C 108C9 
08C9C5 
C9C50 1 
C50 102 
C9C5C4 
0 1 C5C4 
C5C4C3 
C4C3C2 
C3C2C 1 
C2C 102 
C2C108 

Dihedral angle 
C50102C1 47.4 47.1 46.9 47.4 49.5 46.5 47.4 47.8 
0102C108 -73.7 -73.7 -74.2 -75.5 -73.4 -74.2 -74.4 
02C108C9 33.3 34.6 34.1 32.9 34.6 34.1 34.1 
C 108C9C5 26.9 26.5 26.8 28.0 26.4 26.8 26.9 

Since no significant variation of bond lengths and bond angles from the 

experimental data have been noticed with DNP basis set and any of the functional, 
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the most popular exchange-correlation functional BLYP in combination with DNP 

basis set has been chosen for performing calculations for the remaining molecules. 

Figure 5.2 Optimized geometry of artemisinin 

5.3.2 Global Descriptors 

Global reactivity parameters, chemical potential (y), hardness (q), and 

electrophilicity index (a) of artemisinins have been calculated at the BLYP/DNP 

level and they are presented in Table 5.3. The variation of hardness (q) calculated 

with BLYPI DNP level for the molecules are shown in Figure 5.3. 

Figure 5.3 Variation of hardness of the molecules calculated at BLYPJDNP level. 
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According to maximum hardness principle (MHP):' at constant external 

potential, stability of a molecule increases with hardness and with the increase in 

stability the reactivity decreases. It is seen from Table 5.3 that the molecule 8 has 
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the lowest chemical hardness (11) value (1.379 eV) among all the modelled 

derivatives and hence is the most reactive one. 

Table 5.3 Comparison of the global reactivity descriptors, p, q, and o of 

artemisinin and various derivatives calculated at BLYPIDNP theoretical levels. 

Chemical 
Molecule Potential Hardness Electrophilicity 

(P) (ll) (0) 
1 -3.962 1.972 3.980 
2 -3.969 1.944 4.052 
3 -3.976 I .957 4.03 9 
4 -4.1 14 1.909 4.433 
5 -3.985 1.945 4.082 
6 -4.097 1.836 4.571 
7 -3.967 1.879 4.188 
8 -3.47 1 1.379 4.368 
9 -3.948 1.955 3.986 
10 -3.955 1.955 4.001 
11 -3.468 1.874 3.209 
12 -3.573 1.894 3.370 
13 -3.495 1.879 3.250 
14 -3.61 1 1.891 3.448 
15 -3.486 1.868 3.253 
16 -3.510 1.885 3.268 
17 -3.456 1.869 3.195 
18 -3.477 1.853 3.262 
19 -3.488 1.876 3.243 
20 -3.502 1.882 3.258 
2 1 -3.482 1.882 3.221 

On the other hand, electrophilicity index (o) is considered as a measure of 

electrophilic power of a molecular system towards a nucleophile. Larger the 

electrophilic power of a chemical system, higher is its reactivity as an electrophile. 

Conversely, lower is the electrophilic power of a chemical system higher is its 

reactivity as a nucleophile. The variation of electrophilicity index (o) calculated at 

BLYPI DNP level for the molecules is shown in Figure 5.4. 

It can be seen from Figure 5.4 that molecule 6 has maximum 

electrophilicity value which is comparable to molecules 4 and 8. Thus from w 

values the molecules 4, 6 and 8 are found to be more reactive than the other 

compounds. 



However, other global descriptor, chemical potential is observed to be less 

significant to predict any reactivity trend of the molecules correctly. Hence, there 

is a need for more reliable parameter to describe reactivity of these molecules. 

Figure 5.4 Variation of electrophilicity of the molecules at BLYPIDNP levels. 

5.3.3 Local Descriptors 

Local reactivity parameters describe the relative reactivity and site 

selectivity of atoms in a molecule. The nucleophilic attack at a particular site of a 

system represents the sites with maximum values of Fukui function, (f,') and/or 

local philicity, w l .  Similarly, electrophilic attack at a particular site of a system 

represents the sites with maximum values of Fukui function, f,-andor local 

philicity, w; . 

We calculated Fukui function for all the atoms of artemisinin and its 

derivatives to derive the most reactive atoms in each of the molecules. From the 

Fukui function values it was found that the atoms 0 1  and 0 2  shown in Figure 5.2 

are the most reactive atoms in each of the molecule. Therefore, we considered 

Fukui function (f,'), local philicity and relative electrophilicity values of 01 and 

0 2  atoms for comparison. 

5.3.3.1 Fukui function, (f,') 

Fukui function values (f,') of 01 and 0 2  atoms of artemisinin and 

derivatives derived from MPA and HPA schemes using BLYPIDNP levels are 

listed in Table 5.4. It is seen from Table 5.4 that in all the molecules the value of 



(f,') is higher in case of atom 0 2  than that of atom 01 .  This indicates that atom 

0 2  is the preferred site for nucleophilic attack which establishes the preference of 

heme iron to approach the 0 2  atom at the endoperoxide linkage of artemisinin 

compounds. While the f,' values of atom 0 2  are compared for all the molecules 

it does not show any significant variation. Similarly, f,' values of atom 01 also 

do not show any significant variation. Therefore, from f,' values of 0 2  and 01 

atoms, it is difficult to compare the reactivity of the molecules. 

5.3.3.2 Local philicity ( a: ) 

Philicity is considered as better intermolecular reactivity parameter than FF 

for analyzing electrophile-nucleophile interactions as it is the product of global and 

local parameter. Philicity (a,') values for 0 1  and 0 2  atoms of artemisinin and its 

derivatives derived from MPA and HPA schemes using BLYP/DNP levels are 

listed in Table 5.4. However, variation of philicity is also observed to be less 

significant to make a comparison among the molecules to predict their reactivity. 

5.3.3.3 Relative electrophilicity, (f,'/ f; ) 

The variation of relative electrophilicity, f,'/f;, calculated with BLYPI 

DNP level for the molecules are shown in Figure 5.5. 
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Figure 5.5 Variation of local reactivity parameters of the 0 1  and 0 2  atoms of all 

2 1 artemisinin derivatives calculated at BLYP/DNP level using HPA. 



Table 5.4 Fukui function (f,'), local philicity (w,') and relative electrophilicity (f;/ f; ) values for 0 1  

and 0 2  atoms of artemisinin and derivatives calculated at BLYPJDNP level using HPA and MPA charges. 

Mulliken 
Molecule fk' 4 f,' If; 

Hirshfeld 

f ,' a,' f,' /f,- 
0 1  0 2  0 1  0 2  0 1  0 2  

0.189 0.198 0.752 0.788 1.766 1.980 
0.187 0.198 0.758 0.802 1.781 2.041 
0.189 0.196 0.763 0.792 1.703 1.867 
0.194 0.210 0.860 0.931 1.848 2.100 
0.188 0.196 0.767 0.800 1.709 1.885 
0.053 0.063 0.242 0.288 0.442 0.553 
0.067 0.078 0.281 0.327 0.677 0.830 
0.011 0.022 0.048 0.096 0.550 0.733 
0.189 0.198 0.753 0.789 1.783 2.020 
0.189 0.198 0.756 0.792 1.783 2.020 
0.190 0.197 0.610 0.632 1.570 1.563 
0.191 0.197 0.644 0.664 1.516 1.539 
0.190 0.196 0.618 0.637 1.557 1.556 
0.189 0.197 0.652 0.679 1.410 1.428 
0.191 0.197 0.621 0.641 1.516 1.504 
0.191 0.197 0.624 0.644 1.553 1.539 
0.190 0.196 0.607 0.626 1.624 1.607 
0.190 0.197 0.620 0.643 1.652 1.628 
0.190 0.196 0.616 0.636 1.624 1.620 
0.191 0.197 0.622 0.642 1.516 1.515 
0.190 0.196 0.612 0.631 1.597 1.581 



The f,'/ f; values of 0 1  and 0 2  atoms of artemisinin and derivatives 

derived from MPA and HPA schemes at BLYP/DNP level are reported in Table 

5.4. It is noticed from Table 5.4 that f,'/ f; values of 0 2  atom thus calculated 

increase in the order: molecule 10= molecule 9 <molecule 4. Thus, reactivity of 

molecule 4 towards an electrophile is maximum followed by molecules 9 and 10. 

5.3.4 QSAR studies 

From the results of DFT calculations, various descriptors, such as energy of 

highest occupied molecular orbital (EH~Mo), energy of lowest unoccupied 

molecular orbital (ELuM0), energy of the next lowest unoccupied molecular orbital 

(ENL), energy difference between LUMO and HOMO (AL-H), dipole moments, 

electrophilicity (u), hardness (q),  philicity (o') etc were selected for QSAR 

modelling. In addition, the molecular mechanics parameters such as molar 

refractivity (MR), van der Waals surface area (SA), molecular volume, log of 

octanol/water partition coefficient (logP) of the whole molecule and molar 

refractivities (MRR, MRRIflRRZ, MRR3) of the substituents (R, R,, R2, R3) were 

selected. 

The logarithmic relative activity values (logRA) of compounds (1-21) were 

taken from the work of Avery et al.." The descriptors with greater correlation to 

logRA with smaller auto correlation were selected out to perform the stepwise 

multiple linear regression. The QSAR equation having significant statistica! 

parameters for 21 artemisinin analogues is represented by equation 5.1. The 

equation is obtained by considering the relative activity (logRA) as a dependent 

variable and electrophilicity (a), energy of highest occupied molecular orbital 

( E H ~ M ~ ) ,  logP, and molar refractivity of R3 group (MRR~) as independent variables, 

values of which are presented in Table 5.5. 

log RA = 13.912 -0.871 C!I + 2.394 EHW+ 0.787 log?' -0.0619 MRR3 (5.1) 

n = 21, r2= 0.795, SD =0.515, F = 15.545,pC 0.05 

Here, r2 is the square of correlation coefficient, SD is the standard 

deviations of regression, F is the overall F-statistics for the addition of each 

successive term, and p is the p-values using the F statistics. In general, a 

regression model is significant at p-value < 0.05 using the F statistics4' and so 

these models are statistically significant. However, according to the general 



statistical standards, a model with r2 > 0.80~' is acceptable. Therefore this QSAR 

equation should be further improved to become a statistically significant model. 

To improve r2, LOO (Leave One Out) method suggested by Dietrich et al. and 

Cornish-Bowden and  an^^^^^^ was applied in which a compound is considered as 

outlier if its corresponding 2, called jackknife r2 (r,2) value obtained from the 

regression analysis after deleting the compound, is comparatively higher than the 

other rJ2 values. The calculated rJ2 values are presented in Table 5.5. 

Table 5.5 Parameters used to build the QSAR models along with the jackknife 

results for the selected set of artemisinin derivatives. 

Molecule o EHOMO logP Log RA 

It is clear that compounds 4, 19, 20 have higher rJ2 values where the values 

are same for compounds 4 and 20. We removed compound 19 and one of the other 

two compounds. But correlation is better for the QSAR equation obtained after 

removing molecules 4 and 19 compared to that obtained for 19 and 20. The QSAR 

equation obtained after deleting compounds 4 and 19 is given in equation 5.2. 

log RA = 8.868 - 0.875 co + 1.321 EHoMo+ 0.555 10gP -0.033 MRR3 (5.2) 

n =  19,?=0.865,SD=0.345,F=22.572,p<0.05 



Table 5.6 Experimental and calculated logRA values of 

artemisinin and derivatives from BLYPIDNP level. 

Molecule 
LogRA 

~ x ~ t .  ' ' Calculated Residual 
1 0.00 0.079 -0.079 
2 -0.17 0.046 -0.2 16 
3 0.05 0.063 -0.01 3 
5 0.83 0.266 0.564 
6 -0.89 -0.376 -0.514 
7 -0.36 0.274 -0.634 
8 -2.47 -2.594 0.124 
9 1.02 1.049 -0.029 

10 1.13 0.560 0.571 
11 0.75 0.672 0.078 
12 0.55 0.152 0.398 

13 0.34 0.315 0.025 
14 0.96 0.736 0.225 
15 0.28 0.381 -0.101 
16 0.28 0.289 -0.009 
17 1.32 1.410 -0.090 

18 0.67 0.878 -0.208 
2 1 0.50 0.591 -0.091 

Equations 5.1 and 5.2 reveal that increasing values of E H o ~ 0  and logP and 

decreasing values of o and MRR3 enhance the activity of artemisinin derivatives. 

Table 5.6 lists the experimental and calculated logRA values of the molecules. 

Figure 5.6 A plot between experimental and calculated logRA values of all the 

derivatives of artemisinin. 



A plot between the experimental and calculated logRA values (Figure 5.6) 

shows that the selected descriptors are capable of predicting the activity of 

artemisinin derivatives. 

5.3.5 Conclusions 

In this study we used DFT based reactivity descriptors to study the 

structure, stability, and reactivity of artemisinin and some of its derivatives. 

Comparison with experimental X-ray crystallographic structure data indicates that 

the optimized geometries of artemisinin obtained theoretically are in agreement 

with experimental values. One of the global descriptors, global hardness, reveals 

that molecule 8 is the most reactive one among the artemisinin derivatives. The 

electrophilicity value of molecule 6 is found to be maximum which is comparable 

with that of molecules 4 and 8. Fukui function (f,') values of all the atoms of 

each of the molecule show that atom 0 2  is the most reactive atom compared to 

other atoms. This also indicates that atom 0 2  is the preferred site for nucleophilic 

attack which reveals that heme iron prefers to approach the 0 2  atom at the 

endoperoxide linkage of artemisinin compounds in agreement with the 

experimentally proposed mechanism of action of artemisinin compounds. The 

relative electrophilicity, (f,'/ f; ) shows that compound 4 has maximum reactivity 

followed by compounds 9 and 10. The comparative QSAR study with the help of 

DFT and MM techniques provide the importance of the selected descriptors in 

predicting activity of the artemisinin analogues. 
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DFT STUDIES ON HEME ARTEMISININ 

INTERACTION 

Abstract 

A systematic DFT calculation has been performed to investigate the 

interaction of artemisinin with heme. Interaction energies, electronic states, and 

geometrical arrangements for the complexes between the heme and artemisinin 

have been determined. The antimalarial activity of artemisinin is supposed to be 

mediated by its interaction with intra-parasitic heme leading to free radicals which 

would be responsible for killing the parasite. Thus, the heme-artemisinin 

interaction constitutes the initial stage of the mechanism of action of artemisinin. 

The results of theoretically calculated geometrical arrangements of the 

heme-artemisinin complex are found to be in good agreement with available 

experimental results. The most favorable heme-artemisinin interaction takes place 

in the most stable complex which is in triplet spin state. Calculated values of 

interaction energies and electronic states have provided an insight on the 

mechanism of action of artemisinin with heme. 



6.1 Introduction 

In the previous chapter we have studied the structure and chemical 

reactivity of artemisinin and some of its selected derivatives. DFT based reactivity 

descriptors have successfully describe the reactive sites of the molecules. A QSAR 

study was also performed using few selected descriptors to predict the activity of 

the artemisinin analogues. 

We have already discussed the unique structure of artemisinin where the 

presence of endoperoxide group is responsible for the antimalarial activity. The 

interaction of this group with intracellular heme group of human hemoglobin 

constitutes the initial stage of the mechanism of action of artemisinin.' Recently, 

it has been established that heme reacts with artemisinin more efficiently than 

hemin, inorganic iron, or hemoglobin.2 

The malaria parasite needs to synthesize its own protein for rapid 

development. In humans, malarial parasites digest more than 70% of hemoglobin 

within the infected red blood giving globin and heme as the products. Globin 

is hydrolyzed into amino acids which are used in protein synthesis by the parasite. 

The process also releases free heme (Fe(I1) protoporphyrin-IX) which is toxic for 

the parasite. Malaria parasite detoxifies the toxic heme by its conversion into 

hemozoin through a specific mechanism called heme polymerization. The 

hemozoin formation involves the oxidation of heme to hemin (Fe(II1) 

protoporphyrin-IX) by a mechanism that is not yet fully explored, but this step is 

presumed to involve molecular oxygen as the oxidizing agent.4 Disruption of the 

hemozoin formation is the strategy most widely used for treating ma~a r i a .~  

Several other molecular targets have been proposed apart from heme, for 

the reactive intermediates generated from artemisinin and its  derivative^.^-'^ The 

reason why resistance has not yet developed against artemisinins is that, they exert 

their antimalarial effects not only by hitting a single biological target, but also by 

simultaneously hitting several targets with very high precision and effi~iency."~'~ 

The mode of action of artemisinin has been suggested to involve at least 

two distinct ~ t e ~ s . ' ~ ' ~ ~ ' ~ ~ ' ~  In the first step, the activation step, one electron transfer 

from the heme ~ e * +  ion attacks and breaks the endoperoxide linkage of artemisinin. 

The cleavage of the endoperoxide generates oxygen centered radicals that 

immediately rearrange to carbon centered radicals. The transformation from the 



oxygen to carbon-centered radicals can occur either from a homolytic cleavage of 

the C1-C2 bond or an intramolecular 1,5-H atom shift. These two pathways are 

presented in Figure 6.1. In the second step, such carbon radicals alkylate heme'8319 

disrupt the heme detoxifying process probably by preventing its polymerization 

into h e m o ~ o i n . ~ ~  This can cause the parasite death by a mechanism similar to that 

proposed for the quinoline-based ant imalar ia~s.~"~~ 

Figure 6.1 Proposed mechanism of action of artemisinin 

However, in spite of various mechanisms that have been proposed, the 

detailed mechanism of artemisinin action is not yet and is still under 

debate.'3,25-30 It has been suggested that different reactive intermediates are 

generated in the decomposition of artemisinin and similar endoperoxide-based 

drugs and some of these could be the mediators of the antimalarial activity of this 

class of compounds. 

The theoretical investigations on the reactions reveal that both the 

homolytic C-C cleavage reaction and the intramolecular 1,5-hydrogen shift 

process are important for antimalarial activities. The second pathway is found to 

be energetically more preferable.3' On the other hand, other theoretical works 

performed utilizing docking approach between artemisinin compounds and heme 

illustrate the preference of heme iron to approach the 01 atom at the endoperoxide 

linkage of artemisinin compounds.32 33 



The decomposition mechanism of artemisinin and other trioxanes induced 

by Fe(I1)-containing species has been the subject of several studies during the past 

d e ~ a d e . ~ ~ , ~ ~  The mechanisms proposed by Cumming and Wu, have been combined 

and with slight modifications, are accepted as the reference. Definitive evidence 

for the generation of carbon radical intermediates during ferrous-mediated 

endoperoxide degradation of artemisinin and its derivatives was provided by EPR 

spin-trapping techni~lues.~~-~'  

Apart from experimental studies, several theoretical investigations related 

to the antimalarial mode of action of artemisinin have been reported. 3 1,33,38-56 Gu et 

u I . , ~ ~  studied the reaction mechanism of the radical transformations in artemisinin 

by using a structurally similar model molecule, 6,7,8-trioxybicyclo[3,2,2]nonane. 

They predicted the transition state species and the details of the potential energy 

surfaces of the intramolecular 1,5-hydrogen shift and the homolytic cleavage of the 

C-C bond in artemisinin. The structural details of the 0-centered radical and the 

corresponding low value of free energy of activation has been found for the 

intramolecular 1,s-hydrogen shift process in artemisinin. Recently, Moles et al." 

have also reported similar theoretical study on the decomposition mechanisms of 

artemisinin, by using the same molecule as the molecular model for artemisinin. 

They could satisfactorily explain all relevant intermediates as well as the final 

products. However, several intermediates and radicals have been found as 

relatively stable species, thus giving support to the current hypothesis that some of 

these species can be responsible for the antimalarial action of artemisinin and its 

derivatives. 

In a very recent paper, Moles et ~ 1 . ' ~  have reported a theoretical study on 

the electronic and topological aspects on the reaction of dihydrated Fe(OH)2 with 

6,7,8-trioxabicyclo[3.2.2]nonane, as a model for the reaction of heme with 

artemisinin. The ferrous model was found to react preferably with the 

endoperoxide-containing species rather than with molecular oxygen. The reported 

results explain the affinity between Fe and the peroxide bond and suggest that 

artemisinin would compete with molecular oxygen in the very first step of 

hemozoin formation, killing the malaria parasite. 

Drew et investigated reactions of seco and carba analogues of 

artemisinin and arteether using DFT and found that addition of an electron leads to 



scission of the 01-02 bond and the energy barrier for subsequent 1,5- 

intramolecular hydrogen abstraction to produce a carbon-centred radical is similar 

to that for the parent compounds. Taranto et ~ 7 1 . ~ ~ " ~  studied the decomposition 

process at the semiempirical AM1 and PM3 levels. Tonmunphean et aL3' also 

reported these steps by using artemisinin, dihydroartemisinin, deoxoartemisinin 

and another 12 antimalarial artemisinin derivatives. 

A theoretical investigation at DFTIZORAITZP level, dealing with the 

interactions of several endoperoxides including artemisinin, with two possible 

sources of iron, namely the [ F ~ ( H ~ o ) ~ ] ~ +  ion and heme, has been reported.48 The 

authors describe an initial formation of an Fe-0 bond, followed by 0-0 cleavage, 

yielding the oxygen-radical species that subsequently transformed into the carbon- 

centered radicals. 

In this chapter, we have presented a systematic study on interaction and 

geometrical arrangements of artemisinin with respect to heme by means of DFT 

calculations. 

6.2 Computational Details 

We performed full geometry optimizations with the isolated heme group 

and the artemisinin molecule. Then, the heme-artemisinin complex was fully 

optimized. We performed calculations for both heme and the heme-artemisinin 

complex for at least three different spin controlled electronic states. For heme, the 

states with singlet, triplet and quintet multiplicities (S = 0, 1 and 2, respectively) 

were calculated, while triplet, quintet, and septet states (S = 1, 2, and 3, 

respectively) were calculated for the complex between heme and artemisinin. 

All DFT calculations were performed using D M O ~ ~  program package. The 

geometries of the heme group and of the artemisinin molecule were fully 

optimized at generalized gradient approximation (GGA)~' with B L Y P ~ ~  functional 

as well as LDA with VWN functional. We used double numerical with 

polarization (DNP) basis set for optimization of the geometries of both artemisinin 

and the heme group. Similarly, calculations for the heme-artemisinin complex, 

with the d6 ~ e ~ +  ion (or d5 ~ e ~ ' ) ,  were also performed at the same level of theory. 

The electronic populations are calculated using MPA and HPA. 



6.3 Results and Discussion 

6.3.1 DFT calculations of artemisinin 

6.3.1.1 Optimized geometry of artemisinin 

The geometries of artemisinin optimized at BLYPDNP level is shown in 

Figure 6.2. 

Figure 6.2 The optimized geometry of artemisinin. 

The selected geometric parameters of artemisinin obtained from 

BLYPDNP and VWN/DNP levels of calculation are presented in Table 6.1. It is 

seen from Table 6.1 that the calculated 01-02 bond lengths of peroxide moiety 

of all the theoretical calculations are found to be 1.390 -1.5 10A. These values are 

in good agreement with some of the available experimental and theoretical results. 

It is also observed from Table 6.1 that the C5--01 and C1--02 distances 

fall into the interval of (1.435-1.476A) and (1.399-1.424A), respectively. These 

distances are in consistent with the experimentally determined values (1.450- 

1.46 1 A) and (1.469- 1.4744). 



Table 6.1 Selected geometric parameters of artemisinin calculated using 

BLYPIDNP and VWNIDNP levels. Some data from reference works are also 

indicated. 

Functional Geometric parameters (A) 
/basis set C5-01 C1-02 0 1 - 0 2  

VWNIDNP 1.435 1.399 1.447 

BLYPIDNP 1.476 1.424 1.510 

6.3.1.2 Atomic charges 

Atomic charges of selected atoms of artemisinin calculated using both 

MPA and HPA are given in Table 6.2. 

Table 6.2 Mulliken and Hirsfeld atomic charge density for all the oxygen atoms of 

artemisinin calculated using BLYPIDNP and VWNIDNP level. 

Atomic charges (e-) 

Atom BLY PIDNP VWNIDNP 

Mulliken Hirshfeld Mulliken Hirshfeld 

As can be seen from Table 6.2, both MPA and HPA derived charges for 

different types of oxygen atoms have negative values. However, the charges on 

0 8 , 0 1 1  and 014  atoms are more negative compared to that on atoms 01 and 02 .  



Thus, our calculations show that the negative charge density of artemisinin 

concentrates not on the peroxide group but on the other oxygen atoms including 

that of the carbonyl group. Although these results may indicate a possible 

interaction of artemisinin with an electron poor group via the carbonyl group, this 

would have little effect on the peroxide group, well-known as the most relevant 

group in artemisinin for its antimalarial activity. 

When analyzing the two oxygen atoms of the peroxide group the charge 

density on 0 1  is found to be less than that on 02,  with both MPA and HPA. 

However, the values for Hirshfeld charge densities are much lower than those of 

Mulliken values. This leads to the possibility of interaction of the peroxide group 

of artemisinin with an electron rich atoms rather than with an electron poor one. 

During interaction, heme reduces artemisinin. The electron transfer 

reaction may be represented by the general equation: 

Heme(Fe(I1)) + artemisinin -+ Heme(Fe(II1)) + artemisinin- (6.1) 

As depicted in equation 6.1, during interaction artemisinin receives an 

electron from ~ e ~ + - - ,  ~e~~ conversion. Thus there is a nucleophilic attack on 

artemisinin. 

6.3.1.3 Fukui function 

Local reactivity parameter, Fukui function, describes the relative reactivity 

and site selectivity of atoms in a molecule. In conventional Fukui function 

computations, a value of 1.0 is used for AN, i.e., one full electron is removed or 

added (equation 2.15) for the calculation of the charge density of the ions. D M O ~ ~  

can use fractional charges for this purpose. This yields faster SCF convergence, 

and results closer to the limit of AN=O for which a value of 0.1 is recommended. 

We present the Fukui hnction of all the oxygen atoms of artemisinin in 

Table 6.3. From the fk- values all the oxygen atoms it is found that the atoms 01 ,  

0 2  and 014 shown in Figure 6.1 have the higher values of fk- . However, among 

the three atoms 014  shows the highest values of f,- in both MPA and HPA 

schemes and thus reflects the highest susceptibility to electrophilic attack on it. 



Table 6.3 Calculated Fukui function ( f i  , f,'), relative nucleophilicity 

( fk-/ fk+ ) and relative electrophilicity (f,'/ f; ) values of all the oxygen atoms 

of artemisinin. These values are evaluated at BLYP/DNP, VWNIDNP levels 

using HPA and MPA charges. 

Atom 
fi fk' fk- If,' f,' lfi 

MPA HPA MPA HPA MPA HPA MPA HPA 

BLYPIDNP 

On the other hand, while the Fukui function values, (f,'), of all the oxygen 

atoms are compared, it is seen from Table 6.3 that the value of f,' is higher in case 

of atoms 0 1  and 02 ,  the later being the highest one. The rest of the oxygen atoms 

have significantly low values of fk'. This indicates that the heme-artemisinin 

interaction happens through nucleophilic attack on artemisinin. This also 

establishes that the heme iron prefers to approach the 0 2  atom at the endoperoxide 

linkage of artemisinin compounds. Therefore, from f,' values of 01 and 0 2  

atoms, it is prominent that 0 2  is more susceptible for nucleophilic attack compared 

to 0 1  and other oxygen atoms in artemisinin. 



6.3.1.4 Relative electraphilicity, (f,* / f;) 
Other local reactivity descriptors, relative nucleophilicity, Cf;/ f:). and 

relative electrophilicity, (f,*//;), generate improved intramolecular as well as 

intermolecular reactivity trends than those obtained from condensed Fukui 

function. The relative nucleophilicity, and relative electrophilicity values of all the 

oxygen atoms of artemisinin derived from MPA and HPA schemes at BLYPIDNP 

and VWNIDNP level are reported in Table 6.3. 

It is noticed from Table 6.3 that f; / f,' values are maximum for 01 4 

followed by atom 0 1  1. On the other hand, the relative electrophilicity, (f; / f;). 
values of 0 2  are observed to be maximum followed by that of 01 .  The other 

oxygen atoms have significantly low f;/ f; values. Thus relative electrophilicity 

values reveal 0 1  and 0 2  to be the preferred sites for nucleophilic attack in the 

artemisinin molecule. This also establishes that as the 0 2  atom is the most 

preferred site for nucleophilic attack, the heme-artemisinin interaction should 

preferentially involve oxygen 0 2  instead of 0 1. 

6.3.2 DFT calculations for the heme group 

The heme group has an ~ e ~ +  ion coordinated to four pirrolic nitrogen atoms 

making the porphyrin ring.65 In order to study the interaction of artemisinin with 

heme, the coordination environment of hemoglobin is maintained as in the real 

system by adding a histidine residue to one of the pseudoaxial positions of the 

heme unit. The geometry of heme group in conjugation with the histidine residue 

optimized at BLYPIDNP level is shown in Figure 6.3. 

It can be seen from Figure 6.3 that the minimum energy structure of heme 

has a conformation where the pairs of cr and P carbons forming the border of the 

pirrolic rings are located up and down of the medium plane of porphyrin, 

respectively, while the meso carbon atoms are in the 
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Figure 6.3 The optimized geometry of heme group coordinated to a histidine 

residue. 

6.3.2.1 Geometry 

The coordination distance between iron and nitrogen are important 

geometric parameters to determine the structure of heme. The distances between 

Fe2+ and the imidazolic nitrogen of the histidine residue and the distances between 

the Fe2+ ion and the pirrolic nitrogens calculated for various spin states are 

presented in Table 6.4. It is seen from Table 6.4 that in case of singlet, quintet and 

septet states, the distances between the Fe2+ ion and the imidazolic nitrogen of the 

histidine residue are higher than the distances between Fe2+ and the pirrolic 

nitrogens. The trend is of reverse order in case of triplet state. The differences are, 

however, dependent on the spin state as well as the basis set. For instance, at the 

VWNDNP level, the difference reduces from the singlet spin state to the quintet 

spin state, and increases from the quintet spin state to the septet spin state. Our 

observation is in good agreement with some of the experimental and theoretical 

results. However, in relation to the Fe-N distances, the BLYPDNP results are 

closer to the experimental values. 



Table 6.4 Selected geometric parameters for heme group coordinated to a 

histidine residue, calculated at various spin states using BLYPIDNP and 

VWNIDNP levels. Some data from reference works are also indicated. 

Geometric parameters 
Functional 

N2-Fe- 
/basis set 

Structure Fe-NS Fe-N2 Fe-N78 N5-Fe-N3 N4 

VWNIDNP 1.972 1.981 2.102 176.2 170.4 

Singlet BLYPIDNP 2.047 2.038 2.006 171.3 169.9 

VWNIDNP 1.979 1.969 1.867 174.2 171.1 

Triplet BLYPIDNP 2.047 2.034 1.985 170.3 168.7 

 heo ore tical^' 1.993 2.01 7 2.249 173.1 170.8 

VWNIDNP 1.974 1.974 2.037 175.3 170.0 

Quintet BLYPIDNP 2.042 2.04 1 2.346 173.4 170.7 

 heo ore tical^' 1.988 1.994 2.182 177.7 171.4 

VWNIDNP 1.976 1.978 2.078 175.4 168.9 

Septet BLYPIDNP 2.042 2.038 2.264 171.5 168.2 

 heo ore tical^' 2.064 2.064 2.105 158.5 163.8 

 EX^^.^^ 2.061 2.052 2.233 152.1 152.1 

6.3.2.2 Atomic charges and spin densities 

The calculated charge densities of the pirrolic nitrogen atoms of the heme 

group in conjugation with the histidine residue are presented in Table 6.5. It is 

seen from Table 6.5 that the charge densities on the pirrolic nitrogen atoms are 

negative and almost evenly distributed. In contrast, the iron atom has positive 

charge density. The results obtained at BLYPIDNP and VWNIDNP levels show 

that the atomic charge values for triplet, quintet, and septet electronic states are 

similar, although there is a small increase in the positive charge on the ~ e * +  ion, 

with a corresponding increase in the negative charge on the nitrogens coordinated 

to it, when increasing the multiplicity from singlet, to triplet, quintet, and septet. 



Table 6.5 Atomic charges on selected atoms of the heme group calculated at BLYPDNP and VWNDNP levels. 

Basis set/ Fe N2 N3 N4 N5 N78 
Structure 

functional 
MPA HPA MPA HPA MPA HPA MPA HPA MPA HPA MPA HPA 

VWNJDNP 0.256 0.162 -0.410 -0.099 -0.409 -0.097 -0.412 -0.102 -0.419 -0.098 -0.295 -0.085 

Singlet BLYPDNP 0.363 0.186 -0.459 -0.1 1 7 -0.472 -0.1 17 -0.465 -0.1 1 8 -0.470 -0.1 1 8 -0.3 1 8 -0.069 

Theoretical 1.196 -0.786 -0.767 -0.795 -0.773 -0.486 

VWNDNP 0.174 0.172 -0.415 -0.098 -0.412 -0.098 -0.413 -0.099 -0.419 -0.099 -0.190 -0.048 

Triplet BLYP/DNP 0.391 0.224 -0.474 -0.120 -0.483 -0.120 -0.478 -0.121 -0.484 -0.122 -0.3 17 -0.065 

Theoretical 1.182 -0.804 -0.775 -0.805 -0.790 -0.494 

VWN/DNP 0.244 0.173 -0.410 -0.098 -0.414 -0.097 -0.412 -0.101 -0.423 -0.098 -0.279 -0.074 

Quintet BLYPDNP 0.461 0.21 7 -0.470 -0.1 18 -0.481 -0.1 17 -0.473 -0.120 -0.480 -0.1 18 -0.382 -0.1 1 1 

Theoretical 1.353 -0.824 -0.83 1 -0.834 -0.836 -0.523 

VWN/DNP 0.296 0.21 1 -0.422 -0.102 -0.425 -0.100 -0.423 -0.105 -0.435 -0.102 -0.297 -0.082 

Septet BLYPDNP 0.507 0.275 -0.486 -0.123 -0.496 -0.122 -0.488 -0.125 -0.499 -0.123 -0.39 1 -0.104 

Theoretical 1.470 -0.858 -0.864 -0.859 -0.866 -0.576 



Table 6.6 Spin densities on selected atoms of the heme group calculated at BLYPIDNP and VWNIDNP levels. 

Basis set/ Fe 
Structure 

functional MPA HPA 

N2 N3 

MPA HPA MPA HPA MPA HPA MPA HPA 

N78 

MPA HPA 

V WNIDNP 

Triplet BLYPIDNP 

Theoretical 

VWNIDNP 

Quintet BLYPDNP 

Theoretical 

V WNIDNP 

Septet BLYPDNP 

Theoretical 



6.3.2.3 Relative energies of heme 

Calculated energies for several electronic states of heme group coordinated 

to a histidine residue are presented in Table 6.7. The corresponding relative 

energies calculated at BLYPJDNP and VWNJDNP levels of theory are also 

presented in Table 6.7. It is seen from Table 6.7 that the most stable electronic 

state of heme is the triplet state. The electronic states of heme are understandable 

if we analyze the ~ e ~ +  electronic configuration. The quintet state originates from a 

3d6 electronic configuration on the ~ e ~ +  ion, with the highest possible number of 

unpaired electrons. If the ligand field around the ~ e * +  ion is weak, a high spin 

complex is obtained. In our calculation the quintet state is found to be significantly 

less stable. The septet state, on the other hand, is much less stable. The septet 

state may be obtained only by the promotion of one of the 3d6 electrons to a higher 

energy level. It was calculated only to help comparison when the complex with 

artemisinin is formed. 

Table 6.7 Relative energies for heme group coordinated to a histidine residue 

calculated at BLYPJDNP and VWNIDNP levels of theory. 

Energy (au) Relative energies* (kcaYmol) 
Structure 

VWNIDNP BLYPIDNP VWNIDNP BLYPIDNP  heo ore tical^' 

Singlet -2207.00244 -2224.48247 8.2 1 0.00 5.44 

Triplet -2207.01552 -2224.461 82 0.00 12.95 0.95 

Quintet -2207.01 526 -2224.46473 0.16 11.13 0.00 

Septet -2207.0072 1 -2224.4507 1 5.21 19.92 25.22 

* Larger positive values for Relative energy indicate weaker interaction 

6.3.3 DFT calculations for heme-artemisinin complex 

We performed full geometry optimization for the artemisinin-heme 

complex using BLYPJDNP and VWNJDNP levels of theory. The geometries of 

artemisinin-heme complex optimized at three electronic spin states triplet, quintet, 

and septet are presented in Figure 6.4 and 6.5. The important inter atomic 
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distances are indicated in the figures. It is observed from the Figure 6.4 that the 

distance between 0 1  and 0 2  has increased remarkably in the triplet spin state 

leading to the scission of the bond between them. Artemisinin molecule is closer 

to the heme moiety showing some sort of interaction between them. However, as 

can been seen distinctly from Figure 6.5, artemisinin is sufficiently away from the 

heme moiety in both quintet and septet spin states not to have any significant 

interaction. 

Histidine, 1 
Figure 6.4 Most stable complex between heme and artemisinin (triplet spin state). 

' 4  Septet 

Figure 6.5 Optimized complex between heme and artemisinin at quintet and 

septet spin state. 



The selected geometric parameters for the optimized heme-artemisinin 

complexes are presented in Table 6.8. It is seen from Table 6.8 that 01-02 

distance is maximum in triplet state at BLYPIDNP level. This indicates the 

scission of the bond (which is not seen in quintet and septet spin states). The 

longer distance of Ol-Fe compared to that of 02-Fe indicates that the heme iron 

interacts with the 0 2  atom of artemisinin to for a stable adduct in triplet spin state. 

Although the geometries can be predicted with both the functionals the results with 

BLYP functional are found to be closer to experimental as well as MP2 results in 

various compounds.68 

On the other hand, for the quintet and septet states, it is observed that the 

01-02  retains the minimum distance without breaking the peroxide bond. 

However, the Ol-Fe and 02-Fe distances are seen to get elongated which indicates 

that there is no interaction between artemisinin and heme. The distance between 

histidine N and heme Fe does not change significantly in any of the spin states. 

These results led us to conclude that heme-artemisinin adduct forms preferably at 

triplet spin state and the heme iron approaches 0 2  atom in the endoperoxide bond 

of artemisinin. 

Table 6.8 Geometric parameters calculated using BLYPIDNP and VWNIDNP 

level for the optimized heme-artemisinin complexes. 

Functional/ Structure Bond length (A) 
basis set 01-02 Ol-Fe 02-Fe N78-Fe 

Triplet BLYPIDNP 3.054 4.423 1.929 2.101 
VWNIDNP 1.463 2.909 2.171 1.893 

~ ~ i ~ t ~ t  BLYPIDNP 1.51 6.977 7.355 2.354 
VWNIDNP 1.444 6.969 7.383 2.088 

Septet BLYP/DNP 1.5 1 7.046 7.424 2.268 
VWNIDNP 1.445 6.967 7.382 2.08 1 

6.3.3.1 Heme-artemisinin interaction energies 

The interaction and relative energies for heme-artemisinin complexes 

calculated at BLYPIDNP and VWNIDNP levels of theory are presented in Table 

6.9. It is seen from Table 6.9 that energetically, triplet state forms the most stable 

complex. 



Table 6.9 Interaction and relative interaction energies for heme-artemisinin complexes 

calculated at BLYPIDNP and VWNIDNP levels of theory. 

Interaction energy Relative interaction energy* 
Spin (kcallmol) (kcal/mol) 

state BLYPDNP VWNDNP BLYPDNP VWNIDNP 

UR R UR R UR R UR R 

Triplet -177.02 -178.16 -69.43 -69.63 0.00 0.00 0.00 0.00 

Quintet 0.97 0.19 30.99 30.96 177.99 178.35 100.42 100.59 

Septet 19.41 19.55 47.77 47.76 196.43 197.71 117.20 117.39 

UR= Unrestricted; R= Restricted 

* Larger positive values of Relative interaction energy indicate weaker interactions 

In the final fully optimized geometry of the adduct, the difference between 

interaction energies of the triplet and the quintet states is more than 177.99 

kcal/mol in the BLYPIDNP and more than 100 kcal/mol in VWN/DNP. 

The septet state is the least stable. The quintet spin state is only 18.44 

kcallmol more stable than the septet spin state. These results accord to the 

expectation of yielding two unpaired electrons if we consider oxidation of the 

heme group and reduction of artemisinin. Therefore, the septet spin state should 

result from a d5 electronic configuration of the ~ e ~ +  ion of the heme group summed 

up with an unpaired electron on the 0 1  oxygen atom of artemisinin. 

Although some of the previous calculations indicated the quintet as the 

lowest state,69 later studies for model systems reported the triplet state as the most 

stable6' which in good agreement with results given in the present work. 

6.4 Conclusions 

Theoretically calculated selected geometric parameters of artemisinin, 

heme group coordinated to a histidine residue and heme-artemisinin complex are in 

good agreement with those of the available experimental values. 

The DFT calculations for artemisinin attribute higher charge density on 08 ,  

011, and 014  and lower charge density on the peroxide group. Thus, there is a 

possibility of interaction of artemisinin with an electron poor group via the 



carbonyl group possessing the highest charge density. This also leads to the 

possibility of interaction of the peroxide group, the most relevant group in 

artemisinin for its antimalarial activity, with an electron rich rather than with an 

electron poor group. 

DFT based local reactivity descriptor, Fukui function showed that the 

heme-artemisinin interaction happens through nucleophilic attack on artemisinin 

where the heme iron prefers to approach the 0 2  atom of the endoperoxide linkage. 

Another descriptor, relative electrophilicity further establishes these facts. 

For heme, the DFT calculations show that the triplet spin state is more 

stable than the singlet, quintet and septet spin states. The results also show the 

septet spin state as the most distorted one. Negative charge densities are evenly 

concentrated on the pirrolic nitrogen while the iron atom has positive charge 

density. The spin densities for the triplet and quintet states are completely 

concentrated on the iron atom of heme while some spin density is also found on the 

nitrogen atoms in case of the septet state. 

It could be predicted that for artemisinin-heme interactions the most stable 

state is the triplet one. The quintet spin state is slightly more stable than the septet 

spin state. This result is in good agreement with some of the earlier results 

performed at low level of theory. 

Thus, we could find that heme-artemisinin interaction preferentially 

involve oxygen 0 2  instead of 01.  It may be confirmed in the present study that 

after artemisinin reduction, a 1,5-hydride transfer from carbon C4 to oxygen 01 is 

the most probable pathway in the mode of action of artemisinin. 

This leads to a better understanding of antimalarial mechanism and thereby 

provides guidelines to design new artemisinin analogues with better activity. 
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In this thesis, several molecular modeling techniques have been 

systematically used to investigate structure and properties of two categories of 

organic bio-active molecules having antitubercular and antimalarial activities. The 

work presented in various chapters and subsequent outcome are summarized in the 

following section: 

Structure, reactivity and mode of action of drug molecules with the active 

sites of biological system are very crucial to have insights into the activity of 

molecules. These properties can be properly described theoretically utilizing 

molecular modeling techniques, based on quantum mechanics. Due to the advance 

in computational processing power and their implementation in software during the 

last few years, more refined techniques of sufficient accuracy for making 

quantitative predictions have become available. DFT methods have been 

established as one of the main methods for calculations on organic molecules. 

However, QM cannot be utilized to study large system because of the involvement 

of higher computational cost. Such limitations are overcome by using hybrid 

QM/MM methods which treats a part of a large system at a very accurate QM level 

and the rest with molecular mechanics. Docking is the computational technique 

that helps exploration of the possible binding modes of a substrate to a given 

receptor, enzyme or other binding site and thus plays an important role in rational 

drug design. Another method QSAR is utilized for estimating structure related 

properties of molecules. 

In chapter 1, we present a general overview of TB and malaria diseases, 

some of the important drug molecules used for their treatment and a brief review of 

the theoretical works carried out in this field. The theory of several molecular 

modeling methods adopted in this thesis are detailed under the title "Theoretical 

methods of quantum chemistry" in chapter 2. 



The third chapter of the thesis deals with the study of antitubercular drug 

molecules. DFT calculated optimized geometries of anti-tubercular agents INH 

and PZA are found to be in good agreement with available experimental data. The 

molecular structure of novel molecule MHI is predicted on this basis. Reactivity 

comparison performed with DFT based reactivity descriptors has established MHI 

to be the most reactive one. 

Chapter 4 uses docking experiments to find out the most favorable binding 

mode among the antitubercular drug molecules. Energetically more favorable 

docking are found with adducts in the sequence JNH-NAD>PZA-NAD>NADH. 

Subsequent use of hybrid QMIMM methods to study the changes of geometry in 

various environments and their compatibility with experimental values establishes 

the accuracy of the method. Both INH and PZA drug molecules show similar 

types of interactions and the interaction energy values reveal that INH interacts 

more favorably with the relevant bio-molecule compared to PZA. 

In Chapter 5, we focus on reactivity of antimalarial drug, artemisinin and 

some of its derivatives. DFT based reactivity descriptors along with some MM 

parameters are utilized to build up a statistically significant QSAR equation. 

Biological activities of theoretically designed artemisinins can be predicted with 

the help of this equation. 

The heme-artemisinin interaction plays an important role in understanding 

the mechanism of action of artemisinin. Our quantum chemical studies on heme- 

artemisinin interaction are presented in chapter 6. Endoperoxide oxygens (01 and 

02)  are found to be the most reactive atoms in artemisinins. Between the most 

reactive atoms, heme-artemisinin interaction is found to preferentially involve 

oxygen 0 2  instead of 01 .  This is in excellent agreement with the experimentally 

proposed mechanism of action of artemisinin compounds. It is also found that, 

triplet spin state form the most favorable complex rather than quintet and septet 

states. 

While the present chapter (Chapter 7) provides the overall summary and 

conclusions of this thesis, the specific conclusions derived from each chapter are 

summarized at the end of those chapters. In general, it is seen that the combination 

of several molecular modeling techniques along with experiment may be of 



significant help in understanding and thus designing a drug molecule for a 

particular disease. 

Future scopes: 

9 The present study on antitubercular drug molecules can be extended up to 

few more theoretical derivatives of INH. 

9 For further insight of the mode of action the antitubercular drugs, the ease 

of forming adduct with NAD by INH derivatives can be studied. 

9 In case of antimalarial drugs, Docking, QM/MM and FMO studies of 

various artemisinin derivatives with hemoglobin will be useful in predicting 

reactivity based on their mode of action. 
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