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Abstract 

The present thesis embodies a study of 3-neighbourhood additive Cellular Automata 
(CA) behaviour and its applications in authentication and authenticated key exchange. 
I3arlier worlts in the field of CA have been reviewed. Subsequently, characterization of 
Extended Neighbourhood CA (ENCA) (not explored by previous researchers) and its 
application in data  encryption are presented. Various error control coding techniques 
for t-Error Correcting (EC)/ &Error Detecting (ED) and All Unidirectional Error De- 
tecting (AUED) codes as well as Single. error correcting (SEC)/Double error detect- 
ing (DED)/AUED codes have been reviewed. Two novel techniques, one for t-EC/d- 
ED/AUED codes and the other for SEC/DED/AUED codes respectively are presented. 
For efficient handling of multimedia data  as well as for conceptual representation of any 
co~nplex hypermedia domain, an existing data  model, referred as Relationship Manage- 
ment Data Model (R,MDM) has been analysed and subsequently modified. The modi- 
lied RMDM has been implemented and the results are embodied in the present thesis. 
Further, it also introduces a user-friendly, three-layered image database system (IDS) 
arcllitecture for handling complex queries over large repository of images. To assist in 
better understanding of the complex queries, the thesis also presents a visual se~nantic 
data  model. 

Keywords : Cellular Automata(CA), Extended Neighbourhood CA (ENCA), Au- 
tlient,icat;ion, Data encryption, Password-only Authenticated Key Exchange (PAKE), All 
Uiiiclirectioual Error Detection (AUED), Hypermedia, Relationship Management Data 
Model (R,MDM), Irnage Database System (IDS), Visual Sernantic Model (VSM). 
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Chapter 1 

Introduction 

I11 tllc last Gvc clccadcs of its cxisl,cncc, tllc ~riodcrn co~riput,cr has colilc a long \\lily ~ I O I I I  

doing just tlic I~asic nylilbcr c~uncl~ing .  111 tcrllls of con~put i l~g  powcr, s111al1 pc~sollal 

conlputers easily o,ut-perform large main-frame machines of yestcr-years. In terms of 

the spread of functionality, wc notice an ever increasing use of computer systelris ill 

data  managcmcnt. Advarlces in comn~unication tcclinologies have furtller fueled tlie use 

of information technology in distributed environment, whether it is for managing on- 

l i~ic transaction across a large distributed n c t \ ~ ~ o ~ l ~ ,  or in maintaining largc databases 

oflc~i co~ilailiilig unstructurcd illfornlation includilig ~iiulti-mcdia data.  With this cvcr- 

increasing growth of computer and com~liu~iication technologies, tlic nccd for efficient 
nut1 sccurc 1cprcscn1,alion of data  ixnd ils rcliablc trarls~nissiorl have bccolnc t l ~ c  basic 

nccessi ties. 

Sccllrc rcprcscntalion of data  for prcvcnting t l ~ c  1111-autl~oriscd intcrccptio~i is a Ic- 

gititnate nccd of ~ i o t  only the government institutions including the clcfensc scrviccs in 

parl,ici~lnr, I > I I ~  nlso of t,hc b~lsincss scctos and priv,zf,c inclivid~l,zls. A~itlicnticntio~i, t l n t ~  

sccurily, digital siglialure and tile security alc l l ~ e  various clenicrits that ~iccd to bc 

cxa~iii~iccl Tor plotccting data  in computcr alitl distributccl databasc systclris from uriall- 

11101 iicd c l i sc los~~~c aucl n10clificil1,ioll solvc tlic scc111i1,y problc~~ls  i l l  nl~y clistlil~rll.ccl 

al~plicatio~i,  I~i~sically four kilicls of ~nccl ia~i is~ns arc i~sccl, sucli ils p7zvn,cy, c~ulI~e7~ticnlzo1~, 

z7zte.g7zty alid scalubzlrty. Privacy includes the dcsile to kccp clocu~ricnts ancl comlnulli- 
c;ltion sccrct, ils n ~ l l  iLs t,o hide t l ~ c  vcry cxislcncc of ccrtxill I<ir~cls of' ilifoi~~~;xl,iol~ ;111(1 

~)~ol,ccl,  t,l~c itlcrilil,ics or 1,lic ~);~lt , ics cn l~~l~lu l i ic ;~ l , i~~g wi t , l~  O;L(;II o l , l ~ c ~ .  Arltli(:liI,ici~(,io~i ; L I I ( I  
il~tcgrit,): rcfel to tlie need t,o confi~ 11) t,hc idclltity of user, t,lic :~\it,\1~11Licit,y of I I I C S S ~ L ~ ~ Y ~  

;111cl I,l~c il~tcgrit,)i o f  mcss;i.gcs or col~~iccl,iolis. Sc;ll;ll)ilil,y I I I ( ~ C ~ I ; L I I ~ S I I I S  S I I ( :~ I  iLS cljst,l.il~i~- 



2 CHAPTER 1. INTRODUCTION 

tion centers and digital certificates, add another crucial aspect to the success of any such 

applicatioris, b c c a ~ ~ s e  thcy l~c lp  in creating syste~iis that i~ivolvc millions of users, trarisiic- 

tions and docuincnts. A~nong tllesc four rncasuics, privacy and authc~itication problc~r~s 

alc serious, and special care is ncedcd to dcsign approp~iate  scliemcs for data  sccririty 

and for llscr as well as I I I C S S ~ ~ C  authcntication. Sig~i if ica~~t  ~cscalcli walk lias bccn ( . a~ -  

riccl olit over the past dccade to invcstigatc thesc two problcn~s and sevcral cncipl~cri~ig 

and autlicntici~tion sclic~ilcs [Denrii82, Reup186, Welsl188, Scbry89, Schrir96, Pi1,1~1197] 

liave bcen evolvcd. Ho~vcvcr, a study of tlicse scliemcs has ~cvealcd that - most of (,lie 

Oxist,illg C I I C ~ ~ ) ~ I C I ~ I I ~  S(;~IC!IIIL!S ; k lC  i l l l ~ ) l i I , ~ ~ , i ~ ; I , ~ ,  1 1 1 i i i l i ~ ~  ~ 1 1 1 ~  h, (;it,ll(;r t,IlC: 11SC of ;I, I ~ L I ~ O  1(0y 

or thc necd of a ciphertext much largcr than tlie plain-tcxt. It appears that the tirnc 

arlcl rcsoulce coniplcxities of tllc existing authcntication sclicn~cs arc also significantly 

lalgc [Sclinr96], which mxltc the liard~varc illlplclncntation morc co~nplicatcd. Fro111 tllc 

analytical study of additive Ccllular Autoinata (CA) it is observed that - the sirnplc, 

rcg~iliti stlucti~rc-bnscd fcat~ircs of CA car1 bc ut,ilizcd lor dcsigliilig sccrlle a~i t l  liiirclwa~c 

eflicicnt schcmes for authcntication arid data  enclyptiori. 

PVitIi thc advariccrl~clit in tlic collvclgelicc of co~riputci alicl co~iiniunicatio~i tccli- 

nologics, thc denland for efficielit slid reliable digital data  transniission and storage 

syst,cms has also bccn increasing. This dc~nancl has bcen accclcratcd by the erncrgcncc 
of large-scale, high-speed da ta  networks for exchange, processing and storage of digital 

information in the military, govern~ne~lt  and private splieres. In this background, a ma- 

.jar concern of a researcher is to contiol the errors so tliat reliable reproduction of data  

car1 bc obtained. Basically, tllc computcr systc~ns encoiilitcr tliree classes of errors: syrn- 

inetrzc, asyiiiinetrzc arid ui~zrlzrectzoizal. Among thc various types of causcs of errors, sucli 

as : trarisicnt, i~lterrnittcrit and pcrl~ianc~it ,  it is scc~i  that thc tralisic~it clrors alc lc- 

sponsible for mostly li~ilited nulnber of sy~nmetric or multiplc unidircctional errors. The 
intcrmittcnt, fxl~lts causc limil,cd 1111nibcr of crrors, b r ~ t  tlic pcrnlancnt farllts may ca~lsc 

both syl~lrnctiic as well as the unidirectional crrors. I11 this co~ltcxt sevcral crror contlol 

codcs have bceii proposcd [Bosc82, Lin83, \Vicl<r96, Bosc85, Nilco186, Lin88, T~1088, 

Blauln89, RaoS9, Boinc90, Kundu90, MonCgSO, Nikol91, Brliclc92, Basa1ii941. Ilowcvcl, 

still there is a glowing dcmmd for const~uct io~l  of soinc simplified, storage-efficient, cas- 

ily implcmcntablc s)immcl,ric crror(s) corrcctirlg coclcs, whicl~ can also sirnultancously 

dctcct all Unidilectional eirors. 

Now-a-days, c v c ~ y  nc\v st,cp t80wi~icls tlic adval~cclllcrit i11 tccli~iology ccntcrs i~rouncl 
I I C ~ I I  w;~,ys to store, rctticvc  lid t~;lrisinit V R I ~ O I I S  t.ypcs of i ~ i f ~ ) ~ ~ ~ i a t i o ~ i .  111 t l ~ c  1);lst 



five years there has been growing interest in hypermedia design approaches [Garzo93a, 

Isakw95, Lange941. There are many different problelns the hypermedia designer has to 

clcal with, S ~ I ~ C C  tlic c0111bi1latio11 of ~ l a v i g a t i o ~ ~  tliiougl~ an i~itl icatc i~ i fo i l l i a t io~~ syilcc 

with the unstructurcd and dynamic nature of multimedia data  boses new and complcx 

problcms that  must be solved in a systematic and modular way. Each design activity in 

a design methoclology should address difficult concerns a t  the proper stage and a t  tllc 

ploper level of abstraction. To model t l ~ e  complex navigation patterns of any hypcrrncdia 

application domain in a conceptual manner, the rnodclling tool should be rich enough 

from senlalitical point of vicw. From thc currcnt review, i t  is observed that  RMDM 
[Isal<w95] fulfills most of thc criteria necessary for any complex, regular structure-bascd 

hypcrmcdia appl~cations. 

Visr~al inlo~rnation is known to bc a persuasive, intuitive and rnost expressive conl- 

~~iu l l ica l io~i  11ictliu111 lor h u ~ ~ i a ~ i s .  Its r~scful~~css  a~icl usitbility I ~ i ~ v c  bee11 i ~ ~ ~ ~ e i i s i ~ i g  \vicIi~Iy 

with the advent of systems handling multimcdia information in a variety of application 

atcas including natural sciences, military, industry and ~ncdicirie. With the elncrging 
lccl~~iologics ill higll-spced co~nrnunicalio~i nctwo~ks allcl tlic 1>1csc11tation tcch~~iqucs,  

in par t icula~,  tlicre has bccn a great clerriand for higli-quality i~lforniatioli proccssing 

that  reqilircs a suitable Ilnage Database Systenls (IDS) architecture with efficient im- 

age in~lcxing ancl rct,rievxl mechanisms Bccausc of the large volrirnc ancl clifIic111tics i l l  

analyzing the c o ~ ~ t c n t s  of iiiiages, regaiclless of whether they are still iniagcs or viclco, 

Iloivcvcr, it ~cma ins  to  bc an investigating problcm to effcctivcly store ancl rctricvc t l ic~n 

l);~.;otl o11 I , l ~ c > i l  c-ol~l,cl~l,s 

111 tlic backgio1111c1 of t l ~ c  aljovc sccliit~io, tlrc p~csclit tllcsis 11;~s ~itilizccl tllc si11il)lr ;111(1 

rcgular structure of CAs for tlie design of one-way hash fu~~cl iol i ,  data  clic~yption niicl 

passnlo~d-based arit,licnticatcd kcy cxcllarlgc schcrucs. Tllc tllcsis also incl~idcs constt~lc- 

I,iot~ oL l w o  si111l)Ic ;111cl Icssc~ l ~ a ~ t l \ \ ~ ; ~ ~ c - I ~ ; ~ s c ~ c l  c i ~ o t  co~lccI,ioli i111c1 tlc~l,c~.I,~o~l .scl~c~rl~(~.s 

F i i ~  t,liqr, i t  also clisciisscs tnlo kcy issues ant1 tlicil solutions 1c1:xting to ~ i i~~ l l , i l~ i cd i a  clxta. 
~ n o t l c l l i ~ ~ g  anel irnngc clatxbnsc proccssing T l ~ c  ncst scct,iolt hricfly tcl)ort,s t l ~ c  111;1lol 

cou t~  ibut,ions of tlic pievious rcscxrcllc~ s in thcsc ficlds Sul>scrlucnLly, it prcsc~ils l l ~ c  

scl~ciucs dcsiglicd alicl clcvclo~~ccl lo p~oviclc I)cl,tcr sol~~llolis lo  so111c of l l ~ c  well-krlow11 

i ~ t f o ~ ~ ~ t x t i o ~ ~  ~cp~cscnt ,a t io~l  alicl ti;xl~smissio~~ bot,t,lcr~ccl<s 



4 CIfilPTER 1.  INTROD UC'? ION 

1. I Inforrnat ion Representation and Transmission 

A b~ief  review of tllc earlier studies on various issucs relating to info~rnation rcycscn- 

tation and transniission is lcported in tliis subscctiori. Some of tlic key issucs rclevalit 

to CA based applications, erlor coi-rcctio~i/dctcction, hypermedia application dcsign, 

inmge database processir~g and retrieval are liigltlightcd. 

a lons 1.1.1. CA and Its App1.i~ t' 

J .  von Neu~llali t~ [Ncun1a66] first, inilialed the sludy of Ccllulxr Autoiriata (CA) a~i t l  

Iic fralucd CA as a cellular spacc will1 self-rcproclucing configurations involving 5- 
~ ~ c i g l ~ l ~ o i  l~ootl cclls, cil.c,ll Itr~viiig 29 states. S~~bscc-l~~cnl~ly,  l a l ~ c o ~  y ;uitl npplic;~l.iol~ of 

CA hsvc beer1 dcvelol~ed in clivcrse areas sucli as pattcrn recognition, modelling, hi- 

ological arlcl 1)11j~sical s y s l c ~ ~ ~ s ,  j,i~ralleI c o ~ ~ ~ p u l a t i o n  clc. Study of regulixr s t ruc lu~c  

of CA has clr-~nvli consiclc~i~blc nttc~r(iou in rcccnl, years [i-\lacly76, ToIlo77, kVolf183, 

VVolfr84, \ll~olfr85a, WolS185b]. However, i t  is riot possible to charactexize liull bound- 

ary and hybrid CAs wil,l~ poly nsrnial :~lgcbraic tools. Recently, a inore versatile tool 

basccl 011 matrix a lgcb~n  [DasSOb, BarcleSO, Das91) lias bccn proposccl lo  cllaractcriac 

3-~icigliboil~oocl aclclitivc CAs. DilUc~ctlt al~plicatious of additive CAs liavc 1~cc11 i~ivcs- 

tigntcd [PalcllS7, Nantli94:1,, h~Ii~ic702, Piics86, Scrra90, Das9.31 h/lajor applications of 
3-ilcigliborlloocl adtli1,ivc CA ~~.o l )osc t l  so f;lr call bc catcgorizccl as : . ( i )  pscuclo-ra~ldoiri, 

pscuclo-cxl~au.;ti~re a ~ l d  dctcl mi~~i::kic: ~)ixtl'ern gc~lc~a l ion  [Palc1197, Nandi94x, Das93, 
Chowc192, RardeSO], (ii) sy~illlcsis (JT easily I,cstnblc Finite Slalc Macliinc ( I S M )  tlcsigtl 

[Palc1197, Nar1di9/la, Cllon*rl!)2, n l l l s~  d32], (iii) I l a  l a  cnclj~l~tioti  [l'i~lc1197, Na1lcli94;~], (iv) 
E ~ r o r  Co~rcc t i l~g  Coclcs [l';~lcl19'7, CIlow(l921, (v) ll;lsl~ing [Palcli97, CI1owdS21 RIICI (vi) 

Sig~ralulc alialysis IPald~Di,  hllisra63'2, Sc11;~(30, D;isl)Oa, D;isl)Olz]. 'I'llc al~alylical s l , ~ ~ t l y  

of the siriil~le ;~i~cl legular s l , r i i c l ~ ~ ~ c  01 CA has ~i~otivatccl us to furtl~cr investigate tlic 

CA bcli;ivio~rr aricl dcvclol)~i~e!~l, oI  i l s  ~jj>l?lic:ilio~~s i l l  tlic v a r i o ~ ~ s  Iiclcls of c~yplogr;~l)liy. 
Val iolls dcvclol~~ncnl,s i l l  111~ cc rn;$ior :\rcil:j of crjll)l,ogl sg11)r I ) I  o1)osccl so far x ~ c  as follows 
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2. Data Encryp1,iou [Dc111li82, lVcls1188, Sebiy89, Scl1nr96, Palch97, Siniori92, Mcncz971 

1.1.2 Sylnxlietric Error Correctioiz and All Unidirectional Er- 

ror detectioiz 

Curlcnt survey icvcals that lllany fi~itlts in VLSI circllils (sucli as tlte faults tli:it, 
nllcct adcllcss clccoclcrs, word-lines, powcl supplies and sluck-fault in a sc~ ia l  blls, 

falilts in ROMs and RAMS elc ) causc ~noslly, unidirectional errors. Tlle riun~bcr 
of sy~r~r - r~c t ,~ ic  crlols is ~ts~litlly li~r~il,crl tvl~ilc t,l~c 111t11il)cr of ~ ~ l ~ i r l i r c c t , i o ~ ~ i ~ l  c ~ r o i s  111;1y 

bc vcry largc. 111 this ba.cl<grountl, s c v c ~ ~ ~ l  erlor control codcs have been studictl 

[l3osc82, Lin83, Bosc85, NiliolSG, Li1188, Tao88, BIa11m89, Rao89, Boinc90, I<iindu90, 

r\/lonlg90, Nil:o191, Eiu~lc92, B:isnrit9/1, I(attiSGa, I(atti9Gb, Laih961. It  is felt tllat, con- 

structioll of a Ilaldwi11~ eilicicnt, nciv class of syrl~rnetric error(s)co~rccting codes is vcry 
csscrllial, ~v l~ ich  would bc s l ~ l e  to dctect all unidi~cclional errors simultaneously. 

1.1.3 IXypermmixlia data b4odelling 

Data nlodelling is an cssenlial pai l  of any systematic and rriodularized hypcrmc- 

tlia xpplicat,iol~ cle~~clopr~icr~t process. Thc ~nor lc l l j~~g  require~ncrlts for a hypcrmcdia 

da ta  iiioclcl alc dilfc~cn t flo111 1,l~c l ~ a d ~ t i o n a l  data  ~rioclcls, pal licularly from nmiga- 

I , ~ o I I ; L ~  poiril of vicw. A Itj.]~e1111~dia d:it.;~ itio(1el sl~oiilcl be c;i,p;lb1e C I ~ O I I ~ ~  in  cs- 
~ ~ i c s s i n g  t l ~ c  scrllariljcs or lllc rrll~llil~lccl~a objcct-rclstio~~sliips i~icluding the naviga- 
tional aspects Scvernl 11yl)ci test  anti Iiyl~cr~neclix data  ~ ~ ~ o c l c l s  llavc bcen sli~dicd fro171 
[ls;llcw95, IlolslS3, JI~rgl~cOl, rI'Co~y8G, IIal:1s9/l, I,cgc194, ScI111s93a, ScIil1s93b, Slol,s89, 

Galzo93;t, G;1lzo931), I<:I~IIIcSG, ~ Q J I I C ~ ~ ~ ]  RMDR/l (Rclat,ionsl~ip Ma~tagcment, Data 
Moclcl) [Is,il:wStl] is o i ~ c  of llio~c: nloclcl.;, t v l ~ i ~ l i  tvas P ~ O P O S C ~  for any complcx, rcg~llnr 
sl.l11ct,l1rc-l~;1:iccl 11ylw111lcd1n : L I > I ) I I C ~ L ~ J O I I S  It is ol)scl\'cd t,)l:tt i l l  the C O I I ~ , C X ~  of S C ~ ~ C L ~ ~  

I I I O ( I I * I : \ ~ , ( ~ I ~  ( , O I I I I ~ I ( ~ X  I I ~ ~ ] ) ( ; I  111( ; (1i~i  ( I O I I I : I I I I S ,  I , I I C \  ;~So~cs,ti(l r ~ ~ o ( l ( ~ l  S;~ils Lo P X I ) I ( ~ S S  SOIII ( ;  of 

I,l\c si! u n l i o ~ ~ s  i l l  a conccplual Innnncr. 'I'l~is has mo(,ivatctl 11s to futllicl irlvc~tigi~lc 
l?A/lDh~l t o fi ~ ~ t l  I,l~c solr~l,ior~s ~~cccss:lry f,o o v c ~ c o ~ ~ ~ c  I l ~ c  li111il.i~t.io11~ c I c ~ c Y : ~ . c ( I  SO f a r  
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1.1.4 I~iiage Database Processiilg and Retrieval 

Aliswerirlg a user-qucry iii an iniagc database systclil (IDS) typically requires corrclatio~l 

of digital da t a  stored in different formats such as PCX, TIFF,  GIFF, TARGA, BMP etc. 

Co~rclat ing tlicse various picccs of irifor~nation a t  tlic ~~hys ica l  level by pre-analysis is not 

an attractive option. Fol example, thcrc could be tllorrsands of irlli~ge-objects that  collld 

be lecognizcd in a scene, but lilllting a11 of these objects to relevant textual or structured 

clata would bc very t,inlc consulning arid un-rewarding process (I(ashp95, SubraSG]. It is 

bclicvcd that  to supl)ol t tlic corlclntion of all tliis infornlntioli, it is Iicccssary to rc1)rcsclrt 

tllc lclcvalll digihal da ta  in .se~rzu~itzc lcvel. In gcllc~al, Iiumans ale  more capable t11~1i 

machines for abstracting iufonnalion cllicicntly flolri images displayed on tlie colnputcr 

Tlris cnablcs tllc~ii to correlate iliforlnation a t  a higllcr sema~ztzc level with othcr forrns 

of 1ol)r~sc~1it;~t,io11~ sudl  ;1s ~ I I C  sy1r1I~oIic I C ~ ~ I C S C ~ I ~ , ~ ~ ~ ~ O I ~  of <Iilt,;~ i l l  s I , r l~c t ,~r r~d  d a t z i t l ) i ~ ~ ~ ~  

Tllis c o ~  iclalioli of i1ifo1rnatio1i a t  a scniantic lcvcl in an cfIicicnt manncr, across dilfcrcnt 

rcprcscnt,ations is lacking in tlie cxist,ing IDS arcllitectures and has bccn charactcrizcd 

irs i2 ~e;riiJlltiC I~ottlc-~lcclc [I<asI11)9/1, Kas111)95, Subla.96, JailiS/I]. Rcscalclicrs llavc 

lool<ccl into this prol~lcni of desiglririg a suitxble nlctaclata-hascd architcct~rrc, and some 

piclilni~lal-y I V O L ! ~ ~  have bccll lcy 01 tetl [Jnin94, C4 rlpta91, Cllu94, Subla96, I<laus94]. 

I t  scclns neccssal y to c;xrry out fir1 t,l-ler iln:ostigations on this problcl~l of dcsigllillg a 

s~litable IDS slcllitcctule 

1.2 Aim of Work 

Thc niain objective of tlle Lllcsis is to c s ~ ~ l o ~ c  CA, fincl somc new dlnractcrizations and 

i t 3  ~ X ~ ) ] ~ ~ ~ C ; L L ~ C ) I ~ S  i l l  ~ l \ J l ~ ~ ~ g l  ;11111)' 'rll~ ~ , ~ I C S ~ S  11;XS ills0 i L i 1 1 1 ~ C I  t,0 ~Llldy [ , 1 1 ~  ~ X I ) ~ C S S ~ V C ~ I I ( ~ S S  Of  

t l ~ c  csistir~g llypcr~lleclia data, ~nodels  fronl collce~)Lualizi~tion poirlt of view. Further, it is 

also ai~riccl to dcvelop s suit2ablc arclli t c c l , ~ ~ ~ c  for i l ~ ~ i ~ g c  di~t~abase applicatiolls, i~rcspcctivc 

<1( 01s of its nntuic, t,ype 01. scslc-r' :t 

l'llc tl~csis ~ c p o l l s  c~lalsctc~itxtiori  of sorllc of f,hc g10111) a11t1 11011-group Est,cndccl 
Ncig l~bo~l~ood CAs (ENCAs) II:\SCCI 011 ;1 I I ~ : L L I  i x  i t lg~l ) l ; l i~  tool. It Ilns 1)ccli sl1o\v11 t,l~nl 

I llc~c. osist, ( ) r ~ l )  IZNCAs wllic11 s;~t,15f~l ill1 t,l~c ~ ) l o l ) ( ~ l  t.ics of rt~:~xi~~lir~~l-I~r~gI,l~ ;LI I ( I  11011- 
~n:\slrr~r~iu Icll(;Lll 3-ricigl~l~olllootl :sdclitivc g170ul) CAs Sucll ~ r ~ a x i t r ~ u r ~ ~ - l c ~ ~ g t l l  grorlp 
CAs ;II c 11scfu1 fol gcllc~i~t,ioli of Iligll clualil,y p~c~~clo-ri~~lclorn 1x1 Ltcr 11s [Nxr~t l i~ in] .  I t  



has been sho~vn tliat tlicrc exists a class of non-gloup ENCAs, wllicll satisfy all t l ~ e  

plopcrties of TPMA CAs [Nalldi94a]. Such noli-group CAs are utilizcd for gel~cratillg 
powcrlul l iasl~il~g fu11clion. 

Bascd on the abovc c l~arac tc~~zat ion ,  CA based applications Iiavc bccn clcvclopctl in 

the following dilcctions : 

1. CA based one-way h a s h  function : properties of non-group, non-linear coll~plc- 

merited IvIACAS (Multiple Attractor CA) are utilized in defining a one-way llasll 

function. To ilnprove tlie int~udcls '  complexity, CA based block ciphering furlc- 

tions [Naridi94a] arc used as ptc-p~occssing stcps to the MACA-basccl liasl~ing 
modulc. Tlie whole hasliing process is operated in il feedback lliodc for scvc~al 

cyclcs. 

2. CA based da ta  encryption : a bluck c~~c~yl,l,ioll s c l i c ~ ~ ~ c  11;~s bee11 clc\lclol)ccl 

based on the ultimate pe~iodicil, properties of group ENCAs. To improvc the 

intrl~clers' complexity, it utilizes a. CA-based pc~~ltiutation sclieme [Nandi94b] as a 

prc-processing step to the ENCA based block cipller. Due to the ~nany-to-111any 

mappil~g arllong tlie plaintext arid cipherlcxt blocks, and due to the exponential 

older of Iccy-sp;~cc size, llle sclierr~c is gunrded against all possible types of intruclcrs' 

n t t,:~cl<s. 

3. CA b a s e d  password-only au t l len t ica led  key exchange  : using the CA based 

scl~clnes (for authc~~t , ic :~t , io~~ a11(1 data  enclyplion) dcvclopcd so far, a ~ icw authen- 

ticated key excllangc scberrle based on a small password is developed. Due to the 

rcgular, modulnr and cascaclable logic sl,ructulc of CAs, tlie scl~ernc llas been found 

to  be significant ill comparison to tllc cxisting scliernes Tlie scheme was exa~ni~led  
in light of 1,lic vario~ls knou~n as well as unknown attacks and it has been foiu~d to 
be guatdcd and secure. 

4. Error cletectio~l and corrcctiou : a rlcnr scl~cr~lc to constrr~ct a t-EC/d-ED ( t  < cl) 

and AUED sj.slcn~alic coclcs wil,li f;wler and Icssc~ l~ardwarc is disc~lsscd ilr~d 
cstal~l~slrccl For 1:l.igcr ~ i ~ l u c s  of t ,  iri 111ajoril.y of cnscs, 1,lic p~o~)osccl cotlcs ncctl 
Icsscl ~ ~ ~ r l l ~ l > s ~  ol cl~cck-Oils A 11cw cl:~ss ol S i ~ ~ g l c  Ello1 Collcct,ioll (SI3C) / Do\ll)l(: 
1311o1 Dclcct,ion (DED) a116 All U ~ ~ i c l i ~ e ~ l i o l ~ a l  Eltor DctccLio~i (AUED) codes also 
Ilavc bcc.11 tlcvclopctl l.);~scd on odt l -~uc~ql~t  col~r ,nu~ 11~ntr z*r: for c v e l ~ - p n ~  lt?j c11.eck 111 
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case of both the schemcs, the ROM bascd ilnplc~ncritation show sig~lificant results 

Ily rcducing the ROM word-lengtl~. 

5. S t u d y  a n d  analysis  of h y p e r m e d i a  data mode l s  : an analysis of a structi~rctl 

l iypc~~~iccl ia  application data  rnodcl, rcfc~rccl as ItMDM (Ilclat,iorisliip Iriari;Lgc- 

I ILCII~  da ta  nlodcl) [Isakw95] is cliscusscd. Soirlc drczwbacl<s of R.MDM arc dctcctcd 

;\nd s~lbscqueiitly, possil~le ~cincdics also liavc l~ccii given, wllicli ultiriiatcly cxtc~itl 

the prcsent RMDM to ellable the rnodellers to represent any scale of ap~~ l i ca t io~ i  

clomair~s iri a conceptual lnanlicr. Sornc i~nplc~nentation results bascd or1 tlic cx- 

tclided RMDM also have bccn reported. 

6. N&w a r c h i t e c t u r e  for image  d a t a b a s e  s y s t e m  : a modular, tlircc-Iaye~cd aiid 

usel-f~icndly arcliilcctu~e for image database proccssirig and retrieval, based or1 

cor~tcnt-bilsccl and text-bascd fcxturcs is p~csc~itctl .  FOI bcttcr ~~~idcrstalitlilig of 
tlic col~~l,lcx cluclics, ;L V ~ S L I L L ~  sernant,ic cl;i(.a ~iloclcl also Iiiw 11cc11 clcli~iccl. 17111 l , l ~ c ~ ,  

for thc salcc of testing and juslification, a piototypc i~nplclnc~itation of the proposccl 

a1 chitcctur c also lias been disc~isscd. 

Thc  1r1ai11 contributior~s OF the ~cscarch wo~lc call be s~i~rirricriscd as follows 

0 Cliaractc~ization of extcndcd ncjghborhood additive CA behaviours (not cxplorcd 

by p~ cviolis researclie~s). 

o CA basccl oIie-\.\Iay hash f~lnctiori dcsig~i. 

o Dcsig~i of CA basccl autl~cllticatcd key excliar~gc basccl OII a s~iiall pnssworrl. 

- SEC/DED/f\UED s y s t c ~ ~ ~ s t i c  Codes, 

- t-I3C/rl-ED/AUED ( t  < d )  sysl,cliii~lic cotlcs. 

o Alialysis of RMDNI ( a hy~>cr~ncclin clata r~~odc l ) ,  clctcctio~i ant1 rcporting of t11c 
c\lawbacks of RMDM, rcrr~cdics to ovclcollle the t l~i~~vl~aclcs  as well ;IS to cxLcrlcl 
tlic RWlDM aricl fillally iml)lcr~~c~rt,;ll~io~i of 1 . 1 1 ~  cxtcn(lccl I3h/lDM. 

o Design of a ncw inlagc clatabasc systcln nrcllitecturc arid to assist it1 tllc clucry 
solving mechal~ism, clcvcloplncut of x s c rnx~~(  ic tlxta inodcl. 



1.3 Thesis Organization 

To fullill tlle aforesaid objectives, tlic lesearch wollt lcportcd ill this tllcsis has b c c ~  

olganized as follows : 

0 Prior to desc~ibing the applicatiol~ of cellular automata for design of onc-way Iiasll 

function, data  cncryptioll and autlienticatcd ltcy exclla~lgc scherncs, the I~olnogc- 

neous structure of CA and its chalactcrization based on matrix algebraic tool arc 

briefly reviewed in Clinpter 2. Somc new cha~acterization of tlle ENCA bcl~aviouls 

using matrix algebra as a tool, has also been reported. 

a Based on the propertics of non-group, non-lineal co~nplcn~c~itccl MACAs, a onc- 

way 11ashi11g schcn~e is presented in Clmpter 3. Application of such a CA basctl 
Iiasli fliliction i l l  Elcct,touic Econotny has also 1)ccll cl;bhor;~tctl 

s Based on tlie state t~allsitioll features of gloup ENCAs, a block ciplicr systcl~l is 

plcsentcd ill Cllupter 4 .  Exl~loit,ation of progralnlnable structulcs of additive group 

CAs in obtainjr~g better rar~domncss among tlie plaintcxt slid ciphcrtcxt blocks, 

ill tlic ploposed cipher system, 11% also bee11 rcportcd. 

e A r~cw S C ~ I C D I C  on passnrorcl-based autllcriticatcd key exchange, designcd using the 

CA based sclicri~es discussccl so far in tlle previous chaptcrs(C1zapter 3 & 4) 11x3 

been presclit,cd in Clrapter 5. Various applications of such CA based schemcs also 

118s bcc11 estnblisllcd. 

'0 Dcsign of t\vo efficient error control coding sclielllcs llas becn prcscnted in Clzapter 

G. 

s Analysis of l~ypermedia dala  c nod el ill tlie cont,ext of a rcal-lifc casc lins been 

discussed Cl~uptei 7 solilc dravtbaclt:; i t l C  ~lctcctcd and f o ~  ~ c ~ t ~ c d i c s ,  solutiol~s 

ale s~lggcstcd to~~lards  the extension of the clata moclcl. For justification of t11c 

cxtcnsions, implcrncnl,ntiou rcsillts izlc illclrltlccl 

o Ncw arcliitectule for all illixgc database system arid its ilt~plcrncntation issllcs i l l  

t J ~ c  colltcxt a real-lifc cilsc 11;~vc becn rcpol tecl in C l ~ a p t e i  8 
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Chapter 2 

Properties of Cellular Automata 
and its extension 

2.1 Introduction 

In early 50s1 J .  von Neurnann first introduced Ccllular Automata (as a 'cellular spacc') 

to stucly tllc con~plcx struct,urcs capablc of sclf-rcprocluction and sclf-rcpair [NcurnaGG]. 

Following him, several rcsearcliers havc talten intelest in the study of CA for modelling 

the behaviour of complex systcms. Theory of CA rcccived a consolidatcd attelltion by 

Burlcs [Burks70] and corlsiclelable simplifications were introduced by Codd, Baliks, and 

Sl~iith [CoddGS, Palcli971. CA has bccn itl-\lcstigatecl as a class of Matlic~natical tool in 

early 75's for modelling a \vide variety of biological systems such as sclf-reproduction, 

birth, growth, deal11 ctc. The devcloprnent of structures and patterns in the growth 

of orgal~isrns, ;IS poi~lt.rd o111, in [Sl,cvc74], oltc~t npI)cnr to bc govcrnrcl I,y vcty si~llplc 

local rulcs and can be modellcd with a CA. Aladycv [Alady'iG] lias srilveyccl variolls 

conlputational ancl tllcorct,ical aspccts of CA, particulally Lhc dcciclnbility of rcacll,zbility 

problcln for configurations. CA 112s also been usccl as a tool to study ~iulribcr tlicoly 

atlcl ,associi~I,ccl ajjplicatiorls [Millc70, Apsirl17Ul 

I-lowc~~cl, it can be obscr\~ccl tlint in the cally pl~asc of t,hc clcvcloplncr~t, tlic tlicoly 

11;~s C V U I V C ( I  ill a Lit 1111systc111atic ailtl fragnlc~lt,ctl way S(1vclal rcscntcl~ols' ~)clsist,crlt, 

cffo~ts [Yaulacl71, Anlo~oi2,  lticl~a72, I-Iarno'78, Tolfoii, \Vills'75] tcstllt,cd ill tllc toll- 
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solidation of the theoret,ical framework; they started analyzing CA by means of \veil 

tested mathematical tools such as abstract algebra, topology, rneasurc theory, etc. Cur- 

rent intensive interest in this field can be attributed to the significant development of 

efficient sche~nes such as those for data  encryption, pseodorandom pattern generation, 

crror co~rcctioli/dctcction etc. with the cost clfcctivc ~c:ilizntiori of the CA st111ct111c. 111 

this chaptcr, develop~llcnt of CA and its applicatio~~s in diverse fields havc hccn briefly 

reviewed. It  also iritrocl~lces some new characterizations of tlie Extended Nezghbouihood 

CA ancl its applications. In the following section, prcscnt dcveloplrlcnt of CA based 011 

the Wolfram's extensive investigations has been discusscd bricfiy. 

2.2 Present development of CA 

Wolframs' illvestigations [Wolfr83, Wolfr84, \Volfi85a, Wolfr85bJ 011 CA confir~rlcd its 

usability as a mgtliernntical nlodel for self-organizing statistical systems. Several new 

charactciistic features of self-organiz;ltio~ in unifor~n 3-neigltbourhood (left, right and 

self vide Fzgure 2.1) infinite CAs wit11 2-state per ccll, were idcrltifiecl by him bascd on 

polyllomial algebra. 

The  stlucturc of a CA investigated Ijy W o l ~ ~ a 1 7 ~  can be viewed as a discrete lattice 

of sitcs (cclls) w h e ~ e  eacli ccll can asunle  eit,lier the value O or 1 [Palc1197]. At discrete 

t i~lle step (~10c1< cycle), the evol~ition of a sile value dcpcnds on sorrlc rule (a  combina- 

tional function), which is a furiction of the plesc~lt statc of 'k' of its neiglibours for a 

k-neighbourl~ood CA. For a 2-state 3-neigltbourl~ood CA, the evolution of tlic zl'kell 

can be represented as a function of tlie prescrrt states of (i - I )~" ,  ( z ) l h  and ( z  + 1)"' cells 

as . q,(t + 1) = f{qlVl( t ) ,  q,(t), ql.tl ( t ) ) ,  wl~clc rcprcsc~~ts a combinatio1ii11 furictio~l. 111 
effect, each ccll as showrl ill Fzguie 2.1, consisls 01 a stolagc clclllcllt (D [Lip-[lop) allcl 
combi~latio~lal logic irnplcnicnting the ncxt, state function. 

In this Cellular Autoniata, t l l c~e  alc 2' d i s t i ~ ~ c t  neigllbou~llood colifiguratio~is a ~ i d  

22\rlstirlct  napp pings fiorn all these ~lciglibourllood configuratioris to the next statc; 
cach Il1al)jxng rcprescnts a CJI rule 

Nc ig l~bo~~r l~ood   stat,^ . 111 110 101 100 011 010 001 000 
Nest State : O 1 0 1 1 O 1 0 (R1~lc90)  

Ncst State : 1 O 0 1 0 1 1 0 (lZ~r,le150) 



Clock 

Fro111 left 
neighbour 

From right 
ncighbour 

t 

Figure 2.1: A typical CA cell 

CLIC 
Flip-!loI> Q 

D 

Thc top row gives all the 8 possiblc states of the 3 ~leiglibouring cclls a t  the time i ~ i s t a ~ l t  

t ,  while tllc s c ~ o n d  aud thircl lows give I lie co~ lc spo~ id i~ ig  states ol tllc zf'kccll a t  Lillie 

i~lstailt t + 1 for two consecutive CA rules. A detailed study of the t ruth tables for these 

rules can be folind in [Palcli97]. If in a CA tlie same rule applies to  all of the cells, 

then the CA is referred to as a unzjorrn CA; otherwise the CA is callcd hybrid CA. If tllc 

rule of a CA cell involves only XOR logic, then it  is called a lztzear rule. Rules involving 

XNOR logic are rcfcrrcd to as coml~letnented rulcs. A CA with all the cells having linear 

rlilcs is callcd a linear CA, wllcrcas a CA liaving a combination of XOR or XNOR rulcs 

is called an  additive CA. Tlie CA with IIOII-linear rulcs is called non-linear CA. 

- 
Co~ribinational 

__t logic 4 

A CA is said to be a Periodic Boundary CA (PBCA) if thc cxtrcmc cells arc 

arljxccnt Lo each other (Fzqul-e 2.2). A CA is said to be aNu l l  B o u n d a r y  C A  ( N B C A )  

if Icft(rig1it) ~leigllbour 01 le l t~~lost( l igl i t~~rost)  t e~ l i~ ina l  cell is coli~icctcd to logic-0 state. 

However, thc polynon~ial algcbra-bascd alialytical tool has sorrlc clifficultics in cliar- 

i~ctcrizing thc liyblicl CA c~nploying non-1111ifo1n1 lr~lcs Also, a clctailctl poly~lol~iial 

algebraic analysis on non-group CA, l ~ a d  been lacking for long timc. To ovcrcome this, 

a ncq  analytical tool basccl on m a t r i x  a lgeb ra  [DasSOb, Barclc00, Dxs911 has bce11 

clcvcloped. In tllc next scction, for tlie sake of co~nplctcncss, so~ilc propcrtics ancl ~ c -  

s~ i l t s  of 1-D 3-nciglibor~rlioocl xclclitivc CA basccl 011 tliis 111i%t,rix algebraic tool tli~vc I)ccr~ 

rcpol ted fiorn (Palc11971. 

Defiiiition 2.1 A r l  tl-I~it complemerl t  vec tor  associated \vith ill1 11-ccll c o ~ u p l c ~ i i c ~ ~ t ~ c d  

:CENTRAL LIBRARY, T U \ 
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Characteristic polynomial = x4 + x2 
~ 7 i ~ k - c  2.2: Four ccll periodic boundary CA with ~ u l c  vcctor < 90,150,90,150 > 

Corrcspoliding to cacli co~nplc~rientcd CA, t l l c~c  exists a non-coinplcriicntcd CA ivliosc 

statc tralisition beliaviour car1 be utilized as follows to derive tile bcliaviour of tlic 

complemented one. For a complen~ented CA with the colnplement vector S,, the next 

statc ,S( t  + 1) of a prcsent state S( t )  is rcprcsentccl as 

whcre [TI is the CA matrix of the corrcsporidi~lg non-colnplcrnentcd CA. Tile statc 

trallsitioll diagrams of cellular autornata have becrl charactcrizecl using thc [TI ~riatrix 

and its cliaiact,eristic polyi~omial. Depending on tllc na t~ i rc  of their state transit,ioll 

behavioor, CA can be broadly classified inio two classcs - (i) group CA and (ii) non- 

group CA. In the state transition diagram of a group CA all states are cyclic; cadi state 

11;~s ;I 11rliq11e s\I(:ccssor ; L I I ~  a. r~niclric ~)rcdcccssol s(,ntc. Tllc s(,;~l,c tetnl~sit,ioll tliagr nllr  o f  

t~vo  group CAs are sllo~vn in Figure 2.3 & 2.4. 

For the sakc of complelc~iess, some of the basic clcfiliitiolis iind few illiportalit rc- 

sultts relczt,ctl to giouy a~icl noiz-group CAs have bccli rcproduccd fro111 [.D,zs901), Plics8G1 

I3a1de90, Scr ra90, Nancli94aI beloiil. 

Group CA :A gro~lp CA 11;~s L C C I ~  idclltilicd by I.lic co~~clitioll t11;it t l ~ c  [l'] 111iil,rix 

is no~~siligular. 111 otlicr nlords, thcre n ~ u s t  exist sollie positivc intxgcr p such tllat 

[ '1 ' ]1)  = I ( the  rdelztzty ~,rntrzz) ,  and S ( t  + p) = [T]lJS(t) = S ( l )  



2.2. PRESENT DEVELOPAIENT OF CA 

Figure 2.3: The state transition diagram of a non~naxi~num lcngtli group CA 

Figure 2.4: Tlie state transition diagram of a ~naxi~riurn length group CA 

Theorem 2.1 A CA is a group CA if and only if the detern~inarlt det[T]=l, wliere [TI 
is the characteristic matrix of the CA. 

Theorem 2.2 A group CA has a cycle of lerig t11 p or factors of p wi t l ~  a nonzero starting 

state if and o i~ ly  if det[[T]P $ [ I ] ]  = 0.  

Theorem 2.3 Let T' denote application of tlie cornplernented rule for p successive 

cycles, then 

~vliere T is t11c cl~arac teristic matrix of tllc corres~~onding non-coniplemcn tcd rrllc vcctor 

and [Sk] is  an 1%-dimensional vector (IL = rlurllber of cells) res l~o~~sib lc  for. ir~vc~sion aftcr 

XORing. S,  l ~ a s  ' I  ' elltries (i.e. nonzero entries) for CA cell positions wllcrc XNOR 
f~lnction is cmplo j~d .  

Theorem 2.5 CA rules 60, 102 and 204 form gro~lps for all lcr~gtlls(1) will1 ;I gr.or~p 
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order O ( G )  = p = 2"; a = 0, 1, 2,. . . ; m 2 1 > m/2. 

Group CAs can further be classified into non-?naxznzunz ( F z g u ? ~  2.3) and nzaxzt?lurrr 
(Fzgure 2.4) length CAs. An n-cell maxzmum length CA is characterized by the prcsence 

of a cycle of length (2* - 1) in the corresponding state transition diagram and a prirrlitivc 

characteristic polynomial. 

All states of a CA with complemented counter part (with rule 195, 153 and 51) forrn 

cycles of equal length and cycle length is 21, where j = 1 , 2 , 3 , .  . . and j # 0 (Nandi94aI. 

Lemma 2.1 : Coi~~plemen ted CA rules 195, 153 and 51 forin groups for all lengths ~ v i  th 

group order O ( G )  = m = 2"; (a = 1, 2, 3,a.s). 

Theorem 2.6 : If a null boundary uniform or hybrid CA configr~recl wit11 rules 51, 153 

and 195 is a group CA, tOcn i ts  statc transition cliagram coilsists of cqr1;~l cyclcs of cl.crl 

length. 

Thc null boundary CA with rule configuration < 153,153,153,153 > gcricratcs cyclcs 

as shown in Fzgure 2.5. 

Figurc 2.5: The  state transition diagram of a no~ imas i~ i iu~n  1c11gth group CI\ 

In periodic boundary conditions, the only rule available forrriing cqual cyclcs of c ~ ~ c ~ l  

lc~igl,li is rule 51. 

Non-Group CA : In a non-group CA ( F z g u ~ e  8.G), all tlic statcs arc not cyclic, 

moreover, a state can have O or 2"(p > I) nurnbcr of p~cdccessors (Fzguie 2.7). 111 tlic 

statc transition cliagraln of a CA, a state is said to bc reachable i f  it has oric or lr~orc 

predccessors. A state without any preclccessor is rcfcrrcd to as a non-reachable stxtc. 

Rcncllnblc states ~ ~ ~ l i i c h  form cyclcs arc callcd cyclic states. 

Definition 2.2 A state wit11 a self-loop is r.efer.recl to as  a graveyard state (or at- 

tractor). In othci \~.ords, an attractor is a rlriit lciigth cyclic stiztc. 
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In the state transition graph, level of a state S, is defined as the minimum r~ulxlber of 

t i ~ n c  steps rcclr~irccl to reach a cyclic stat? starting f ~ o m  S, Lcvcl of a cyclic s t i ~ t , ~  is 
counted to be zero. In Fzgu7e 2 7, level of state '15' is 2. 'rlius node 15 call bc lila~kccl 

as 2-level predecessor of the attractor 3. 

Definition 2.3 Depth of a CA can be forr~lally dcfincd as  the minimum r~unlbcl- of 

time steps requir'ed to reach a cyclic state fro111 a state in tile lligllcst level of tllc state 

transition diagram of the CA. 

Depth of the CA in Fzgure 2.7 is 3. All thc 2-level (0 5 z 5 cl) prcdcccssors of all 

attractor form an inverted tree rooted a t  the attractor, where d is thc cleptli of t,llc t ~ c c  

Such an inverted tree is simply mentioned as a tree in the rest of tlie thesis. 

Definition 2.4 All the 2-level (0 5 2 5 cl) yrcdeccssols of ill1 a t t ~ i ~ c t o r  co~lst l t~l tc  thc 

corresponding attractor basin, where d is tlie depth of the trce rooted a t  the attractor 

The basin with a state a as attractor is referred to as  a-basin F igure  2.7). 

If 1 is the smallest intcger for which Td++' = Td, for d > 0, then the CA is a non-group 

CA with depth d and cycle length factors of 1. 

L 

.,n - 
Example 2.1 Thc  state transitioll diagram of a ~ ~ o u - g r o r ~ p  CA (Fz97~r.e 2 6)  I l i ~ v i ~ ~ g  
r l~ lc  vcctor < 102, G0,90, 204 > with pcliotlic I ) O I I ~ ~ ~ ~ L I Y  is S ~ I O \ V I I  i n  F Z ~ ? I , I ( :  2 7. 7111~ 
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3- basin 

Figure 2.7: State transition diagram of non-group CA with rule < 102,60,90,204 > 

characteristic matrix T, cllaracteristic polynomial p(x),  dcpth, graveyard state (attrac- 

tor) and attractor basins are illustratcd bclo~v. 

Some of thc results rclated to non-group CA's, are restated from [Das9Ob] below witlioilt 

any proof. 

- - Characteristic poly. : p(x) = det(T + I x )  = x3(n; + 1) 

Theorem 2.7 If for a largest value d, xd divides the rninimal polyiiomial f (x) of t l ~ c  T 

matrix of a CA, tIleil the dcptll of i ts state transition gra jh  is d .  

T = 

Theorem 2.8 If a state is reachable fi-orn 11 predecessors for a CAI tllcii or~ly 1/13 of t l ~ c  
total states are rcacllable. 

Tlleorem 2.9 T l ~ c  il~lrr~ber of prcdcccssors of a state irk tllc statc tritj~sitioij glaplj is 

2'"", where I .  is tllc rank of the T matrix of the 12 cell CA. 

- 3- basin : { 1 , 3 , 5 , 7 , 9 , 1 1 , 1 3 , 1 5 )  

1 1 0 0  

1 1 0 0  

0 1 0 1  

- 0  0 0 1 

Tlleorem 2.10 If for a C/\ of dcpbh d > 0, 1 is t11c srn;illcsl, i111,cgcr. l i ~ r  ~vl~icll 7'''-"' = 7'", 

tllcll the C/li state trarlsition graph has cycles of Icng tlls rvl~icll a1 c fac1ol.s of 1. 

Depth : 3 

Attractors : O a n d 3  

0-basin : { 0 , 2 , 4 , 6 , 8 , 1 0 , 1 2 , 1 4 )  

Theorem 2.11 111 an n-ccll non-co~i~plcrncnted C/\ nrit11 c1l;lractcristic 111atris?', II I l r r l -  
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ber of gravejrard states is 2n-r ~r~liel e r is the rank of the [T + I] ina trix Any grave,yar-cl 

state call be ~epresented as  a linear con~binatiou of 17, - I 1i11caiJy iildcpcildcilt ,s t r ~  t (> 

vectors. 

In thc next subsection, a special class of non-group CAs, rcferlcd to as Multiplc Attlnctor 

CA (MACA), where all the cycles are of unit-length, has been clisci~ssecl. So~llc inlpol tiuit 

properties of this class of CAs are also cited. This class of CAs has bcen uscd to rci~lizc 

efficient hashing function. 

2.2.1 Properties of Multiple Attractor CA (MACA) 

Thc statc tmnsition diagram of a MACA is sliown in Fz,qure 2.7. It  is a non-gtoill-, CA 
with the following ploperties: 

each of its reacliable states lias two prcdeccssols; a ~ i d  

e it has a set of cyclic states, each cycle of unit length; 

that is, each cyclic statc is a graveyard state (also refcrred to as an a t t r a c t o r ) .  

The structure of the state transition diagram of a MACA consists of a subsct of states 

leading to  an attractor, in an invertcd tree-like fashion. That  is, if tile CA is 1~'adcd 

with any state in the tree, after a few cycles (equal to the depth of the tree) the CA will 
evolve to  the attractor state. Each such set of statcs along with its attractor is callcd a 

baszn (Dejinztzon 2.4). Thus, the complete set of CA states are divided into a number 

of I)nsir~s, ;~11tl cncll basin is bililt n~ o111id a spcrific nt,l,~ nct.ot . 011c of t,hc nt.t,l ilc.t.ols is 

always 0-state (all 0's binary bit) and its corresponding basin is known as thc 0-6asziz.. 
Any other basin with non zero attractor (say with decimal valuc z) is refcrred lo as a 

z-baszn. In figure 2.7, statcs (ill decimal notation) 0, 2, 4, 6 ,  8, 10, 12 and 14 bclot~g to 
thc 0-basin, while the states in the 3-basin arc 1,  3, 5, 7, 9, 11, 13, 15. The statcs alc 
clistributcd a t  cliffcrcrit lcvcls of a basin. If thc CA is loadccl with ; L ~ ' ' ~  lcvcl ( J  > 0) sl.ntc 
on thc zLh basin, thc CA will evolve to statc z nftcr J 111llr111cr 01' cyclc$s T l ~ c  0''' lcvcl 
statc is tlic attractor itsclf with self-loop nlicl so it 11ccds o11c cycle to 1c;~c11 1,o il,sclf. 'L'llc 
I csul ts1rcported below from [Nandi94a, Palcli97] cllarac1,cl izc some i~rl~)or  tall t 1)100c1 Lies 

of Allf\CAs. 
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Lemma 2.2 The sum of two parent states of any state is the no11 zero predecessor of 

the 0-state. 

Theorem 2.12 The sun] of two states lying a t  different levels p and q (p > q) of tlic z 
basin is a state a t  level p of the 0-basin. 

Lemma 2.3 There exists a one to one correspondcnce between the states of the 0-basin 

and z- basin of a MACA. 

Lemma 2.4 In a d depth MACA, if the level wise transitions from a non-reachable 

state to i ts  a t  tractor are known, t l ~ e  states in tlle 0-basin can be enumcratcd lcvcl-wise. 

Lemma 2.5 In a d depth n bit MACA, if (i) the level wise transitions of a non-rcacl~ablc 

statc to i ts attractor, a l ~ d  (ii) (12 - d) lincarly i i ~ c l c ~ ~ c ~ ~ c l c ~ ~ t  ;~ t t r ; tc lo~s  ;u c kr~ol\;ll, lllcl~ 

states helonging to all tlle basins can be enumerated level-rvise. 

  em ma 2.6 In a d depth (d > 1) A/IACA, t l ~ e  sum of all states in any basin is zero. 

Lemma 2.7 No of attractors in the complemented MACA is same as  that in the original 

linear one. 

Lemma 2.8 T l ~ e  complemented CA derived from multiple attractor linear CA car1 ]lot 

have cycles of lengtl~ greater tlian unity. 

An important advantage of 3-neighbourlioocl CA is its proginnzmabzlzly features, 

which have been found to be useful in many applications such as cryptograpliy, pscuclo- 

random pattern generation, test pattern generation etc. Orie of thc major xclvantagcs 

of CA is that it can be programmed with minimurn logic structtrre. Tlic rrlain ob.jcctivc 

of a Programmable CA (PCA) is to configure the CA with different rules a t  clifl'ercnt 

instants of time. An application of a variant of such PCA (based or1 rule 90 Pr. rule 150) 

can be found in [Nandi94a]. As f ro~n  the positio~ial rep~csent,atio~l of iule 90 arid i l t l e  

150, it is evident that  they are neighbourllood depcridcnt, cliff'cr by olily onc position, 
namely viz. on the cell itself. Therefore, by allowing a single control liric pcr ccll ( F Z ~ T L I - e  
2.8), one car1 apply both rule 90 and rule 150 OII  tllc sallic ccll a t  tlilrcrcr~t L i l l ~ ~  SLCI)S. 

T l~c~cl jy ,  i l l1  11 ccll CA str~rcturc cilrl l ~ c  usccl for ~ I I I I ) ~ C I I I C I I ~ , ~ I I ~  2" CA C ~ I I ( ~ C ; I I I ~ L ~ , ~ O I ~ S .  

Realizing dilferent CA co~lliguratio~iv on tlic S C L I I I ~  slructr~rc ciu\ bc rtcl~icvccl by 11si11g II 

co~itrol logic to cont~ol  t,llc a p p r o p ~ i a t , ~  swit,c;lics; ;x control ])rog1;1111, st,orctl i l l  ;L ROhl l ,  
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can be employed to activate the switches. The l (0)  state of tllc zt 'V~it of a ROM wold 

closcs (opens) the switch that controls thc z l ' k c c l l .  P i g ~ r ~ e  2 8 slio~vs a I'CA with sinlplc 
control structure- allowing one control input per cell that configures tlic CA ccll, citlicr 

to rule 90 or rule 150. For example, the control word < 0110 > for a four cell PCA lcads 
to the fact tliat the 1st and 4th cells are configured with rule 90, wliilc tllc 2nd a~id 31tl 

cells are configured with rule 150. 

Figure 2.8: A 3-cell Programmable CA structure and a PCA cell 

Using such a structure for all the cells, all possible additive non-complcnlentccl rule 

co~~ibiliations can be achieved to realize any hybrid additive CA [Naridi94a]. Such all n 

cell PCA can implement 23n number of different CA configurations. A 3-neighbourhoocl 

PCA cell with provision of both complemented and non-coniplcmcnted rulcs is sliown 

in Fzgure 2.9. This is the structure of the most general PCA cell with 4 control lines 

per cell. 

Control 

Signals HG4 

right 

Figure 2.9: A I'CA cell with all possible aclditivc rulcs 
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2.3 Characterization of Extended Neighbourhood 

CA (ENCA) 

In this section, a general class of CA (based on 7%-rieiglibourliood i~itc~conricctiolis) is 

investigated. The  characterizations of this class of CAs are basically extensions of the 

group and non-group 3-neighbourhood additive CAs, discussed in the previous sections. 

If the ENCA is non-szngular and with a repeated application of the CA in a finite sct 

of elcnicnts, if tlie entire set of states ultimately converge to a single or multiplc cycles, 

it is referred to as a group ENCA; otherwise, it is called non-group ENCA. Both thcsc 
categories of ENCAs have s o ~ n e  i~nportarit properties, which can be succcssfrilly utilisccl 
in the field of cryptography, pseudo-random pattern generation, hashing etc. In thc rlcxt 
scction, cliaractcrization of tlicse CAs, in gcncral, has been givcri. 

2.3.1 General Characterization 

Consider any finite set of elements, V = {ao, al, a2, , a,) which is closed with respect 

to an associated operator T (i.e.an ENCA). In a crude analogy with constrliction of n 

'power' sub-group of a multiplicative group, one can generate a sequence, say, a. = 

ao, a1 = a 0  + ao, a 2  = a1 + a0, . . . , a,+1 = a, + a0, - . .. Since thc set V is fi~iitc slid 

as the sequence is gradually built, a t  some stage, i.e. say, for solllc y < w, tlic ordcrcd 

subsct Vl : {ao,  a l ,  . . . , a,-l) has all elements distinct but a, = a,-l + a0 E Vl ancl 
from then onwards, tlie sequence ao, 01,. . . , a,-1, a, will s t a ~  t rcpcatilig itself, though 

not necessarily from the beginning; suppose, a, = a , ~ + ~ ,  whcre a1  < .ru and licncc, tlic 
- sequcrice will be ao, a1, - . ;, a , ~ ,  aa l+ l ,  . . . , C Y , ~ + ~ ,  a ,~+~+l  - a,, , . . ., with all ape1 totlzczty 

' a l '  and (ultimate) perzodzczty ' p ' ,  i.e. a1 + 11 = w. 

However, if y < 7u, the sct V has elements not iriclriclccl ill tlic subsct ITI. St21 tilig 

with another element say, a2 $ Vl, one can build another sequcnce a21, a 2 2 ,  . . . I$ Vl u~iti l  

one of these elements repeats itself with an ultimate periodicity say, 'p2' and r~pcriodicity 
'a2' or, some a 0  E I/\, in which case the sequcncc or strca111 'nlcrgcs' into I l ~ c  c;ulicr 
strcaln If1. In Fzgz~re 2.10, an illustration is given 

Tlius, iq  gcncral, an ENCA generates trajectorzes, startillg frolri solrlc c l c ~ ~ i c ~ ~ t ,  (oric 
can call tlicsc elcmc~its as no~~-rencht~Dle or startzrlg stat,cs, wliicli llnvc no picdcccs..sor.s 
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o a l + p - 2  

Figure 2.10: Basin structure showing 'aperiodic' beliaviour 

but,  are different startzng poznts and ending in possibly more tlian onc cyclcs (lcrlgtl~s of 

cycle may even be one only, i.e. attractor)).  In other words, an Extended-Nezg/tbo~~~~Ii,ood 

CA (ENCA) partitions tlic clcmcnts of tlic 'operand set' illto pnltinlly o~rlclrtl scds 

(POSET), referred as baszns, where the structure of each basin is charactcrizcd by tlic 

type of CA chosen. These basin-structures exhibit some peculiar charactcrist,ics whicli 
can be of use in many different contexts. Some of the results found from the analysis of 

tlie various types of ENCA based basin structures, have been reported next. 

Example 2.2 Consider the characteristic matrix 

It  is seen that  T 3  = I (i e. identity matrix) and the characteristic equation is 

x5 = x4 + x 3  + x 2  + x + 1 ;  x6 = I ,  i.e. T6  = I;  Hence, T 2 U T 3 U T G  = I, i.r. 

lengths of cycles either may be 2 or 3 or 6; It  is verified that T 2  # I but T 3  = I. It  

follows that  there can be cycles of length 3 only. Also, since T is non-si~igulal, cvcry 

state has only one parent (possibly itself). Hence, in the basin structure indilccd by this 

CA- there can bc either 'attractors' or cycles of length thwe or~ly; every state is citllcr 
its own parent or it is a mcrribcr of a 3-cycle. To obtain all the :~ttlactors of T, onc has 
only to'find the solutions of (T + I ) O  = 0, (where A is a boo1c;vl va~iablc).  'Tl~e 0 1 1 1 ~ -  

possiblc sol~ltioils alc (AOAAA)'. Thus, t,ilclc ale ollly 2 R ~ ~ I ; L C ~ . O L S ,  viz U il.s(!lf i l ~ ~ ( l  20 

Tlic other 30 states in tlie space are partitioned into lo (=  30 f 3) cyclcs as follo\\rs . 
{1,5,1~1},{2,18,7}, {3,29,9}, {/1,31,27) . . .  
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For illustration, sce Fzgure 2.11. 

Figure 2.11: State transition diagram of non-maximum lcrigth group ENCA 

If the characteristic polynomial of group ENCA is primitive, thcn it cxliil~its plop- 

erties analogous to  the 3-neighbourhood additive, maximum-length CAs [N,zndi94a]. 
S11c1i a11 ENCA of size n gcncratcs all the 2'"l statcs i11 s~icccssivc cyclcs, cscli~tli~ig t l ~ c  

all-zero 'state. One such CA with the maximum-length cycle is illustrated i l l  E.cainple 

2,3. 

Example 2.3 Consider the characteristic matrix 

F r o ~ n  the matrix T, it  can be found that i t  is of non-singular type and tlie cllaractc~istic 

equation is : x5 + x4 + x2 + x + 1 = 0; This has x = 1, not as a root ancl i t  docs riot 

possess any attractor other than 0. Also, we have x3' = I. So, this CA gives rise to a 
fully periodic basin (maximurn-length cycle) of all 31 non-zero st,atc, as sliow~i in  Fzg7~1e 

2.12. 

Figure 2.12: Statc transitio11 diagralil of ~i ixxi t r~r i~u-lc~~gtl i  gtoup ENCA 
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2.3.2 Properties of Group ENCA 

Some of the properties of 3-neighbourhood additive CAs from [Palcli97, Nandi94aI) 

derived with matrix algebraic tool were tried with ENCAs and similar results wcre 

obtained. The findings of such investigations are reported next. I-lowevcr, the proofs 

of lemmas slid theoreins are not reported here, because thcy arc analogous to t l~osc 

reported in the Section 2.2 of the present chapter. 

Theorem 2.13 An ENCA is group CA, if and only if the determinant det T = 1, wl~crc 

T is the cl~aracteristic matrix for the CA. 

Theorem 2.14 A group ENCA has cycle-lengths of rn or factors of nz with a non-zero 

starting state iff det [Tm @ I] = 0. 

Lemma 2.9 If the order (Op)  of a group ENCA cl~aracterizcd by T is a n o ~ l - p ~ i r ~ l c  

number, then the cycle-lengths are equal to i ts factors only. 

Theorem 2.15 If the cl~aracteristic polyr~omial of a group ENCA is primitive it gener- 

ates a n~axinium-length cycle. 

Non-group ENCAs form a special class of CAs, in whicli solrie of tlie states are liot 

reachable from any state. In contrast to the group ENCA, (i) i11 the state transition 

graph of such CA, the reachable states can have multiple predecessors, and (ii) tlie 

characteristic matrix is singular in nature. The study of non-group CA bcllviour 1ias not 
rcccivcd suflicic~~t atterition for long time. Next sectio~i pscsc~~t,s so~iic of t,lic il~tcsc!st,ilig 

properties of this class of CAs. In Examples 2.4 & 2.5, an analysis of tlie basin 

structure due to a 5-cell non-group ENCA, has been given. From state transition graph, 

it can be found that the cyclic states are lying on one or more cycles. Other states for111 

inverted trees rooted a t  one of the cyclic states. Such invertcd trees are refcrrcrl 11crc 

as simply trees. The  'cycles1 in the state transition diagram of a non-group ENCA are 

referred as attractor. Thus an attractor is a cyclc of length 1(1 2 1). Tllc 1,rcr: ~ool,ctl i ~ t ,  

a 'cyclic-state' a,  is denoterl as 'a-basin'. Tlie depth of s11c11 i l  I;)ixsi11 is dclirl~d to 1 ) ~  1,Jic 
rni~~irnurn 11i11nber of 'clock-cycles' [Palc1197] req~lirctl to rcach t,lic ric;u.cst cyclic s1,;~t.c 

fro111 ally ~lon-rcnclli~blc st,;~t,c i l l  t l ~ c  sl:ltc.-tra~isitior~ grxpll. 
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2.3.3 Properties of Non-Group ENCAs 

This subsection presents some fundamental results characterizing a special class of non- 

group ENCA (analogous with the TPMA 3-neighbourliood CA of [Palch97]). For thc 
sake of clearness about the behaviour of such ENCAs, the follolving cxan~plcs liavc bcc11 

cited. 

Example 2.4 Consider the CA 

Thus, we have the charactcristic equation as : x5 + x" + x3 = 0 alid l~crc,  :cG = x3. 

Hence, T6 = T3. Thus, for any state S, one has TG.S = T3.S mid ally S C ~ ~ I C I ~ C C  

{SnISn = T.Sn-l), will have a t  most only 5 distinct states, the sixth state S6 in the 

sequence being identical with S3. The sequence is ultimately periodic with periodicity 

either 3 or a factor of 3. Of course, since 3 is prime, the ultimate periodicity is cither 

1 or 3 only. Again, since, x5 + x4 + x3 = 0, the only eigen value adrnissiblc is x = 0. 

Solving the equation T . S  = 0, we have ~ [ 0 0 1 0 1 ] ~  = T.5  = 0 as the only solution, othcr 

than 0, of T . S  = 0. Also, T . S  = b has no solution if 61 + b2 + b4 = 1, i.e. thcrc arc 

22.((:) + (i)) = 16 states got by choosing components bl, b2 and b4 such that only onc 
of thcm or all these are ' l ' ,  the elemcnts b3 and b4 being a~bitrarily '0' or 'l', \\il~icl~ 

can not be reached from any other state. These only can be the non-reachable states 
of a trajectory. Since, T .5  = 0, we have T.(S + 5) = T.S,  only for all 'S'. I-Icncc, if S 
has T . S  = 6, then T . (S  + 5) = 6 also, i.e. for any state in t l ~ c  trajcctoly otlics t,llall n 
starting state, there will be two parents, which differ by the state 5. Thus, for instance, 

since T .28  = 1 we have T.(28 + 5 = 25) = 1 also. 

Also, since all tlie colunlns of T have ~iow becl~ uscd as a parcl~t,  wit11 its pwgerly 

obtained, one can compute T2, T3,  . . . by simple table look-up. Tllc strrrcturc aiicl con- 

tents of the table is as shown in Table 2.1. Again, fro111 thc cl~nractc~ist,ic r(lli;xt,io~l i . ~ .  

x5 + x4 + x3 = 0, as it can be observed that x = 1 is riot a root, t,llcre is no 'S' such 
that  T.S = S .  Also, we have T6 = T3 ,  thus the periodicity is (6 - 3) = 3. So, cyclcs of 
length 3 call exist as the tcrrr~inal points of thc trajccto~ics. 
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Table 2.1: CA and Its Power Sequences 

Figure 2.13: Basin structure generated by non-group ENCA 

* Operators 
T 

T2 
T 
T4 
T5 
T6 

Corresponding Sequences 
28,18,15,25,15 

1 ,5 ,11 ,1 ,11  
15 ,0 ,4 ,15 ,4  

l l , O ,  13,11,15 
4,0,11,4,11 
15 ,0 ,4 ,15 ,4  
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Since, each offsprzng shall have only two parents, i.e. T.S = b ,  if a t  all solvable, 

has only two solutions, and since each elcmcnt in a cycle ncccssarily Iias olic pni.eilt i l l  

the cycle, there should be another parent to it, which is not in tlie cycle. If tllc par.eizt 

is itself not a starting state, it should have exactly two parents, etc. Further, fro111 

T 3  = (15,0,4,15,4) ,  we find, for (T3 + I) that- there are exactly four 'ezgeiz values' 

of T 3 ,  including the trivial 0 state. Hence, there is only oric cycle of length 3 (for 

illustration, see Figure 2.13). 

Example 2.5 Consider the CA 

Thus, we have the characteristic equation as : x6 - x5 - x2 = 0; frorn this cliaracter- 

istic equation it is obvious that  the CA is singular and x = 1 is not a root.Hcnce, thcrc 

is no non-trivial eigen vectors with x = 1. Also, we have - 
x6 = x5 + x 2 ;  
x7 = x5 + x3 + x2 ;  
x8 = x5 + x4 + x 3  + x 2 ;  
x9 = x4 + x3 + x 2 ;  
x l l  - - x  4 + x 2 ;  

x13 = x5 + x4  + x 2 ;  
5 1 4  = x:! + 5 2 .  x17 - 2 .  

1 - x ,  

Since, x17 = x 2 ,  we have, aperzodzcity a = 2 and perzodzczty 11 = 15. I-Icllcc, o ~ i c  

can have cycles only of lengths (1 U 3 U 5 U 15). From the dcrivcd powcr scqricnccs, wc 

have : T 3  = (14,45,14,22,0,51); T5 = (51,30,51,35,0,22); and T.S = 0 11as ol~ly OIIC 

solution : S = 42. I t  provides the only cycle of length 1. Also, for tllc stnrtillg statc, 

Dl + D4' + D5 = 1. Hence, there are 32 non-reacllal~lc states. TIIIIS, in this Ix~sill of G4 
states, 32 are non-reachable states; since, each oirspring Ilas cxactly two parcr~ts (o11c of 
tl~crn possibly, itself) which differ by the valuc 42, tlic 32 ~I,ilrti~lg st,:~t,cs ~ ; L I I  I l c  ~) ; l i~c( l  



oll' ~ v i t l ~  16 pairs, each pair givirig rise to one rcacl~ablc stale. Tlicrc is a cycle of lc~igtli 

15 and cach state on the cycle is having one predecessor in the cycle and hence must 

liave one parent not in tlie cycle; these have to be from arrlong the 16 oflsprings frorn 

t,lie starting states. I-Ier~ce, tlie 15 elements in the cycle and tlieir 11011-cycle parc~lts, 

agai~i  15 in nuniber, arid tlieir Iivo parents each of wllich is a starting state, accou111 for 

G O  or t,llc stalcs in  tile spacc. Tliis leaves a sct of 4 values : 2 slarting states, t,licir one 
ujr:;pr.i~zg arltl i t s  oJTspr.ing which should also be its own parerit (viz. tlie zero statc) wliicli 

coi~stitute a tree Jilte sLructi.lre. Since 42 is tlie or~ly non-trivial solutions of T.S = 0, 

eacli olrsg~ring lias exactly two parents, tlle state diflcrence between them being 42. Also, 

sirlce 1'" -1 I arid 1'" I are no11-singular (in fact t,l~ey are permutation rr~atriccs), tllcy 

can not bc cyclcs of le~lgth 3 or 5. I-Ierlce, TI5 = (8, 16, 8 ,6 ,0 ,  43) arid TI5 + I is of rank 

2. Hcrice, 111cl.e a.rc 2" = 16 slales \vliicll arc sucli that T1!S = S; tllis set, of co11r.s~ 

includes tlie zero sl;ale. The other 15 stat,es constilute a cycle, of length 15. 

?'lie follo\viug leii-~171ns alld Il~eur~ems have bee11 fou~id to be valid for lliis special class 

or uorl-group ENChs : 

Theorem 2.16 Tile iiult~ber o f ~ ~ r ~ c d c c c s s o ~ ~ s  o f a  rca.chnDlc state arid tllose of tlle state 

O in a non-group ENCA ;Ire equal. 

Lemma 2.10 1f d is the diu~er!sion of kite null .space of tllc cl~aracteristic matr is  of 

a ~ton-g.l.oul:, EArCA, tllcn l l ~ e  lo tal number of pr-edcccsso~.~ of thc all zcro states (i.e. 

0-state) is 2". 

Lemma 2.11 If'a state is rmdlable & ~ n  'k' predccessol.~ for an EiVCA, then only l / k  

of tllc to1;a.l states a.1.e reacl~able. 

Lemma 2.1.2 If an 11-cell iron-grollp ENCA rvitlr cllaracteristic rrza.trix T, the n u i ~ ~ b e r  

of a/,t,rncto~.s is 2'"-', r.r~lleic '7.' is llrc r.a~lk of l11e (Ire I) ~ l ~ a t r i s .  

Lemma 2.13 T l ~ e  nw~ilbcl. o f1  111-edecessors (1 > 0) of my cj~clic s ta te  is the same as 

i,/Jil.t 0-.51>:1tc. 

Lenlma 2.14 '.T11e nun~ber- of slales a t  Icvcl '1' (1 > Oj of a trce rootecl a t  a cyclic state 

is l!~e sa.r,le a s  the 11ur.nber. of .$talc,s aa.t Icvcl '1' of l l ~ c  tree rootecl a t  0-state. 

Lerxi~lia 2.15 Y ' l ~ c  'clepll~' of;z tree rootecl a.6 a 1 9 ~  cyclic slal,c ci~.r~liot be more t l~an  that 
roo1,etl at, (;he 0-statc. 



3 0 CJIAPTEIZ 2. CA PR,OPERTIES AND ITS EXTENSIONS 

Theoren?  2.17 Let 'cl' be l l ~ e  largest integer >_ 0 s11cl1 that xd dir~idesm(x) (the minirna.1 
~ )o l , yno~~~ia . l  of ~ , I I c  GNCA).  T ~ I C I I ,  e;l.cO of tlle cj~clic: sf,n.t,cs ill the stilte tl.n~~sition gl.;lpll 

is hhc root of a tree of'deptll 'd '  a i d  l l ~ e  structure of each tree is isomor-phic to that of 

(,he Irze rootcci a t  the 0-state. 

L e m m a  2.16 Tl1e s t ~ m  of two pa.lent states of an,y slate is a 11ou-zei-o predecessor of 

tllc 0-state. 

Theorem 2.18 s~l ln  o l  tlvo sla.tcs lying at difI'c~~cn t levels 'p' ii~ld 'q' (~vhcrc, p > q)  

of the z lh  tree is a, st;ate a t  level ?I' of the 0-tree. 

Tlreorein 2.19 In a11 11-cell d-depth "on-group ENCA rvitl~ 2m attractors, there exist 

? i ~ - l ~ i l ;  positiol~s a t  wllich the nttraclors give pseudo-exl~austi\~e 2" bit-patterns. 

The lheoty of 3-ncighbourhood aclditivc CAs based on rnalrix algebra has been re- . 
ported in tliis chapter. 1% have fui-thcr extended cliizracterization of n-neighbourhoocl 

or cs~,e11dccl-~1cigli1~0ii~lioocl CA i.c. ENCA bascd or1 malris algebraic tools. Tlie vnri- 

ous grollp aucl non-grouj~ pi.operties oS 13NCAs 1ia.x becli rcpo~tcd.  111 tlie subsequent 

c11al)tcrs (cl~(~ple~-:j 3, 4 0 5 ) ,  applicaLiol~s arc dcvelopccl by utilizing propcrt;ics of tliesc 

3-nciglibourhood a ~ l d  ENCAs. 



Chapter 3 

One-Way Hash Function Design 

Using Cellular Automata 

3.1 Introduction 

I11 tlic previous chapter, the theory of gloup and nori-group 3-neighbourhood Cellular 

Aut,ornata(CA) has been addressed The regular, rnodular and cascadable structure of 

tjl~osc xtlclitivc CAs has bccu successfully cxploitcd as a tool in scvcral al)plicat,ion arcas, 

such as cryptograplly, error correction/dctec~io, pseudo-randorn pattcrn gclleration, 

tcst lsattcrll gc~ieratiori ctc. Application of CA in otllcr arcas llas also bccn explo~cd. 

Onc sucli arcs is thc onc-way has11 fu~iction clcsign. 

Ouc-~v:xy Irn,slr I'unct,io~ls play a fundxnicntal role il l  llioclcln cryptograplly. For tllc 

puipose of aullierlticatioll of trs~lslnissioll of confidclitjal data  in insccurc ~ietwork, om- 

u,a.y I ia~l i  funct,ion has an important rolc. Tlicy arc usccl as building blocl<s in many 

piot,ocols. Most 01 t,hc one-\\ray 11ash functions N ( M ) s  opcratc on an arbitrary-length 

lncssagc, 114 a ~ i d  generates a fiscd-length ir~formation, h, kno~vn as '11as11 value'. Two 
colnl-tlon pro i~c~l ics  in t,liesc hash-lunctiol~s are : fi7stly, it is irrcversiblc i11 ~ ia turc  and 
,scco7zrlly, it is hix~cl to find at~ollicr mcssagc 114' , si~cli t j l~xt I-T(l\/l) = H(A4') .  Ollc-way 

liasli frlnction Iii~s scvcrnl xl)plicaliolis, sucli as: public licy crypt,ograpl~y, distributed 
databasc sccr~tity, rlet,woil< sccut il,y el,c. It Itas been found that r ~ ~ o s t  of llle oric-way 

I~ns l~ i~ lg  s c l ~ r ~ ~ i c s  opclatc wit11 21.-bil i11111ll~ alitl ?--bil, o ~ ~ t p u t ,  ivhcrc, t l ~ c  iripr~t to t,llc 



32 CHAPTER 3. ONR- VVAk; HASH FUNCTION USING CA 

function is t,lie block of text and the hash of the previous block of text. That  is, hash 

of a bloclt is, Itei = (A4, I L ~ - ~ ) ,  wlicre is the has11 of the previous block used on 

feedbacl< mode. The  of the l i ~ ~ t  block becomes the llnsl~ of the entire message. 

In  this chapter, a new one- lay hnslling scheme for message autlientication purpose 
has beer1 designed by utilizilig mainly, the features of I~OIZ-.~I .OZ~~I,  noiz-linear, Multiple 

,jtt~.actoi--basecl 3-neighl~ourhood CA. The scheme can be found to be significant in 
co~nparison to tlle other existing sclielnes [MerklSO, Rivst92, NIST93, Schnr961, in view 

of the following facts : 

1: A CA whose rule vector can be r~lodifiecl dynamically is referred to a PCA (Pro- 

grammable Cellular Automata) (see Clzapter 2, Sectio~z 2). Such a PCA based 
l~arclwired implementation of tlie hash function provides better flexibility of con- 
figuring clifferent CAs from the same struc1;ure. 

2: Due to the simple, regular, modu1a.r and cascadable structure of CA, tlie iniplernen- 

ta t io~i  of tliis sclie~ne beconles attracti\le and it call be operated a t  higlier speed 

due to tile local inter-connection. 

3: It  provicles better security aga.irist different types of attacks because, besides using 

a general oue-way lit~shing strategy analogous to the other existing ones, it also 

incorporates leatures of non-group, rion-linear CAs. 

There are several applications of one-way has11 funct;ions, such as distributed database 

scc~irit,y, ~ict\rrorlc security, p~lblic ltcy crypl;ogral>liy, a~itliciiticatcd ltey excllange etc. 

Witli the e n o p o u s  growth of information techn610gy, another major application of one- 

wily f~ll.ictio~ls is Ecash or Electi.oizic economy. Utilization of the proposed scherne has 
Ijccr~ s l ~ o \ \ ~ ~ i  ill tllc contest of sucl~ all eccisli app1ic;~tion. In tlic ~ ~ c s t  subsect io~~,  a brief 

review of the existing one-way Z~ashing schemes has been reported. 

3.1.1 Reviewing the exis1;iizg schemes 

A clcfi~iil~i\~c. re~c'cle~icc Tor the crypl;ogrnpl~ic Iinsh functio~i iind its tlctail survey ciill Ilc 
roil~lcl i l l  [Prec119/1]. Davis i u ~ d  l'ricc [Davis831 also providcs a solicl t , r c a t ~ r ~ c ~ ~ t  of 
message a~~t;I~e~lticii.tion and data  i~lt;egrity. Simmons i~ i t lepe~ide~~t ly  tlevelopecl a gc~leral 
t1leol.y [Sin1,01.192] ol ~inconditio~inlly securc sllcssagc a~~l;l~e~~Licatiorl  scllciiies arid t,llc 
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subject of autllent,ication cocles. Rabin [Rabin78] first suggested employing a one-way 
11;tsli f ~ ~ r ~ c t , i o ~ ~  in c o ~ ~ . j l ~ l l c t i o ~ ~  wit11 n ~ I I C - t i m e  sigllntr~rc sclic~ne and lnt,er in n p ~ ~ b l i c  key 

signature scllelne. Merkle [A/Ierlcl9O] further explored uses of one-way hash functions 

for antlie~~tication, i~lcluding the idea of tree uutlzentication for both one-time signatures 
izr~tl i~~~l;l~cnl;icnI,ior of' public files. T l ~ e  DES-based 11;lsll-functio~i of Merldc [Merl<l9O] 

~vl~icli  elnploys a, compressio~i function f  napping 119-bit input to 112-bit oii tpl~t in 

2 DES operations, allows 7-bit message bloclts to be processed (at the rate of 0.055). 

An optirrlized version was also introduced, wlzich maps 234-bits to 128-bits in 6 DES 

operatio~is and it processes 106-bit nlessage-blocks (at the rate of 0.276). MD4 and MD5 

were designed by Rivest [SchnrgG, Menez971. An Australian extension of MD5, known CIS 

I-IAVAL has also been proposed by Zheng, et al. [~heng93].  The first published partial 

attaclc on MD4 was by den Boer and Bosselaers [Menez97] who demol~stratecl that 
col1isio11.r; co111cl bc So~llid w1lc11 R.o~~lld 1 (or tlic tl~rcc) was oli~ittccl fro111 tllc c o ~ ~ ~ p r c s s i o ~ i  

filnction, and conlirlned un~~lbl is l led 1110rk of Merlcle showing that  collision could be 

found (for inpr.~t pairs differing in oilly %bits) in uncler a millisecond on a personal 
computer, if Rou~id 3 ivas o~nit ted.  ~-\i~otlier devastatillg attack 011 tlic full MD4, IVCW clue 

t o  Vaudenay ['\raucle95], which provided only near-collisions, but allowed sets of inputs to 
be found for wl~ich, of the corresponding four 32-bit words, three are constants while the 

rernainillg word talces on all possible 32-bit values. Later, in 1995, Dobbertin [DobbrgG] 

brolcc PlD3 by finding collisio~ls for mea~lingful messages (in one hour, requiring 20 free 

bytes at the start  of the messages). RIPENID [Schnr96] was designed in 1992 by dell 

Boer a l ~ d  otllers. I-Iowever, cxrly in 1995, Dobbertin (Menez971 derrlonstrated that if 

the first or last (parallel) round of the 3-round RIPEMD compress function is omitted, 

collisiorls can be found in 23' co1npress function conlputations. This result coupled with 

concern about inherent limitations of 128-bit hash results motivated RIPEMD-160 by 

Dobl)ertin, Bosselaer and Preneel [DobbrSG]. NIST, along with the NSA, designed tlie 

Secure I-Iasll Alp;oritli~ri (SIIA) for use with the Digital Signature Standard [NIST93]. 

SHA produces 160-bit hash, longer than MD5. The SHA is called secure, because it is 
clesigued to be colnputationally infeasible to recover a message corresponding to a given 
message digest, or to find two different 1n6ssages which produce the same digest. Besides. 
tliese, several other hash functions have also evolved dyring tlie past decade, such as 

[DlngrdSO, DaelnnSBa, Duemn93b, Scl1no91, Schno93]. However, as found in [SchnrPG], 

I - I I O S ~  of t l~ese 11ashi11g schemes coilsullle lluge tirrle ancl resource complexities, as a result 

of ~vliich tlieir harcl~vare implementation has become costly as' well as complicated. 
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of 3-~~eighl~ourl~oocl additive CAs, a novel one-way haslling scheme has been designecl. 
The lnatliclnatical foundatioli of the proposcd scheme is provided by the Lemmas 2.1, 

2.2, 2.3, 2.4, 2 . 5 &  2.6and Tlzeorems 2.1, 2.2, 2.3, 2.4 @ 2.6asfoundin  Cllapter 

2. The nest section describes the design of the proposed scheme. 

3.2 , CA based Hashing Scheme : CHA 

The proposed hasliing scheme is designed based on the properties of 3-neiglibourliood 

additive group and non-group CAs. The scheme operates block-wise and it hashes arbi- 

trary length messages into fixed r-bit hash value. Firstly, the input message is broken 
into ?.-bit cllunlis, to inalte exact ni~iltiple of r-bit blocks, 0's are padded a t  the end 
of the message. Four r-bit variables are initialized. Then the main loop of the algo- 

ritlim begins. Tlic loop co~itinues for as many iterations as there are r-bit blocks in the 
message. 

The hashing process is mainly performed in two major phases : in Phase I, for 

each original source block, an intermediate cipher-block is built, through a sequence of 

tllrcc operations; in P h a s e  11, using the intermediate ciphertext-block along with the 

previous hash value, MACA based hashing is performed and a corresponding hash value 

is generated. These two steps for each block continue until all the blocks finish. The 

final hash value becomes the hash of the entire message. 

Phase I : Intermediate Cipher Block Building 

170r c:;~cll 7.-11iI, ldoc1c 01 liiessagc b,, wliicli is furtlicr cliviclctl illto four sub- blocks, each of 

1./4-bit, length - the inner loop begins for four rounds. Each round consists of three op- 
eratiolis - bit-wise substitution of ?-14-bit sub-block using a BS (Bit Substitution) table 
of sizc 7-14, SORillg wit11 a set of r-bit colistarits (hi's) (clynamically cllarlgcd for each 

tilessage clrlring run-timc) and finally encipherillg each r-bit block using a PCA based 

Block Cipher. In the follo~ving; sub-sec tions, each of these operations are cliscussed. 

111 1,Ilis pllilsc, ei~(:ll of thc inp~ l t  7-/4-bit s~ib-blocks is bit-wisc s~lbstitrltccl accordirlg 
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to a sril~stitution table. Du~irlg si~bstitution, the table is scanned from left to right, top 

t,o I)oLl,ol~i a r ~ d  c;xcli bit positioli ill I,lic input sub-bloclt is s ~ ~ b s t i t l ~ t c d  usil~g t l ~ c  tor- 

responding bit vallles from the table. An inlportant property which is trivial for this 

o~)craf,i~on is ~~icscnt~ccl ncxt. 

Leinma 3.1 : Let a, a.r~d 0% be two 1.14-bit plaintext messages then, BS (a,) = BS(P,), 
o n l j ~  i t  a, = p, aild w1ler.c BS is tlic Bit-wise substitution. 

An cxarnplc BS tablc is sho\\ln in Table 3.1 for ( r /4  = 64). Accordirlg to this ta- 

ble, bit-1 of the input block is pernlutcd to bit-43, bit-17 is permuted to bit-32. Tlic 
major advantage of this pcrnlutation is tliat its liardwi~cd i~nplcnientation is trivial and 
i 1, i l~ lp~ovcs  t l l ~  o\~cl all col~il~lcsity or llic prol~osccl scllc~ne. Tlic substi tutcd sub-bloclc 

is concatcncztcd with thc rest of thc tlirce sub-bloclts, to obtain PI. The next step of 

opcrxtion is iniliatccl wit11 P' as tlic input. 

Table 3.1: Bit-wise Substitution Table 

XORing With  C o n s t a n t s  

A sct of Sot11 1.-bit co l~s ta~i t s  alc cliosc~i for eacli plaintext Illessage. 111 this pllasc, 

during eac11 round of operation, tlicse four initialized constants are XORed with the 

bloclt, P' casc-wise as follows: 

,swztcl~(round) { /* ' r ound '  is initialized with 1 ancl incremented with each cycle upto 4 */ 
case 1 : p" = P' @ 61; 
CaSC 2 : Dl' = 0' @ (j2; 

casc 3 : p" = p' a3 d3; 
case 4 : p" = p' a3 b4;  

I 
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Thc followi~zg important property is trivial from the above XORing operation - 

Lemma 3.2 Let ail arid pi1 be two r-bits plairltext n1essag.e blocks then, a i led i  = Piled;, 

01113' i4 ail = Pi1, rvhel-e, Ji is a distirlc t r- bi t COIIS tar1 t. 

Tlie SOR.erl output i.e. P" is subjectecl to the next pllase of operation i.e. e~lcipllering 

using a Bloclc cipller. 

Enc iphe r ing  Using  PCA based  Block C i p h e r  

Each intermediate block, P" (r-bit) is enciphered using one of the enciphering func- 

tions, E l  where, E E k28, the space of enciphering functions with the exponential order 

of cardinality, a colzsiderably large number [Palch97]. The enciphered block, P"' is 

yielded by acting E on P", i.e. P1I1 = E(PU). The enciphering function consists of q 

fundamental traasforrnations and each of the transformations is derived from different 

CA rrlles. By ~e rmuta t ion  of q funda~nental transforlnations, a total of (q!) enciphering 

functions can be generated. For exarzzple, let 'E  = abccl , wit11 q = 4, where 
4 4. a = n14,b = n2 , c =  ~ ~ ~ , d  = n4 , 

and ria = I; i = 1 , 2 , 3 , 4  ; implying that a,  b, c, d are involutions and r ' s  are CA repre- 
scntation of various permutations. An important result of this enciphering is reported 

nest. 

Lemnia 3.3 Assrllne ai" alld Pi1' be t~lio r-bit plair~text nlcssage blocl<s, then E(a iU)  = 

E(Pil1); orllj' if oil1 = Pi1' and E (ai") represents the enciphering function acted on a;" 
a.rld ail' = (BS(ctil) + di). 

Tllc 'proof of the above lernma can be easily establislicd from the 'non-maxim~~m 

lel~gtli' group CA propert,ies round ill ' [Nancli94a.]. 13y rotating left the sub-blocks of 

,Out- above tliree operations are repeated for four r o u ~ ~ d s .  Finally, the resultant block, 

P"' is concatenated 1~1th the previous llash value, hi-l (r-bit) and then illput to the final 
plisse of lzaslling. 

Pliase I1 : I-Iashing Using Coniplemeiited MACA 

Tllc structl~rc of I,hc MACA (as describccl in C l ~ a p t e r  2, Sec t ion  2) sl~ould be selected i l l  

siscl~ &'way that it generates enough llulnber of basins(trees), each rooted on an attrac- 
tor. Fro111 tlie properties of MACA, it can be found that if the cl~aracteristic matrix of 
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a k-ccll MACA is T ,  and i.aizk(T 63 S,) = r ,  then ,the number of attractor states is 2k-'.  

Bascd on sonie propertics obscrvecl in corr~plemc~ited MACA (Lemmas 2.7 & 2.8) thc 
following propcrty of hlIACA is derived. 

Lemma 3.4 111 an k-cell complemenled AlACA with 2n' attractors, tllcre exists nz-bit 

posi tior~s a t  ~vhicli tlle a t  ti actors give pseudo-eulla ustiveA2"' pat  ler~is.  

Pioof: Let T bc llle charactc~.istic matrix correspo~lcliiig to an k-ccll MACA, CAI  with 

2"" t trac tors. As per lemmas 2.7 & 2.8, iloted above- the corresponding cornplemerlted 

MACA, CAI '  derived fro111 CA1 has same ilrlmber of attractors (cycles of let~gtli unity). 

Since, CAI1 has 2 " ~ t t r a c t o r s l  rve have 

rank(T @ I) = (k - m) ; 
~vbcr c, I is thc (k x k) idcntity matrix. Tlie a t t~ac to r s  of CAI1 will be governed by 
~-rz-cl~mei~sional 11 ull space of (I' 63 I). I-lcnce, there esis ts 172 l i~ iear l j~  illdependen t ba- 
sis vectors, i.e. all possible con~bil~ation of tllese basis vectors rvill be present in the 
r11111 sl~ircc. I-lcl~cc, of C A I t ,  (T @ I) 111 oclrlccs pscrlrlo-cslla~~stivc bit patterns a t  m-bit 

positions. 

111 this pllasc, the ploposcd schcme uses a 27. bit Co~r~plerne~lted MACA which iri- 

duccs 2' nulnbcr of basins, wherc each of them is rooted a t  an attractor (characterized 

by Pseudo-Exhaustive nz-bit positions). During hashing, each block of intermediate en- 

ciphc~ed Incssage co~lcatenated with thc previous hash value and is loaded as a seed 

to tlic 21--lit IIOII-group co~riplc~iic~~tccl MACA ancl it is allowcd to run auto~lomously 

for a llu~libcr of cyclcs equal to the depth to reach the attractor (2r-bit). The Pscudo- 
Exllarlstivc r-bits of tllc attract,or alc tlien scparalccl out as the presc~it hash valuc, 

11,. 

The whole process (phasc I ancl 11) repeats for the remaining set of blocl<s. The final 
Iiash valuc Ii,,, is the hash of the crltire messagc. 

3.2.1 The Algorithnl CHA 

CI-I/\ uscs tlic following vnrial,lcs 
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Ira ith has11 values ; 

Pz PZz' , Pzl' ,  Pz"' : variables to hold intermediate values ; 

111 ,712 ,713r714  variables to hold the (7-14) bits sub-blocl<s ; 

blr82,63,64 : r-bit constants ; 
114~ 2r-bit message input 

(a zt" 2r-bit attractor; 

Yl ,  15 te~llporary variables to  hold r/2-bit blocks; 

P C A  r-bit null boundary hybrid CA ; 
A.IACA1 the Complemented 2r-Cell MACA ; 
BS Bit-wise Substitution table of size 7-14-bit. 

Input : 131aii~text iricssage stieanl dividcd into '12' blocks (each of r-bit) ; 

Output : r-bit hash value; 

Step 1: Initialise r-bit constants : 61, 62, 63 & 64;  

Step 2: z t 1; 1~,-1 t 0; 

Step 3: Rcad r-bit block 6 , ;  decompose it into four sub-blocks ( v l ,  q l ,  q3, qq)  of length (7-14) bits ; 

Step4 :  j t l ;  

Step 5:  Rcacl rzgl~t-most sub-block 111 of b, and substitute it with the corresponding bit-pattern 

Step 6: 

S t e p  7: 

Step 8: 

Step 9: 

Step 10: 

Step 11: 

Step 12: 
Step 13: 
Step 14: 

using the BS table; Concatenate thc modified sub-block ql' with the rest other sub-block: 

(l,z'~) in the salne order to obtain the r-bit block pi1; 
Perlorn1 XOR operation between the pair ( P a 1 ,  6]) to obtain Pa1'; 
Encipher P a l 1  usi~ig a PCA-based block-cipher to obtain block, P,"'; 
R.otate left P,"' by (r/4)-bits; 
j t 7 + I; IT j <_ 4 goto stcp 5; 
Pcrl'oim (,lie following opel.aLioris to prepale input for the 2r-bit MACA' : 

1: c l e  j t ( r l 2 )  bits of P,I1'; 
15 t ?.zg1~1(?-/2) ].)its of PZ1I1; 
A4 t co~zcal(J', ,11,- 1'2) ; 

Load A//ACA1 with 114 and xu11 upto the deplh levcl to obtain attractor, t,; 
Ustract the P E  (r)-bits from <, and storc i11 / I , , ;  

i t- z + 1 ; If z 5 12 then goto step 3 ; 

Retur~i  12,, as the final hash \lalue. 
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Tlie follo~vir~g block diagram (see Fzgure 3.1) sliows the datapaths in the CHA 
nlgorithln. This c1iagral.n is bnsicixlly rcprcscnting tllc Ilasl~irrg proccss for a siriglc bloclt 

of ulcssagc. Tllc colitrollcr logic is not sllow~l in tllc Fzgu~r. 3.1. 

rtnnl hnmlt value,  h ,  

Figure 3.1: Logic diagram of the CHA (for a single block) 

For an ?.-bit message, the proposed scheme generates a unique r-bit message dzgest 

or llaslz valu,e. Tliis uniqucncss call be proved trivially based on the lenzmas 3.1, 3.2, 

3.3 0 3.4 and liencc, the following property call be derived. 

Theorem 3.1 : For arty r-bit encrypted message block, cor~ctel~ated with the previous 

r-bits 11ash val~re 1 ~ , - ~  (i.e.'r' PE-bits), as per  Lenilnas 3.1, 3.2, 3.3 & 3.4, the 

correspondiag r-bi t sig~iaturc is unique. 

3.3 Invulnerability of the proposed scheme 

The sccurity of tlle schemc against the two possible types of attacks is described below : 

A. Hash- Value only Attacks : For example, if r = 128, for a cryptanalyst it is essential to 

study 16 characters (each character made of S bits) frequency distribution tablc- 
~vhich is of sizc (28)16 = 212', i.e. an enormous quantity. Hence, thc sclicmc is 

guarclcd agairlst cryptanalysts' hush-value only attack. 

B .  I(~zou)iz 0 C l ~ o s e n  (A4essc~ge, Nasll-Value) Puzr Attacks: 111 the case of known plain- 
t,est ;xttack, thc irltrudcr is assurnccl to posscss a considcrablc amouiit of messages 
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and corresponding hash values. Wliile in case of chosen plaintext attack, the in- 
trudcr is ablc Lo accluirc all arbitrary riurilbcr of Iiicssagcs xlicl tlic corresponding 

has11 value pails (M, I z )  of his own choice. 

In the proposed scheme, as per Leinmns 3.1, 3.2, 3 .3 & 3.4, it can be found 

that  each Phase and Step  (within a phase) are independent to the others. Hence, 

the cracl<ing complexity for tAic whole sclleme will be the niultiplication of the 
individual complexities offered by each of them. Next, we cornpute tlie complexities 
cl~ic to each of thesc steps, phase-wise : 

0 for an ?.-bit Incssage, the bit-wise substitutiorl offers complexity of the order 

of 0 (2 r /4 ) ;  

o for XORing with r-bit constants, the complexity will be O(2'); 

o In case of t,l~c PCA-based block ciphcrilig, as it is based on the application 

of Alternating Group, which offers- in general, the complexity of the order 

of (2'!)/2. Ilowever, the proposed block enciphering operation basically uses 

a subset of this alternating group (i.e. the afine group). So, the actual 

complexity will be less than it ,  i.e. may be of the order of O(2'-I!). 

In Phase I, t,licse tlirce operations repeat for four times. Thus, the order of corn- 

plexity due to first phase will be, approximately : 
22 X (21-/4) X (2') x (2r-1!) = (22r); 

Similarly, for the second phase, 

o since, the I\/IACA is basically a 3-~leighbourhood additive CA, it uses (67- - 2) 

11iiri~blcs (i.e. the thrcc rnajor cliago~ials of tile 11011-gro~ip CA). Tlius, there 

~vill be basically 2 " ~ ~  possible useful matrices among the whole set of 2" ma- 
trices. From experimental study, it has been found that - for r = 16, and for 
10100 rando~n sample matrices of size (32x32), the number of MACAs is 2789, 

which is approxiloately, (1/5)~'' of the total samplcd matrices takcn.Thus, it 
can Ise assumed that- tlie possible number of MACAs can be Inore than 2'" 
and hellcc, it will ofi'er complexity i z ~ ~ ~ ~ r o s i ~ n n t c l y  of tlic order of (2"). 

o again, as the clioscn MACA is con~plcnielited, duc to the cornplemcnt vector 

of si~y, s i x  r ,  tllc complctity for this stcp will be O(2'). 
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So, P l~ase  JI \vill o lkr  coniplesity of tlie order of : 

(2") x ( 2 " )  z (2'"') ; 

I-Ience, tol;al colnplexiky clue to ~ l l a s e '  I and Pliase I1 will be, approsi~nately : 

( 2 % )  (2") -- ( 2 7 r )  ; 

In the precceding section, llle l~roposecl one-uray l~asl~i i lg  sclle~ne Ilns 11cc11 e~t,iil)li~l~ctl 

ancl its secl~rity against a.11 the possible attacl<s has a.lso beell reportcd. 'To jus1;ify 

t,llc, nsefr~lness o l  tlie scl~enie, the riest s c c t i o ~ ~  disc~isscs a l)ot,cl~ti;~.l a1)plicat;ioli of t,l~c 

proposed sclienie. 

3.4 Application of the proposed scheme 

111 tlle present cl:~y ~ \ ~ o r l d ,  one of tlie lr~ajor applications of the 011e-wiiy Ilasll i~~g schenlc for 
ll\cssa,gc s ~ ~ l l ~ c ~ ~ l i c a l , i o ~ ~  is olecLv~o7iic ecur~,orrly 01. ccc~sli, \vllcrc a v;~ricly of cryylogr;~l)l~ic 

tecliliiq~.~es are being used to  millinlise threats to electronic transactions. Ecash is an 

electronic ~ n j ~ n i e ~ ~ t  system cle~leloped by the Digicash Co. of Alnstcrclatn [PanurSG]. It, 

is currc~itly bciilg i~nple~nelltecl by t;l~c kIark T\vairi Ba~ll< of Mjssol.iri in the U.S. In this 

payment system, to unclertalte tralisactions, both buyers and sellers must llave clcposits 

in tlle cor~ce~necl inip1ernenl;or Bank's IVorld Currcncy Access accoulits. Acccss acco1111ts 

are c o ~ ~ ~ r c ~ ~ t i o ~ i a l  cllecltil~g accou~its insured by all I~ l s~~ra r i cc  corl~ol.atio~i, witl~out payi~lg 

inlerest 01. l imir~g a fised niaturity period. 

As per the i~~s t ruc t ion  of the Buyers, the Bank transfers funds from their World 

Currency Acccss a,cco~.~r~ts illto their accounts' Eca,sh A4int. F ~ ~ n d s  i11 the rnirlt are 110 

lol~gcr deposits i l l  I;l~e J3a11l<, a ~ ~ d  Ll~cy are 11ot i~~surc t l .  Tlle 11li11t acts as i i  pc rso~~nl  1111llr 

account. At a.riy time buyers can orcler their computers to rcmotcly intcrfacc with the 
r r~ in t ,  i1.11cl \\:it,lltlr;w 111ncls fro111 t,l~c m i n t  into tllc linrcl tlrivcs 0 1 1  t,l~eir ~)crsol~n.l c o t l ~ p ~ ~ t c r .  

T l ~ c  Sorlnal; of t , l ~  l1.1nds is digitized- and it is cr~lptogra.pl~ically secure a11d unique. 

To solve Ll~c sec~lrity proble~ris ill E l ec t~o~ .~ i c  Cash 'li-ci~z.sjer System, basically, four 111ccl1- 
P 

;1nis111s itre usetl, sucli 21s privacy, a~.~tlle~~I;ication, il~tegrily R I I ~  scalability. 111 rn;illy citses, 

i t ,  11;)s 1 7 ~ ~ 1 1  ~ I I s c ~ \ ~ c c I  t11nt- 1110re t11i/t1 OIIC I<illd of ~ I I C S C  ~ ~ r o l ~ l c r n s  arc ~r~i t ignlcd I)y 11si11g 
:I si11gle n~ecl~a.~lisrn [13nlcI1197]. PI.~I)(I,c~J illcludcs the desire to  kcep rloc111ne11ts ailcl colll- 

I I I I I I I ~ ( : ; I , ( . ~ O I I  SC(:I.CLS, ;IS \vcII ;IS LO 1 1 i t I ~  1 ; l ~  \l(:ry CS~SI ,C : I ICC of C C ~ I ; ; L I I I  I < ~ I I C I S  of i t ~ f ~ r l ~ ~ i ~ l , i o ~ ~  
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and to protect the identities of the parties communicating. Autl~ent icat io~t  a ~ i d  iiztey.ity 

rekr to the need to confirm the identity of user, the authenticity of messages, ant1 the 

integrity of messages or connections. Scalability ~nechanisms like distribution centers 

and digital certificates, are other crucial aspects to the success of electronic commerce 

systems. For, t l~ey help in creating systems that involve millions.of users, transactiolis 

and documents. Anlong tliese various possible threats, authentication problems are seri- 

ous, and so, special care is essential for designing tile authentication sclleme particularly 

from the messa,ge autllentication point of view. 

Tlie   no st basic forrn of alll;lientication is valic1atin.g the identity of system users. Olie 

rileclla.iiism that  oll'ers substantially better user autllentication is a credit-card-sized iiu- 
tllen1;ikation device- a tolien or snznrtcarcl- that can store a secret key and perform a 

cryl)l,og~';~.l~I~ic cliallc~~gc rcsponsc. To access tlic systc~ll, tlic uscr 111ust Ii;ive tlic a ~ ~ t ; l i c ~ ~ -  

tication token as well as a password. Once the'users have been authenticated, the next 

.problem is a~.~thenticatilig the indiviclual messages. An electronic fund transfer system 

11a.s to kiiow tliat its instructiol~s colrie fro111 t l ~ c  espcctcd source ancl liavc not bccli 

nlotliGed by a.n attacker. Tlle core mecl~anism for achievilig this Itind of autlientical;io~i 

is called a one-wc1.y rligest. Cryptograpliic cligests are one-way in t l ~ c  sellse that it is easy 

t,o coi i l l~l~tc tlleln, bnt co~r~p~.~tal;io~lally infeasible to fi~icl a I-nessagc tlint h i ~ s  ;I given tli- 

gest, that is computing the function is ea,sier than colnputing its inverse. In this regard, 

the ~roposecl CHA fulfills all these criteria. Tempering of ariy lrlessage will be easily 

c1el;ect;cd \vit;li very liigll confidcncc i l l  tlie proposccl schc~nc. Any attacl<cr cii~inol; ~~lodif:y 

a r~lc-:ssage ~vitllor.it cl~al~gilig tlie digest. Due to Iligll exl,olie~~tisl order of co~l~plcxit;y, it 

is 11:r.rclly ~)ossiblc lor 1;lie i ~ i t r ~ ~ d c r  l;o c u ~ ~ ~ l ) u t e  t l ~ c  Iucssagc, i f  tlic corrcsl)or~c.li~~g cligcst 

is giveli. Also, by combini~lg one-\\rtxj~-digests and public-keys, one can acliievc be1,ter 

rcs~~ll,s in  ar~I;llc~ll;ica,l;io~~ n ~ ~ c l  i~ltegl.ity. By 11sing pl~blic I<c);s wit11 tlic olle-\\7n,Ji cligcsl., :t 

cligita.1 sigrlaturc is c~.enLecl, ~vl~icli  is titta,clled to tlie clect,ro~iic 1l1essal;cs or otlicr Ijrlsi- 
r 7 iiess d o c ~ l ~ n e ~ l t s .  I h e  se~lclers can sigu a lriessxge by c o ~ i ~ l > ~ i t i ~ ~ g  tllc digcst i~iid tlic~i 

~ ~ ~ c i . j r j ) t i ~ ~ g  it \vit;li tlleir privxl;e lceys. The reccivcr vcrifics t l ~ i ~ t  t l ~ c  1iless:Lgc cil.111c fro111 

I,l~c specifiecl rcceivcr 1131 clecrypting I;hc cligcst u s i ~ ~ g  tllc sc~~rlcrs '  p~iblic kcy alitl collll)iir- 

ing t;ll;\t value with t;he digest he con~putcd for tile Inessage. 111 Fig1r7.e 3.2, this process 

is i l l~~slratcd.  I f  all inl;r~~cler ~iiotlifies t,l~c Illcssage, tlie digest will 1101, 111iitcli. If i l l 1  

;il.t;~cl~cr 1,ries to ~~ioclify t11c Irlessnge a11d its e~~cryl>l;cc.l cligcst, t l ~ a t  .too will fa i l ,  b i i ~ i i ~ ~ s e  
t,llc) :.~(;(;!~cIccr <Ions ~ i o t  ~ < I I O W  YCIICIBL.S' P I . L V ; L ~ ~  I C C Y H .  J I L  L ~ I c ?  followi~~g bloclt clic~grnrr~ (see 

Fiigu,7.e 3.2), f;l~c role of CHA llas been sliown i r i  L11c electro~iic ecoliolny. 
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R E C C I V C R  S V E R I F I C A T I O N  

Figure 3.2: Scndcr's signing and rcceiver's verification proccss 

Document 

Conclusions 

In this chapter, a new scheme for message authentication purposes has been introduced. 

The scheme is based upon thc properties of r-bit group and 2r-bit non-group, non-linear 

CAs, which have been utilised to generate unique I*-bit liasli vslucs. I t  has been estab- 

lished that a particular class of non-group CA (referred to as MACA) can serve as an 

cllicicnt hashing function gcncrator. The  scliemcs also utilise Bit-wise permutation as 

well as PCA based block enciphering mechanisms- which make the schemes more sig- 
nificant from security point of view. The scheme offers an exponential order of cracking 
co~npl<sity a~icl tlius, protccts it from all possiblc types of attacks. The complexity of tlie 
schcmc can be further improved with an increase in block size.Another major advantage 
or this scllcine is the use of simple, regular, modular and cascadable structure of CA as 

tlic basic buildi~ig block that ideally suits for VLSI implementation. . 

Disc.11 ( M D .  M D ' )  

CD Dngc.1. M D '  

C I i A  Algo 

In thc next chapter Chapter 4 ,  an application of 7%-neiglibourhood CA in the context 
of ari eucipllering sche~ne design 11as been discussed. 

- 

M c g s l e  D~gc.1 

Compnrc the  
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Chapter 4 

Design of ENCA based Cipher 

System 

4.1 Introduction 

In the previous chapter, it has been established that CA can be used as a useful tool for ef- 

. ficicrit one-way liash f~~ilnctjori design. Tliis chapter explores the possibility of applicatioli 

of the extendcd neighbourliood CA (ENCA) in the area of cryptographic system design. 

Cryptograpliy has become an csscntial require~ncnt for ensuring communication privacy 

or corlccalmcnt of data  in a da ta  banlt. The process by which an unprotected message, 

i.c. the plaintext is transformed into ciphertext (or cryptogram) of an unintelligible form 

is callcd cilciyption or encipllermcnt. Encryption may be achieved by constructi~lg two 

difierent typcs of ciphers : stream and block cipher. In a stream czpher, the message is 

broke11 into s~~ccessivc bits or characters and tlien tlic string of characters is encrypted 

using a ltey strcanl. On tlic othcr liand, a bloclt ciplicr is orie in whicli a message is broltcll 

into successive blocl<s and then el~cryptcd using single or multiple keys. Two most com- 

monly clcsirccl characteristics of such cryptosyste~ns are : (7,) good measure of strength, 

and (zz)  case of implementation. However, a class of block-ciphers arising in computer 

privacy liave been studied in [Denni82, Reupl90, Welsh88, Sebry89, Schnr96, Menez971; 

it rcveals that most of thcrn have t~vo colnlnon clra\r~baclts: use of a large key, or ncccl 

of a ~ n l l c l ~  lalgcr ciplicrtcst t11i111 tlic plaintext [Scl1nr96]. It  also appears that  the t i ~ n c  

and lcsoulce colnplexitics of the existing sclicnies ale significantly large, which makc thc 
hardwarc ilnplcmcntation more complicated. This chapter illtroduces the design of two 

sil~il,lc CA-l)nscd ci1)licr systclris Lasctl r1po11 the group properties of ENCA. Tlic next 
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subsection presents a brief survey on the existing block ciphering schemes. 

4.1.1 Reviewing the existing schemes 

In the early days, a transposition cipher was used to rearrange characters according to 

soine specified scheme [Melln73]. A simple substitution cipher replaced each character 

of an orderecl plailitcxt alphabet [Sinko66]. In those days messages were also encoded 

in musical symbols [Sam79]. A common method was a simple substitution of individual 
riotcs for letters. A l~omophonic substitution cipher maps each character of the plairi- 

text alphabet into a set of ciphertext e le~~lents  called homophones. Hammer [Palch97] 
has shown that  it is possible to construct a high order homophonic cipher such that 

ally intercepted cipliertext will decipller into more than one meaningful message under 

tlillkicrlt keys. 'l'ile devclop~ncnt of Poly alphabetic ciplicrs began with Leon Battista 

Alberti, the fat l~er  of western cryptography [I<ahn67]. Most polyalphabetic ciphers are 

pcriodic substitution ciphers based on a period. A popular form of the periodic sub- 

stitution cipher based on shifted alphabets is the Vigenere Cipher (Kahn671. All 

tlle preceding s~lbstitution ciphers encipher a sirlgle letter of plaintcxt a t  a t i~nc.  By 
encipheling larger bloclts of letters, polygram substitution cipher makes cryptanalysis 

hardcr by dcstroying the significance of single-l$tter frequencies. The Playfair cipher 

is a cliagrarn substitution cipher named after the English scientist Lyon Playfair; the 

cipher was actually invcnted in 1854 by Playfair's friend, Charles Wheatstone, and was 
rlsccl by the British during World TVal I [I(ahn67]. 

A product cipher is the corllposition of a set of functions (ciphers), where each 

function 1niljI bc a s~tbst i t~~t t ion or a transposition. Shannon [Shann49] proposecl com- 

posing different ltilids of functions to creatc "mixing transformation", which randomly 

distribute the meaningful messages uniformly over the set of all possible ciphertext mes- 
sages Tlic LUCIFER cipl~er, designed a t  IBM by Feistel [Feist73], uses a transfor~nation 
tllilt a l tc~natcly applies s~tbstitutiorls ancl transposition. 111 1977 tlic Nat,ional B u ~ e a u  of 
Standards (USA) annoul~ccd a dat;a encryption ~ t i ~ c l a l c l  (DES) to be user1 in u~iclassi- 
ficcl U S Govt applications [DES67]. The enciyption algolitl~m was clcvelo~~ed a t  IBA4 
;111tl nr;ls t,lic out,gl ow t,li of LUCIFEIt [P;~lc1197] 

In 1978, Pohliug and Hclln~arl [Polilni8] publislied an encryption.sc11erne based 011 

comj,uting cspo~~cnt ia l s  over a f in~tc  field At about tlic salnc time, Rivest, Shatnir 
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and Adleman [Rivst76] published a similar scheme, but with a slight modification 
Lhat gsvc Lllc M l T  group a ~netliod for rcalizir~g public-key cncryptioli us put forth 

by Difie and Hellman [DifIiTGa]. In 1979, Shamir [Shamr79] studied the feasibility 

of constructing a Knapsack system for both secrecy and authentication. Merkle and 
I-Iellman [Merk179] proposed a scheme whose security depends on the difficulty of solving 

the 0-1 Knapsack problem. They show how to convert'a simple Knapsack into a trapdoor 

Knapsack that is hard to  solve without additional information. Following them, several 

new encipheril~g schcmes have been proposed in [Denni82, Reup186, Welsh88, Sebry89, 

Schnr96, Menez97, Palch97J. The present block cipher systems are also particular cases 
of tllcse schemes. Tlie proposed schemes can be found to be attractive and significant 

in view of the following facts : 

1: Tlie security of tlie sclienies is mainly based on the CA (i.e. the binary matrices) 

used. As the CAs are not easily characterizable and as the size of the matrix 
spaccs treme~idously increases with the increase in size of the CAs, the measure of 

strength against intrusion can be found to be a t  least comparable to, if not better 

than the existing schemes. 

2 : Encipheri~lellt and decipherment proceed with the similar protocols. 

3 : Due to the simplified logic structure, the scheme can be implemented with minimum 

harcl~vare. 

The ncst Section presents the design of the proposed ENCA based cipher system. 

4.2 Design of the Cipher Syste~n 

Tlie proposed enciphering scherne is designed by utilizing the periodicity propertics 

exhibited by the group ENCAs. The Tlieorems 2.13, 2.14 0 2.15 and Lemma 2.9 
11~~sically provide the nia(;hernatical foundation of tlie scheme. 

A guo~ip ENCA T of size s ancl a complcllielit vector S,, of same size are selectecl, 

\\lliicli gclleratcs say, p n~l~l iber  of cycles, i.c. Dl, BZ, . . . , Bp. 111 tlie state transition clia- 
gram of the cycle-str~icture, every state 1vit11 a repeated multiplication of T and exc lus i~ :~  

OR,ing with S,, ultiiliatcly cnds ul) in one of p different cyclcs. These cycle-strucbii: 



CHAPTER 4. ENCA BASED CIPHER SYSTEM 

induced by T and Sc can be utilized for encryption of any binary file having not more 

than 11 distinct r-bit blocks. During encryption, for each distinct r-bit block, a unique 
cycle is identified and is mapped to any element taken a t  random (with equal chance, for 

example) from this cycle. The decryption process also uses the same CAs. By a repeated 
application of T and S, on tlie ciphertext blocks, one will get the smallest element in 

the cycle, ~vliich is uniquely associated with a plaintext block and hence decrypted. 

A l g o r i t l ~ m  E n c r y p t  I; 

Input to the algorithm is a plaintext message stream blb2 bnj where each b, refers 
to a T-bit block in the plaintext language. Let there be p distinct blocks in the language, 
where, p 5 2r . 

Delilie an operator matrix T of size s x s (s > r )  and a coinplement vector S, of 

size s; by a repeated application of the operators (i.e. T and Sc) will generate a t  least 
p cyclcs of cclual or various lcngth. 

Input : Plaintext message stream blb2. * b,,, where there are 'p' distinct possible his. 
011 tpiit : Cil~hertest  stream clc2 . . c,, where each ci is an s-bit vector. 

S t e p  1 : i = 1; 

S t e p  2 : Read r-bit message block 6,; 

Select the corresponding cycle uniquely associated with bi; 
Clioose an elerncnt '172' at'ranclom frorn the set of elements of the 

corresponding cycle and substitute ci. 

ci t 112 ; 

S t e p 3 :  i t i + l ;  

if  i 5 n goto Step 1 ; 

S t e p  4 : Stop execution. 

Algor i th ln  D e c r y p t  I 

\Vc will have a table of lc~iglh ' p ' ,  \\illere crilries 01 t11c table are the lcast clc~ric~it 
(n;) of cycle arlcl the corresponding h i .  

111put : The ciphertext clc2 . . . c,,. 
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Output : The dccipherccl text nla2 . . a, 

Step 1 : z = 1; 

Apply T and S, on c, repeatedly until it will form a loop; 

Sclcct the least elernent x among those-generated by the above process. 

Step 2 : Assign the corresponding entry from the table to  a, ; 

Step 3 : > zt i + 1; 

if z 5 n goto Step 1; 

Step 4 : Stop execution. 

The  Encrypt I and Dccrypt I procedures are illustrated in the Example 4.1. 

(1 
Example 4.1 Consider the CA T and the Co~llplement Vector Sc as below 

The CA and the colnplcmcnt vector arc of size s = 7 and has 15 cycles as listed below: 

Since T is non-singular, it will generate fully periodic cycle structure, where cycles are 
~cprcsc~~tcc l  by thc numbc~s  1 ,2 ,3 ,6 ,8 ,9 ,  - . . ctc. whicli arc thc smallest in tllc co~rc- '  

sponding cyclcs. 
4 

D L  = { 1, 10G, 120, G5, 121, 23, 108, G3, G7, 1, ... } ;  
R2 = { 2 ,  68, 16, 125, 40, 19, 83, 64, 47, 2, ... ); 
B3 = { 3, 18, 5, 85, 7, 45, 122, 57, 4, 3, ... }; 
B4 = { 6, 123, 111, 17, 43, 61, 59, 124, 126, 6, ... }; 
B5 = { 8, 89, 93, 98, 29, 113, 114, 92, 52, 8, ... } ;  
B6 = { 9, 15, 72, 74, 50, 79, 91, 37, 31, 9, . . ); 
R7 = { 10 ,  33, 32, 118, 99, 75, 100, 90, 115, 10, ... ); 
B8 = { 11, 119, 53, 94, 76, 117, 77, 35, 88, 11, .... ); 
B9 = { 12, 102, 34, 14, 30, 95, 2G, 96, 101, 12, ...); 
B,, = { 1 3 , 4 8 ,  55, 38, ~ r h ,  97, 61, 25, 78, 13; ... }; 
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The cycle B1,  for instance stands for the cycle 1 + 106 -+ ,120 -+ - . . i.e. 

T .1@ S, = 106, T el06 @ S, = 120, . . . where 1,106,120,65, . . . are integers representing 

thc vi~lucs (000001), (1101010) - . . etc. Let us consider that  the plaintext language con- 

sists of 12 u~iique r-bit blocks (e.g. S1, 62, . . . JL2).  Now, as the cycles from Bl4 onwards 

11avc ollly cyclcs of Icngtli 1 and as according to the proposed scheme, this plaintext 

will require only 12 cycles, so, B13, B14 and B15 are not used here. The mapping of 

the bloclts to tlleir corresponding cycles is as given in the Table 4.1. Let an example 

Table 4.1: Mapping r-bit block to corresponding cycle 

sccl~tcnce of plaintext blocks be : 6364S,16265. .. 
Tllc cyclc ~cprcscl~tativcs alc :B2(2)B9(12) B9(12)B4(G)BI(1) . . a .  

For instance, d3 is associated with cycle Bg ~vhicli is I C I I I C S ~ I ~ ~ C ~  by tlle 6-bit patter11 for 
the number 2 I-Icl~ce, encryption for 5? is Tq.(2) @ Sc, where q is random ovcr 0 .  . .8.  

Thus, if q = 1, b3 -+ 40. Sirnilally, for thc scconcl ancl thi~cl ct~aractcrs, 6.4 -+ T9".(12)@Sc 

and h,, -+ Tfl (12) @ Sc ~cs~)cclivcly; if q l  = 4 xricl q2 = 2, t11c sarnc plairllcxt l~locl< 
S4 ~ v ~ l l  bc ~liappcd to 30 aud 34 rcslxctivcly. Tlius, tllc c~icrypt,cd mcssagc rrlay bc - 
40,30,34,111,23, . - .ctc. 
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For clccryption, onc starts with 40, which is not a representatzve i.e. smallest in any 

cycle ils see11 from l 'uble 4 I .  I-Tcncc, it is rcpcalcdly ~riultiplicd by T and cxclusivc- 

OlZccl wit11 S, giving the sequence - 40, 19, 83, 64, 47, 2, 68, 16, 125 and back t o  40, the 

slnallcst element being 2, which is the representative of cycle B2 and hcnce, for lncssczgc 

block d3 of plaintext The nest encrypted block value is 30 which is again not ill the 

list of icprcscntatives and hence, is also operated repeatedly by T and S, giving the 

scqucnce 30, 95, 26, 96, 101, 12, 102, 34, 14 and back to 30. The smallest number in 
this sequence being 12, (representing B9) it stands for bq of the plaintcxt. The  third 

c~icryptecl block is leading to the cycle 34,14,30, . - ,12,102 and back to 34 and hence 
lcadirlg to again plaintext bloclc d4 and so on. Thus, for instance, the same plaintext 

block 6q is rilapped sometimes to 30 and sometimes to 34, but is still recoverable as cycle 

B9, and hencc, block d4, by using the same keys i.e. T and S,. 

M'ith this scheme, one disadvantage is that- plesently, the sets of cycle elcments 
arc totally dzsjloznt or nzzitually excluszve and as a result, among tlie plaintext and the 
c iphe~tes t  blocl<s - only a one-to-many mapping becomes possible. But, to achieve 

pc~icc t  security in a cryptosystern, a necessary condition is that there must exist many- 

to-many relationships among the plaintext and ciphertext messages [Shann49]. In two 

this limitation could be overcorlie : 

a by use of a binary matrix transformation and 

s by use of a bit-permutation table. 

In the next, both these mechanisms have been described as additional processing steps 
to tllc aforesaid scheme, which lead to two different block cnciphering sche~nes. Due to 
tllcsc addiliorial steps, in cacll of thc schemes, the cyclc elcrne~its are ovcrlappccl in a 
random manncr, and as a result, it becomes possible for the same block to map into tlie 
d~frcrcnt blocl<s a t  thc same linlc arid l ~ c ~ ~ c e ,  the same inpilt bloclc can map to ciiffcrcnt 

cyclcs also. 

[A] B i n a r y  M a t r i x  T rans fo rma t ion  Scheme  : 

A pcrmutatio~l .rr of cz fillile sct I/ can be clcfincd to be an injection, .rr : V + V, 
~vlicrc, V = {ul, UZ, . . . , ud). T l ~ e  set of all possiblc permutations on V basically form a 

non-con~mutal,ivc group G,l of ordcr ( d l )  undcr t11c operation of permutation multiplica- 
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tion. One distinct feature of permutation is its cyclic structure, i.e. for any permutation 
./r in V ,  oric call liavc r ( z j )  = z~.,..,, wlicrc, j = 1 , 2 ,  . . . (1 - 1) for a cyclc (zl ,  z2,  . . zI) of 

length 1. I t  has been established that  every permutation can be uniquely expressed as a 

product of disjoint cycles. By a transposition, it is meant a cycle of length two. An even 

permutation is one that is expressible as a product of an even number of transpositions; 

otl~erwise a permutation is called an odd permutation. It  is a well known result that  all 

'even pernlutation on V form a normal subgroup Gd, which is the alternating group, say 

Ad of dcgree cl arid order ( d ! ) / 2 .  

Now, considering a CA, say TI, which through a repeated application upon the el- 

ements of a finite set, say, F over GF(2), ultimately ends in one of 'p' different cycles. 

Now, every permutation can be uniquely expressed as a product of these 'p' disjoint 
cycles. Let us now consider an 'TI-dimensional vector space V,, which consists of all the 

message blocks, eadi of '?.'-bits long. According to this modified scheme (which operates 

in two .steps), each 'r'-bits message block 'hi' is subjected to a permutation operation 
ill  tllc Gist stcp, to gc~icrat~c tlic ilitcrlncdiatc block ' & I ,  wliich is finally substitutcd 

using tlle ENCA based block ciphcr (i.e. Encrypt I) to ultimately generate the final 

cipher-block ci. Now, let Y be an  enciphering function and bi E V, be a r-bit message 

block to be encrypted. I-Iere, Y E V2r, the space of enciphering function with cardinality 

(2 ' ! ) .  Tllus, according to this sclleme, the encrypted message block will be : Fi c T(bi). 
Basically, eacli of these functions i.e. Y consists of '9' fundamental transformations 

[Nalldi94a] and by using permutation among 'g"transfor~nations, one can have ( g ! )  per- 

mutation fuuctions. For the salce of clarity, let us take an example, say Y = klk2k3k4, 
wl1cl.c - 

Y .  k - .lrY. I? kl = T ~ ,  2 - 2 ,  u3 = ./r3Y;k4 =T:  

I I C ~ C ,  TI., r.2, ./r3 a1id ./rd are perniutation re~~resentation of four disjoint cyclcs of say, lc~lgth 
1, illdl~ccd by a group ENCA and 'y' rcpreselits the 'cycle-lellgth'. Now, accordilig to tlic 

schelne, the intermediate cipher-bloclc is obtained by applying Y on each of tlie plaintext 
I~locl<s, i.c. . 

= T (6,) = (kl k2 k3 k4) (6,) 

Similarly, durillg deciphering, the inversc pernlutatioll will be applicd : 
b; = Y-' (Ji) = (klkzk3k4)-'(O;) = k4-'k3-lk2-'kl -' (Gi) = (k4kJkzkr) (6,) 

Tllus, in tllc dccipllctiilg proccss, t l ~ c  r\lt~tlanlcntal transfor~~lstions arc applied just in 

the ;.everse orcler on tlle intermediate block '6%'. Here, y < r arld rri = I, i = 1 , 2 , 3 , 4  
a i d  ki arc irivolutions. The  above logic is illustrated ill l;lzu~nple 4.2: 
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E x a m p l e  4.2 For clear understanding of the permutation operation, consider the fol- 

lowing two permutation functions, 7rl and 7r2 representing two disjoint cyclic structures, 

gcrlcrated by a CA, say T of size '4' : 

Now, 7r13(G) = 15 ; 7rI6(14) = 0; Similarly, r2"3) = 11 ; 7r2'(9) = 12;  

Now, consider that  an example sequence of plaintext blocks be : 69666261269 . . .. 
During enciphering, for instance, 69 is associated with table PI (here, each table Pj 
correspo~ids to  a pcr~nutation, say n3 in implementation) and aftcr bit-substitution it 

I~ecomes PI(&) + 63. Sirnilarly, for the sccond and the third bloclts i.e. d6 and d2, 
\ 

let it be P2(dr,) -+ (14 arid P3(d2) -+ 64 respectively. Again, for the fifth block i.e. d9, 
Ict t l ~ e  correspo~idirig table be Pj, where j = 0 .  .q .  After substitution, let it bccolncs 

Pj(d9) -+ b5. Thus, the substituted sequence of blocks will be : b3b4b4b2b5 - .  # .  

Similarly, for the inverse substitution, each substituted block is picked up and sub- 

jccted for invcrsc substitution. For instance, b3 is taken and substituted with tablc K, 
which will result - R ( J 3 )  4 69. Similarly, for the second and the third blocks i.e. b4 
arid 64, it will be z ( 6 4 )  -+ b6 arid E(64) + d2 respectively. Similarly, for the remaining 

other bloclts also, the corresponding inverse tables will bc, applied and finaliy, one can 

easily obtain the original plaintext block sequences. 0 

[B] B i t - P e r m u t a t i o n  Scheme : 

This sclre~ne uses a set of bit-wise permutation tablcs : Pl, P2 , .  . . P,, (analogous to 

that found in DES [DESG7], where 'q' is the cardinality of the set. During encryption, 
each '7.'-bit plilintcxt block bi is associxtcd with a Pcr~riiitation table say, Pi and opcratccl 

by it to  obtain the substituted r-bit block G, which is finally used xj an input to  the 

previous encryption slgorith~n i.e. E n c r y p t  I). Similarly, for deciphering also, it uses 
-- - 

a sct of corresponding Ir~ver.se Pernzulntion tables: PI ,  lJ2, . . . P,. Tlic first stcp in tlic 

deciphering is analogous to tlie previous decryption algorithm (i.e. D e c r y p t  I); it iden- 

tifies the smallest element in the cycle associated ~vitli the ciphertext block c, and tlicri 
tl~rougll a silllple table lookup, iclentifies the corresponding iriterrnediate cipher-block, 
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i.e. 6. In the secoizd step, the corresponding inverse permutation table is applied on & 
to obtain thc origilial plairltcxt block hi. 

To illustrate the above procedure, the Exanzple 4.3 is cited. 

Example 4.3 Let 11s takc sonic simplc Bzt-Permutat~~on and its corresponding Inverse 
permuta.tion tables, such as : 

Now, consider tha t  an example sequence of plaintext blocks be : 69666261269 - . .. 
Duriilg enciphering, for instance, 69 is associated with table PI and let after bit- 

substitution it bccorrics PI(&) + 63. Similarly, for tlle second and the tliird blocks 
i.e. 66 and 62, let it be P2(d6) + 64 and P3(d2) -+ 64 respectively. Again, for the fifth 
block i.e. 69, let the corresponding table be Pj,  where j = 0.  . . K;. After substitution, 
let it ~1)ecoines P,(S9) -+ b5. Tlius, the intermediate sequence of input blocks may be : 

5351640235 . . '. 

Similarly, for the reverse permutation, each permuted block is picked up and subjected 

for inverse permutation. For instance, b3 is taken and substituted with table E, which 

~vill result - F(J3) -+ b9. Similarly, for the second and the third bloclcs i.e, two consecu- 

tive S4s, it \\rill be 1>2(b4) -+ S6 and E ( S 4 )  -+ b2 respectively. Sinlilarly, for the remai~iing 

otlier blocks also, the correspondi~ig inverse tables will be applied and finally, one can 
cnsily obt,si~l tllc original p1:lintest 11loclc scclucnces. 

From snch bit-substitution, one can easily observe that the different blocks are sometilncs 
~nappecl irlto tlic salnc 11loclc alid also tlie same block is ~llapped illto diffcre~it blocks. 
So, basically it establishes a many-to-many ~~ iapp ing .  By increasing the size of the 

pcrlrl~itation table, one call have Inore varieties in mapping among the blocks. 

T l ~ c  algoritl~ms Eracrypt II i~ncl D e c ~ y p t  II Preseritccl bclow arc cr~liariccd vcrsiorls of 
the previous algorithlns i.e. E n c r y p t  I and D e c r y p t  I. For cncryptio~i, E i a c ~ y p t  II uses 

a set of pennutation tables : PI,  . P,, OK' is the cardinality of the set) induced 

by any of tlie sclienle reported so far (i.e. either bi~~ary-matr ix transformation or, bit- 
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~~ermuta t ion) ,  where each table is urliquely associated with any of the distinct IT'-bit 
plaintext bloclc bi. Sirnilarly, Decrppt 11 also uses 3, set of corresponding illverse tables, 
-- - 

i.e. PI, P2, . . . P, (due to tlie corresponding scheme), wliere each of them is unicluely 

associated with any of the iriter~nediate cipher-block. Enc~yp t  11 operates on each of 
the ~ l a . i r ~ t e s t  blocJc bi a~icl substitutes it with tlie permutation table, say Pj (where 

j = 1 ,2 ,  . - . I<,) to obtain intermediate cipher-block, &. The next step of encryption is 

s~lalogous to  Encrypt I. Sirnilarly, the first step of Decrypt II is analogous to the previous 

decryp tion algorithm (i.e. Decrypt I); it identifies the smallest element in the cycle asso- 

ciated with the ciphertext block y and then through a simple table lookup, it identifies 

the corresponding &. In the second step, the corresponding inverse permutation table is 

applied on & to obtain the original plaintext block bi. 

Input to the algorithm is a stream of plaintext message blocks b l b z . .  b,, where, each bi 
col~sists of 'r'-bits. Let there are be 'p' distinct blocks in the language, where p 5 2'. 

Define a set of Permutation tables of cardinality K. : PI ,  P 2 , .  . . P,, induced by either 

bit-l)errnz~tntion or mutrzn; transformation scheme, where each tal>le is of size r-bits. 

Durirrgenciphering, each bi will be associated with a Pj (where, j 5 K )  and substituted 

as r-bit G. 

Define a malr ix  Tuf Sire s x s and a complement vector S, of same size which will 

generate a t  least p nuniber of cycles, each of ~vl~ich  will correspond to ' p  distinct T-bit 

intermediate cipher-block K's. 

illput : Plailitest lTiessczgc blocks b1b2 . . - b,,, wllcre each bi is of r-bits. 
O~if,put : Ci1)llcrtcxt s t ren~n clcz . . . c,,, where cacli ci consists of s-bits. 

S t e p  1 : i = 1; 

S t e p 2 :  j = 1 ;  

S t e p  3 : 1-2ead a r-bit block, bi; 

Sul~stitute bi 1.1si11g tllc cosscspontling I'j to obtnir~ &, i.e. 
- 
bi t P' (bi); 

Step 4 : 'Call E r ~ c ~ y p t  Iwitli  ils input; 
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sclcct an element 'm' randomly from the corresponding cycle of & 
a11d suI~stituLc it ,  i . ~ .  C, t nl ; 

S t e p s :  ~ t g + l ; z t z + l ;  

if i < n arid j 5 K then goto step 3; 

if i <_ n and j > tc then goto step 2; 

Step 6 : Stop execution. 

A1goritlim Decrypt I1 

Wc will have a tablc of lcngth p ,  whcre entries of the table arc the least element (x) of 

cycles and correspollding &. 

-- - 
Define a set of corresponding Inverse Permutation tables : P I ,  P 2 .  . - P,; . 

Illput : T l ~ c  cil~hcrtcxt clc2. . . c,, wherc each c, is of s-bits. 

Output : Thc decip2iercd text blb2 - . .6,, where each 6, is of r-bits. 

Step' 1 : x = 1; 
Step 2 : = 1; 

Step 3 : Call Decrypt I ~v i th  c, as the input; 

find the lcast element 'a;' of the corresponding cyclc associated with c, 

arid assign to I,; 
Step 4 : Apply the colresponding Inverse table c on - 

bz +- ; 
Step 5 :  z i - z f l ; ~  t j f 1 ;  

if z 5 n and J 5 K goto Step 3; 
i f  z 5 17, and J > K goto step 2; 

Step 8 : Stop csecution. 

For bcttcr undelstancling of the c~~hancecl version of the ploposcd sclicmc, Example 4.4 
is cited. 

Exalnple 4.4 Let the number of dis l~nct  plailltcsl bloclw 'p' bc 12 nrlcl the blocks bc 
d l ,  d2,.  - .dL2; alld 1ct tach block collsist O L  4 hits. NOW, 1ct 11s dcfirlc a sct or bit- 

pc~mutat ion tablcs P I ,  P2, . . . PIC illcluccd by cithcr tlic bznary-rnatrzx tran.s/ormatzon or 
the bzt-permzitntzo~z s c l ~ e ~ l ~ e ,  ~vllcre, thc cardinality of thc sct, K, 5 p and each P, is of 
size 4. During encipl~cling, cach block of mcssagc (say 6,) is subjectcd to a permutatiorl 
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table (chosen according to a sequence maintained) and the corresponding is gen- 

erated. Tlie next step of cllcryption with 3; is sinlilar wit11 that found in Exainple 4.1. 

As found in the prcvious example, select two ley operators i.e. say Tl and SC1 such that 

it generates a t  least p = 12 cyclcs. Each of the 12 6,s is associated with any of thc 12 

cycles as shown in Table 4 1. 

Now, consider that  an example sequence of plaintext blocks be : 69666261269 . .. 
Duliilg enciphering, for instance, J9 is associated with table PI and suppose after bit- 

substitution it becomcs PI(&) -+ &. Similarly, for the second and the third blocks 
i e. d6 and 62, let it be P2(d6) -+ 64 and P3(b2) + 64 repectively. Again, for the fifth 

block i.e. d9, let the corresponding table be P,, where J = 0 . .  K .  After substitution, 

lct it becomcs P,(do) + 65. Thus, the intermediate sequence of input blocks bccorne : 

63646462b5 . . '. 

With this scqucnce of input blocl<s, tlle ncxt phase of enciphering will be si~nilar as 
Iound ill Exanzple 4 1. 

During dccryption, tlie fiist step is si~nilar with the deciphering operation that found 

in Exanzple 4.1. I t  uriambig~lously iclciitifies the cycle B, for each cipher-block and 

hence also the corrcsponding b, through a simple table look-up. Thus, through certain 

repetition one can lecover the entire sequence of the intermediate blocks i.e. 

63b4646265 + - ' 
Nextly, one starts with the second step of clecryption. Each intermediate block is picked 

lip and subjected to inverse substitution. For instance, 63 is taken and substitutcd wit11 

table E, which will result - %(a3) + 69. Similarly, for the second and the third blocks 

i.e. 64 arid again d4, it will be 1 > 2 ( 6 4 )  -+ bG and P3(64) + 62 respcctivcly. Si~nilarly, for 

tlie remaining other blocks also, the corrcsponding inverse tables will be applied and 

finally, one can easily obtain the original plaintext block sequences, i.c. 696G62612bD. . . 

Imp lemen ta t io l l  of t h e  p roposed  scheme  : From the hardware znzplementatzon 
point of vicw, it can be founcl that as tlic sets are fni tc  o~ily and of 0 1 1 1 ~  ~ l ~ o d c i a t c  
sizc, oiic nccd not Ilme a table storcd in nicrnory for thc table look-up rcfcrrcd above. 

Only thc niatrix T of orclcr s x s and tlie complement vector S, of size s, which are 
thc keys, are to bc stored i l l  memory, each row of the matrix itsclf being storcd as 

a binary ~iuiilber. For instance, the matiix T used in the illustrative cxarnplc can 
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be stored as the sequence of six numbers {59,14,71,38,13,101,92) written in binary 
So1111. In fact, ~elcvant  matrix multiplication can obviously be carried out as suitably 
forlnulatcd operations 011 individual bits, a possible advantage in respect of hardware 
i~nplcmentatio~is. Software can be so constructcd that when the task of encryption or 

dccryption is a t  hand, o m  is only to feed the key numbers viz. the matrix rows as 

'numbers' and the software constructs the tables for mapping as well as cycle identifiers 
alorig with thcir cycle lengths. 

Frorn the software zmplemerztation point of view, i t  has been found that- it is not 

necessary to  use explicitly tlie CA n~ultiplication and exclusive ORing- carried out on 

cach ciphertext block. At the start  of encryption or decryption, one can generate the 

tab1,e or inverse tablc for rnapping encrypted blocks to  plaintext as a single subscript 

array and carry o\it dccryption by ti~blc lookup. 

4.3. Invulnerability of the Schemes 

Securlty of thc proposed schemcs against possible attacks are discussed below : 

(a) Czpheltezt only attack : According to tlie schemes, as anlong the plaintext and 

cipllcrtext blocl{s, a nzalzy-to-many mapping exists, the schenies may be considcrccl to 

bc guarded against clypt-analyst's ciphertext only attack. 

(b) I{lzown an,d Cllosen Plazntext attack: In casc of known plaintext attack, the intruder 

is asslilncd to possess a co~lsidcrablc length of plaintext and the corresponding cipllcrtext. 

M'llilc in case of clloscn plaintext attack, the intruder is able to acquire an arbitrary pairs 

of message and corresponding ciphertexts i.c. (kl, C) of liis own choosing. 

In case of both the scliemes, tlie encryption is basically performed in two major 

steps and cach step is indcpenderlt of the otlier. So, the intruders' complexity will be 
tllc ploduct of tlie inclividual cor~lplcxitics olfciccl by cacll stcp. One can co~nputc tllc 

I cracliing complcsi(,w in the follow~ng manner : r 

o in step I, for an r-bit message block, due to thc per~nutation opcration, tllc possi- 
blc oldcr of conil~lcsity is : O(2' !); 

e in stcp 11, tlic conllplesity offcred is due to thc key-space generated by the CA used; 
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if the size of the CA is 's', in general, the size of tlic key-space is 0 ( 2 ~ ~ ) .  Holvevcr, 
tllc sclic~ne uses ollly t l~ose CAs wllicl~ exhibit u i t z i ~ ~ a t e  pel-zodzczty propertics slid 

generate certain minimum nunlber of cycles. Thus, the actual size of the key- 

space should be less than the aforesaid size. From our exhaustive experimentation, 
bsscd or1 sample data  gcliclated by ratldom sal~iylilig it has becn obscrvcd that for 

( s  = 6), the ploportion of matrices with a t  lcast 8 cycles is around 20 % and for 

( s  = 8 )  tlie proportion appears to  be 21 percent; similarly, for ( s  = 7 ) ,  ( s  = 9 )  and 

( s  = lo) ,  it is reported in' Table 4.2. Thus the complexity may be higher than 

0 ( 2 " ~ / ~ ) ;  Lastly, due to the conlplcment operation using the complement vector 
S,, of size 's', the possible complexity is of order O ( 2 7 ;  

I-Ic~lcc, tllc total apl)roximated colnplexity due to step I & step I1 may be of the ordcr 
or : 

0 ( 2 ' ! )  x 0 ( 2 ~ ' / ~ )  x o ( 2 7  

Table 4.2: Finding 'nz' for different CAs of size Is' 

4.4 Conclusion 

No. of 
Sample Matrices 

M 
10 

100 
1000 

10000 

Two simple, but invulnerable block ciphering schemes have been presented in this chap- 
tci. The  sclicrncs alc based on tllc periodicity propcrtics of a, finite set of c lc~nc~lts  
o v c ~  tllc Iicld of G F ( 2 ) .  Tllc c~iciylicrrncnL and clccipl~crrncrit procedures of the schcrncs 
follow tllc similar protocols. Duc to tlle non-lincar operatioris and many-to-many map- 

pi~lg,  Lhe mcasurc of strcngth of the proposed schemes against intrusion can be found 
to be co l~~pa i~ ib l c ,  if iiot bcttcr, tliali l l ~ c  existing scl~cl~ics. Tlicrc are furthcr scopes to 

Size of the Operator 
T 

s = 6  
2 

20 
197 

2108 

s = 7  
2 

2 7 
214 

2179 

s = 1 0  
2 

2 5 
267 

2682 

s = 8  
2 

2 1 
219 

2203 

s = 9  
3 

31 
259 

2574 
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improve the complesity by increasing the size of the message block as well as the C.4s. 

The simplified logic structure makes the schemes more efficient from the implementation 

point of view. 

In the modern cryptography, authenticated key exchange scheme has an important 

role in providing security over a n  insecure channel. In such scheme, one-way hash func- 

tions and cipher systems are used as the basic building blocks for authentication as well 

as data  encryption purposes. A new password-only authenticated key-exchange scheme, 

has been developed based on the schemes designed and presented so far (i.e. in Chapter 

3 and in the present), which  ill be discussed in the nest Chapter. 



Chapter 5 

CA based Password Authenticated 

Key Exchange 

5.1 Introduction 

The theory of C.4 and its applications in the area of da t a  security and message authen- 

tication have been discussed in detail in the previous chapters (namely, Chapters 2, 3 
& 4). It  has been observed tha t  i t  is possible to  apply C.4s and the CA based schemes 

reported so far, in the area of authenticated key e s~hange~a~p l i ca t ions .  In this chapter, 

an attempt has been made to  explore such possibilities in pass\vord-only authenticated 

key exchange systems. Passxvord authenticated key exchange schemes (P-4KE) are very 

important for strong authentication over an insecure channel. Designing an efficient 

pass~ilord scheme over an insecure network has been a challenging problem, particularly 

in the light of dictionar? attack. There is an increasing volume of work focussed on the 

passnlord problem in the last few years and several novel solutions have been produced 

[Schnr96, Menez97, Jabln96, Belvn92, Diffi921: From crypt-analysis point of view, large 

pass~vords are always preferable, whereas for ordinary people, i t  is difficult t o  remember 

them. So, construction of a strong remote user authentication scheme using only a small 

password is always encouraging. For user authentication purpose, though smart-cards 

are more convenient, there is always added advantages with a password-only authentica- 

tion scheme, because firstly, i t  is less espensive and secondly, it is more resistant to theft. 

This chapter presents a new password-only authenticated key eschange scheme, designed 

by utilizing the features of group and non-group Cellular -4utomata (CA) [Palch97]. It, 
uses the results reported in the earlier chapters (namely Cllnpters 2, 3 & 4). Due to 
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the simple logic structure and the  high order of intruders' complexity, the proposed 

CA-based scheme could be found t o  be a potential alternative to the eiisting one. The 

scheme is shown to be guarded from various previously-known and new attacks. 

Such authenticated key exchange schemes can have several applications, which may 

be broadly classified into two: user-to-host and user-to-user authentications. This chap- 

ter highlights some of the potential applications of the proposed C.4 based scheme. Nest 

section discusses some of the esisting related works and some general ciassifications de- 

rived froin the literature survey. 

5.2 Existing Related Works 

The landmark 1976 paper of Whitefield Diffie and h~lartin Hellman [Diffi76b] is the 

pioneer work for both the seminal idea of public key cryptography and the fundamental 

technique of exponential key agreement. An early work of Diffie and Hellman [Diffi7Ga] 

presented the concept of public key agreement and the use of public-key techniques for 

identification and digital signature. In the fall of 1974, Ivlerkle independently conceived 

a particular method for key agreement [h/Ienez97], known as 'Merkle's puzzle system', 

which may be presented as follows. Alice constructs 'm' puzzles. each of ~vhich is a 

cryptogram and which Bob can solve in 'n '  steps (exhaustively tr!-ing 'n' keys until a 

recognizable plaintext is found). Alice sends all 'm' puzzles to Bob over an insecure chan- 

nel. Bob picks one of these, solves i t  -(cost : 'n' steps) and treats rhe plaintest therein 

as the agreed key, which he then uses to  encrypt and send to Alice a known message. 

The encrypted message, non7 a puzzle which Alice must solve, takes 'n' steps (by ex- 

haustively trying 'n' keys). For m ==: n ,  both Alice and Bob require O(n )  steps for key 

agreement while an opponent require O(n2) steps to  deduce the key. Reuppel [Reup1901 

esplores the use of function composition to  generalise Diffie-Hellman key agreement. 

Shmuely [I\lIenez97] and h/IcCurley [Mcrly88] considered composite   if fie-  ell man; i.e. 

Diffie-Hellman key agreement with a composite modulus. h/lcCurle!- presents a variation 

thereof, with an RS-4 like modulus 'm' of specific form and particular base 'T' of high 

order in 2;; which is probably as secure (under passive attack) as the more difficult of 

factoring 'm' and solving the discrete logarithm problem with modulo the factors of 'nz'. 
Regarding Diffie-Hellman key agreement, Van Oorschot and Wiener [Oorsc9lc] note 

that the use of "short" private exponents in conjunction with a random prime modulo 
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'p' (e.g. 256-bit exponent with 1024-bit 'p') makes computation of discrete logarithm 

easy. They also document the attacks, which is related to issues explored by Slm- 

mon [Simon951 concerning a party's ability to control the resulting Diffie-Hellman key, 

and more general issues of unfairness in protocols. \Valdvogel and htlassey [\Vldvg93] 

carefully examine the probability distribution and entropy of Diffie-Hellman keys under 

various assumptions. When private exponents are chosen independently and uniformly 

a t  random from { O , 1  . . + p  - 2) (as is customary in practice); in the best case (when p is 

a safe prime, p = 29 + 1, where q is prime) the most probable Diffie-Hellman key is only 

six-times more likely than the least probable, and the key entropy is less than 2-bits. 

While in the worst case governed by a particular factorization pattern of p - 1 the dis- 

tribution is still sufficiently good to  preclude significant cryptanalytic advantage, for 'p' 

of industrial size or larger. The  One-pass ElGamal key agreement protocol [Menez97] 

a variant of Diffie-Hellman, provides a one-pass protocol nith unilateral key authenti- 

cation, provided the public key of the recipient is known to the originator a priori. The 

MTI/AO protocol (as found in [Menez97]) is closely related to a scheme later presented 

by Goss. h4atsumoto et al. equate the computational complexity of Passive attacks 

(excluding the kno~vn key attack) on selected key agreement protocols to  tha t  of one 

or two Diffie-Hellman problems. Active attacks (source substitution) on MTI/AO are 

considered bj. Diffie, van Oorschot and Wiener [Diffi92] and Menezes, Qu and Van- 

stone [hJenez97]. Yacobi and Shmuely (Yacob901 note two time-variant versions of 

Diffie-Hellman key agreement which are insecure against known-key attacks. -4 simi- 

lar protocol xhich falls prey to known-key attack nas  discussed by Yacobi fYacob911, 

subsequently rediscovered by Alesandris et  al. [.4lesn93] and re-examined by Nyberg 

and Rueppel [Nybrg93]. Yaco-bi [Yacobgl] proves that the MTI/AO protocol with 

composite modulo is probably secure under known-key attacks by a passive adversary; 

Desmedt and Burnmester [Desmd93], however, note the security is only heuristic un- 

der known-key attack by an active adversa&. -4 formal logic security comparison of 

the protocols of Goss, Gunther, and STS is given by van Oorschot [Oorsc92]. Burn- 

mester [Burms94] identifies known-key triangular attacks, which may be mounted on 

the former two and related protocols, which provide onlj- implicit key authentication 

(including h4TI protocol). Variations of STS and an informal model for authentica- 

tion and authenticated key establishment are discussed by Diffie, Oorschot and Wiener 

[Diffi92]. Bellovin and hllerrit [Belvn92, Belvn931 propose another hybrid protocol (En- 

crypted Key Eschange - EKE) involving exponential key agreement with authentication 

based on a small shared password, designed specificalljr to protect against password- 
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guessing attacks by precluding easy verification of guessed passwords; Steiner, Tsudik 

and Vlraidner [Stein951 provide further analysis and estensions. A hybrid protocol with 

similar goals is given by Gong et al. [Gong93], including discussion of its relationships 

to EKE and expanding the earlier work of Lomas et al. [Lomas89]. Recently, Jablon 

[Jabln96] also proposed a simplified password exponential key eschange method, which 

is basically a variant of DH-EKE [Belvn92]. From the survey, it reveals tha t  a strong 

authenticated key exchange scheme using only a small pass\vord: is always desirable for 

any insecure network. For the sake of understanding, the follon~ing subsections provide 

general classifications and some basic concepts, relevant to the proposed scheme, from 

(Menez971. 

5.2.1 General Classifications 

Key establishment is a process or protocol whereby a shared secret becomes available 

t o  two or more parties, for subsequent cryptographic use. Basically, one can have two 

broad subclasses of key establishments, such as : key transport and key agreement as 

defined below. , 

Definition 5.1 -4 key transport protocol or mechanism is a key establishment technique 

where one party creates or otherwise obtains a secret ralue, and securely transfers i t  to 

the other(s). 

Definition 5.2 -4 key agreement protocol or mechanism is a key-establishment tech- 

nique in which shared secret is derived by two (or more) parties as a function of infor- 

mation contributed by or associated with, each of these, (jdeallj~) such that no  party can 

pre-determine the resulting value. 

%ey establishment protocols involving authentication typically require a setup phase 

whereby authentic and possibly secret initial keying material is distributed. Most pro- 

tocols have as an objective the creation of distinct keys on each protocol execution. In 

some cases the initial keying material predefines a fised key which will result every time 

the protocol is esecuted by a given pair or group of users. Usually systems involving 

such static keys are insecure under known key attacks. 

Definition 5.3 'Key pre-distri bu tion' schemes are k e j  establishment protocols whereby 

the resulting established kejrs are  completely determined a priori by initial keying mate- 
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rial. In contrast, dynamic key establishment schemes are those whereby the key estab- 

lished by a fixed pair of users varies on subsequent executions. 

Dynamic key establishment is also referred to as session key establishment. In this case, 

session keys are dynamic, and i t  is usually intended that the protocols are immune to 

known key attacks. 

5.2.2 Basic Concepts 

It is a desired property in a key establishment protocol tha t  each participating party 

be able to determine the true identity of the other(s) which could possibly gain access 

to the resulting key, implying preclusion of any unauthorized additional parties from 

deducing the same key. In this case the technique is said to  (informally) provide secure 

key establishment. This requires both secrecy of the key and identification of those 

parties with access to it. Furthermore, the identification requirement differs subtly, but 

in a very important manner, from that of entit.y authentication- here the requirement 

is knowledge of the identity of parties which may gain access to the key, rather than 

corroboration tha t  actual communication has been -established with such parties. In 

the following, various such related concepts are highlighted by the definitions. Entity 

authentication is defined as the process whereby one party is assured of the identity of a 

second party involved in a protocol, that the second has actually participated (i.e. active 

at ,  or immediately prior to,'the time the evidence is acquired). Entity authenticatio~l 

presents protocols providing entity authentication alone. 

Definition 5.4- Key authentication is the property n-hereby one party 1s assured that 

no other party aside from a specifically idenrified second party may gain access to a 

particular secret key. 

Key authentication is independent of the actual possession of such key by the second 

party, it need not involve any action whatsoever by the second party. For this reason, 

it is sometimes, also referred to  as (implicit) key authentzcation. 

Definition 5.5 Key confirmation is the property whereby one party is assured that a 
second (possj bly unidentified) par ty act uallj; has  possession of a particular secret key. 
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Definition 5.6 Explicit key authentication is the property obtained when both (im- 

plicit) key authentication and  key confirmation hold. 

In the case of explicit key authentication, an identified party is known to  actually possess 

a specified key, a conclusion which can not otherlrrise be drawn. Encryption applications 

utilizing key establishment protocols 117hich offer only implicit key authentication often 

begin encryption with an initial known da ta  unit serving as a n  integrity check-word, 

thus moving the burden of key confirmation from the establishment mechanism to the 

application. 

The focus in key authentication is the identity of the second party rather than the 

value of the key, whereas in key confirmation, the opposite is true. Key confirma- 

tion typically involves one party receiving a message from a second containing evidence 

demonstrating the possession of the key by the latter. In practice, possession of a liey 

may be demonstrated by various means, including producing a one-way-hash encryption 

of a known quantity using the key. 

Entity authentication is not a requirement in all protocols. Some key establishment 

protocols (such as unauthenticated Diffie-Hellman key agreement) provide none of entity 

.authentication, key authentication and kky 'confirmation. Unilateral key confirmation 

may always be added e.g. by including a one-n~ay-hash of the derived key in a final 

message. 

Definition 5.7 An authentic -key establishment protocol is a process or protocol 

whereby a shared secret becomes available to two or more parties and which provides 

assurance to the communicating parties that no other parties (except them) may gain 

access to a particular secret key 

The security of a protocol is examined based on the assumption tha t  the underly- 

ing cryptographic mechanisms used, such as encryption algorithm and digital signature 

schemes are secure. A passive attack involves an adversary \[rho at tempts  to defeat a 

cryptographic technique by simply recording data  and thereafter by analyzing (e.g. in 

key establishment, to  determine the session key). An active attack involves an  adversary 

who modifies or injects messages. 

It is simply assumed tha t  protocol messages are transmitted over unprotected net- 

work, modeled by an adversary able to  completely control the da t a  therein, with the 
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ability to  record, alter, delete, insert, redirect, reorder and reuse past or current mes- 

sages, and inject new messages. -4n adversary in key establishment protocol may pursue 

many strategies, including attempting to : 

e deduce session key using information gained by eavesdropping, 

o participate covertly in a protocol initiated by one party with another, and influence 

it ,  e.g. by altering messages so as to be able to deduce the key; 

a initiate one or more protocol executions (possibly simultaneously), and combine 

(interleave) messages from one with another, so as to masquerade as some party 

or carry out one of the above attacks. 

o Without being able to deduce the session key itself, deceive a legitimate party 

regarding the identity of the party with which it shares a key. 

In analyzing key establishment protocols, the potential impact of compromise of 

various types of keying material should be considered, even if such compromise is not 

normally expected. In particular, the effect of the following is often considered : 

1. Compromise of long term secret (symmetric and asymmetric) keys, if any, and 

2. Compromise of past session key. 

-4 protocol said to have perfect forward secrecy if compromise of long term keys does not 

compromise past session key. The  idea of perfect for~ilard secrecy (sometimes called break 

forward protection) is tha t  previous traffic is locked securely in the past. A protocol is 

said to  be vulnerable to  a known key attack, if compromise of past session keys allows 

either a passive adversary to compromise future session keys, or impersonation by an 

active adversary in the future. 

Next section presents a CA based authenticated key exchange scheme, which fulfills 

the requirements, as determined in the previous discussion. The scheme is designed 

based on the properties of group & non-group CAS as discussed in Chapter 2 as well as 

the schemes developed and reported so far, in the Chapter 3 & 4. 
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based Authenticated 

Exchange : CPAKE 

The objective is to design an authenticated key exchange scheme based on some small 

shared password, which not to be vulnerable to dictionary attack. The  scheme should 

bridge the growing gap between the smallest safe key and the  size of the largest easily 

remembered password. 

The  proposed CPAKE scheme operates in two major phases; the first phase, estab- 

lishes the secret session key I(, through exchange of intermediary computed values Q;  

and in the second phase, both confirm each other's knowledge of the key i.e. I< before 

proceeding to  use it as a session key. Each of these phases operates in a sequence of 

stages. Key establishment phase is operated in two major stages and each stage follorvs 

multiple steps of processing. In the first stage, both A and B uses a small (r-bits) shared 

password 5 as input to  a function f,(J/,) , which expands i t  into an 2r-bits J/d. Next 

I$, is further operated with a Pseudo-random sequence-based permutation scheme .ii to 

generate Y,". A strong one-nray hashing scheme H I  is applied on )',I1 to  finally generate 

a 2r-bits digest Q,4, which is communicated to B .  At the other end also, B will follo~v 

the similar protocol to generate Q B  and will be communicated to A. The second stage 

then computes the secret session key based on the-values of QA and QB and a small 

(r-bits), shared, secret key rn. It performs in two steps : in the first step, both A and 

B uses m with each of the QA and QB and after mixing up the bit-patterns using the 

function ((after necessary padding of O's), they are subjected to the hash function Hi 
to obtain the corresponding digests Q4/  and QB1 (2r-bits each) respectively. These bit- 

patterns (i.e. QA1 and QB1 ) are then again operated n-ith q and the output is hashed 

using another strong one-way function Hll t o  generate finally the 2r-bits shared session 

key K. 

It  is presumed that John and Diana (i.e. A and B) are two well-behaved legitimate 

parties. In user-to-host situation, John is the user. The various notations along with 

their meanings, used in this scheme are described in Fzgure 5.1. The  logic for the 

Phase-I operations to establish the session key is presented in Figure 5.2. In the second 

phase, both A and B confirms each other's knowledge of K before proceeding to use 

it as a session key. For confirmation purpose, either one can use the traditional key- 

confirmation method, as found in [Jabln96], or, any of tlie CA based encryption schemes 



found in [Schnr96, Palch97, h.Ienez971 or, the ENCA based cipher system reported in 

the previous chapter (i.e. Chapter 4 of the present thesis). To use the scheme proposed 

in Chapter 4, the user will select a n  operator T, based on the value of I<. Here, T can 

be either Group or a non-group CA. For confirmation, each communicates to the other 

a randomly chosen number say CA or CB , which will be used as a basin element by both 

the end and by using T repeatedly, either the attractor (in case of non-group CA) or 

the least element in the corresponding cycle (in case of group CA) i.e. say, y will be 

computed. Next, each of them will verify y~ or y~ with respect to  T. The steps of 

processing for each phase are noted below : 

y~ : a small (r-bits) shared password for John and Diana. 

f e K )  : a function to  expand Y,  into a 2r-bits Y,' . 
R : a maximal-length Group CA-based Pseudo-random Sequence Generator. 

n: : a permutation scheme n based on non-maximal-length group C.4 where 
: 'v' represents the  particular C.4 and 'y' represents the cycle-length. 

HI, H11 : two group and non-group CA based strong One-way hash functions. 
m : a small (r-bits) shared secret for John and Diana. 
A + B : 7.4 : John sends the value ' 7 ~ '  to  Diana. 
Tl(wlz) : a function to  mix 2r-bits patterns w and z to  generate a 2r-bits patterns. 
K : a 2r-bits session key. 

Figure 5.1: Various Notations used and their meanillgs 

4 

P h a s e  I : C o m p u t a t i o n  of the Sec re t  Session K e y  

S1. John computes : QA- t H1(n(fe(Yp))) A + B : QA 

S2. Diana computes : QB t Hl(r(fe(Yp)))  B + A :  QB 

S3. John Computes : K t Hll (v(H1 (m, QA),  Hl (m,  QB)))  
S4. Diana Computes : K t Hll  HI (m, Q A ) ,  HI (m, QB))) 

P h a s e  I1 : Conf i rming  t h e  knowledge  of  t h e  K e y  by e a c h  o t h e r  

S5. John chooses random CA and computes : y,4 t Trl.(cA) 

S6. Diana chooses random CB and  computes : y~ t Tr2.(cB) 

S7. John verifies that y~ is attractor or least-element corresponding to  T 
S8. Diana verifies that  y~ is attractor or least-element corresponding to T 
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Figure 5.2: Block diagram of Session Key management 

For more concrete confirmation, one can use additionally a secret-key symmetric en- 

ciphering scheme on y~ or y, before communication. In the following sub-section, the 

various modules and functions used, are described in brief : 

E x p a n d i n g  Func t ion  : f , ( ~ , ) ~  

This operation is similar with the E-Box operation as found in [DES67]. The  r-bits 1% 
is expanded to 2r-bits 1; by an  expansion permutation. This operation has mainly two 
purposes : it makes the result the same size (i.e. 2r) for the next step of operation, and 

it provides a longer result t ha t  can be  compressed during hashing operation. Because of 

this expansion, the dependency of the output bits on the input bits spreads faster. 

CA Based  P e r m u t a t i o n  M o d u l e  : n 

Several permutation schemes can be found in [SchnrSG, Menez971. A CA based po- 

tential alternative to  the existing permutation schemes can be found in [Palch97]. The 

major advantages of the CA based permutation schemes are : (a) they are easily imple- 
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mentable and (b) there are scopes to  improve the intruders' complexity to  a great extent 

by - (i) configuring the rule-vectors dynamically (to have combinations of multiple CAs, 

i.e. T I ,  7 ~ 2 :  ~3 . . -), and (ii) using a sequence of cycle-lengths (i.e. y's) for the permu- 

tations, which are pseudo-random in nature. The cycle-length sequences are obtained 

from a CA based pseudo-random sequence generator, R. 

The  maximum-length group CAs can be used as an efficient pseudo-random sequence 

generators [Bardego, Nandi94aI. I t  is well known fact that  fixed-key pseudo-raridom 

sequence generator is vulnerable to  the intruders' correlation attack. Thus, it is desirable 

to have a running key generator consists of several pseudo-random sequence generator 

with a non-linear combining functions. The scheme proposed in the present chapter 

[Nandi94a], or a variant of i t ,  based on Programmable CA (as found in Sectzon 2 fronz 

Chapter 2) can be used here. 

CA Based  One-Way H a s h i n g  Func t ion  : H 

The proposed CPAKE uses a CA based hashing scheme, designed based upon the prop- 

erties of group, non-group and non-linear CAs, with a similar concept as discussed and 

reported in Chapter 3. The scheme hashes 2r-bits 1; into a fixed-length r-bits hash 

value in feedback mode. Hashing is performed mainly in two steps : in the first step, 

r-bits block is taken, divided into 'k' sub-blocks; these sub-blocks are then subjected 

to three operations : Bit-wise substitution, XORing with Constants and Enciphering 

using a PCA based Block Cipher (a  variant of which is reported in Chapter 4). With a 

shift-rotate operation among these sub-blocks, the above these operations are repeated 

for ' k '  cycles. The final r-bits (concatenated) output is then concatenated with the pre- 

vious r-bits hash value (in case of the first block, it ~vill be zeros) and then input to a 

2r-bit non-group multiple attractor CA (MAC:\). C.4 runs for few cycles to  reach the 

attractor [Palch97]. The  Pseudo-Exhaustive r-bits of the attractor are then separated 

out as the present hash value, h,. Similar process will repeat for the second block also. 

Thus, after repeating the processes for several cycles, the final hash value of the 2r-bits 
input block, i.e. 1;' is generated. In the following section, an analysis of the scheme in 

light of the various known and unkno~vn intruders' attacks is presented. 
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5.4 Invulnerability of CPAKE 

The proposed scheme is designed with an integrated key exchange supported by mutual 

authentication provision. I t  sufficiently proves to each of the t~ilo parties that the other 

knows the password. The  scheme aims to generate a session key for securing a subse- 

quent authenticated session between the parties, which does not leave any separation 

information regarding its individual steps. The scheme also does not generate any per- 

sistent data,  which have to  be distributed and securely stored. It  shares only a small 

password Y,  and a small key rn (i.e. for r = 64, a total of 128-bits, reasonably small in 

size for a secret key). Thus, the scheme is advantageous in this context. Security of the 

scheme against the various possible attacks are now discussed : 

Dictionary Attack 

All passwords are vulnerable t o  dictionary attack - if any opportunity is given. So, 
the primary job of the designer is t o  remove the opportunities. Dictionary attacks can 

be online as well as of l ine .  In case of the proposed~scheme, the online dictionary attack 

can be easily detected by counting the access failures and thus thwarted. Holirever, of- 

fline dictionary attacks are of complex-type and it needs to be handled with care. One 

can make this attack by posing as a legitimate party to gather information, or by one 

who monitors the messages between two parties during a legitimate valid exchange. -4 

very little information 'leakage' during an exchange can be exploited. If the expansion, 

permutation or hashing functions are not carefully built, the exchanged messages Q.4 

or QB may reveal discernible structure, and can "leak" information about 1%. In the 

follo~iring - it has been attempted t o  establish the efficiency of each function or module 

of the CPAKE, in this regards. 

o In case of the expansion permutation f,, by allowing each bit of the secret pass- 

word i.e. Y, to  undergo this expansion permutation, the avalanche effect can be 

increased, because- dependency of the output bits on the input bits increased 

substantially. 

o For the CA-based randomizer R, it has been established in [Nandi94a] that- the 

sequence generated by R fulfills all the Knuth's criteria and hence ensures the de- 

sired immunity against the conventional con-elation attack. The huge exponential 



order of intruders' complexity to  crack-key stream also guards the scheme from 

known plaintexi attack. 

o In case of the permutatzon scheme T, as the same ciphertext may be generated from 

different plaintext, as well as any ciphertext may give rise to different plaintext 

under different CA rule configurations, the scheme is guarded from czphertext only 

attack. The exponential order of intruders' complesity guards the scheme from 

other known as well as chosen plaintext attacks. 

o Due to the non-group, non-linear features of complemented MACA in the one-way 

hashzng scheme H ,  as well as the due to the PC.4-based block ciphering strategy 

used for intermediate substitution, the scheme has been found t o  be immune from 

hash-value only attack. In case of the known as well as chosen (message,  hash-value) 

attack, as the scheme offers an esponential order of complexity, approximately of 

the order of 0(28xr) (as reported in Chapter 3), the scheme is guarded from other 

possible attacks. 

S to len  Session Key A t t a c k  

In this type of attack, a stolen session key I< is used to mount a dictionary attack 

on the pass~vord 1; [Jabln96, Stein951. CPAIiE appears to be guarded in this attack, 

because with only K, probably i t  will not be easy to compute I/, - it requires the appro- 

priate assessment of R, T ,  f, and also the hash functions H I  and HI1 t o  find )/,, whereas 

each of them already has been established to be immune from ciphertest only attack. 

Verification S t a g e  A t t a c k  

The verification stage of CPAKE is where both parties prove to  each other- knowl- 

edge of the shared key K. As K is cryptographically large, the second stage is presumed 

to be immune to brute-force attack. 

5.5 Applications of CPAKE 

Password-only schemes are broadly useful for any applications where the prolonged key 

storage is risky or impractical, and where the communication channel may be insecure. 
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Some of its common applications are : user-to-user applications, diskless workstations, 

bootstrapping new system installation, cellular phones or other key-pad systems, multi- 

factor password + key systems etc. From the economic point of view as well as to 

encounter the stolen key problems, these authentication schemes are always preferable 

than the smart-cards. Applications of password-only methods basically can be classi- 

fied into two : user-to-host authentication and user-to-user authentication; some of the 

potential applications of the proposed CPAKE are described here. 

5.5.1 User-to-Host Authentication 

In case of the systems, where only a numeric key-pad is available, e.g. cellular telephone 

authentication, such a CA based password-only scheme is especially convenient, as it 

is based on a small numeric password. TV remote-controlled set-top boxes might be 

another area of new applications for the proposed scheme. I t  is advantageous in terms 

of these applications, because- i t  avoids the necessity for long-term storage of persistent 

keys for such environments. 

Diskless workstations are another class of device where it is inconvenient to have 

locally stored keys. The proposed password-only method can be ideal for establishing 

an initial connection to a trusted host, and to  obtain the user's safely stored creden- 

tials. The concept of bootstrapping a new secure system is broad, and is best illustrated 

with a common case. Unless some additional site-specific keys are manually installed 

on the system, a strong password-only method is needed to allow the new station to 

make a secure channel to the rest of the network. Once an authenticated channel is es- 

tablished, the station can automatically obtain any further credentials or keys. Similar 

bootstrapping situation arise in almost all secure systems. 

5.5.2 User-to-User Authentication 

So far, it has,been established the usage of CPAKE on user-to-host authentication; this 

method is equally useful in direct user-to-user authentication also. [Ellis961 describes 

the use of an interactive questionnaire session to authenticate the identity of a user 

across a network. The main idea behind this authentication is tha t  they are sharing 

some common facts, which has to  be proved to each other, without revealing those facts. 



Such general authentication paradox can easily be solved by the proposed CA based 

authentication method. For example, in a bank application, the banker may want to 

know tha t  his client knows his secret soczal securzty number, and a t  the same time, the 

client may also like to knorv that  the bank kno\vs his secret account number, but neither 

wants to  reveal the information directly to the other. In solving such a problem, a CA 

based password-only method can be successfully applied. 

Conclusion 

A new password-only authentication protocol based upon the properties of group and 

non-group CAs is introduced in this chapter, which appears to be a t  least as strong as 

the existing SPEKE [Jabln96] and DH-EKE [Diffi92] methods. Using particularly a 

small password, the proposed method provides authentication over an insecure channel, 

and are immune t o  offline dictionary attack. Due to its exponential order of intrud- 

ers' complexity, the scheme is guarded against the other possible types of attacks. The 

proposed scheme utilizes non-group CA (MACA) as an efficient hashing function gen- 

erator and the PCA based block ciphering mechanism, in generating the intermediate 

values. The major advantage of the scheme is the use of simple, regular, modular and 

cascadable structure of CA as the basic building block that  is ideally suitable for VLSI 

-- implementation. The possible usage of the proposed scheme has been justified in many 

application domains, such as: user-to-host authentication, user-to-user authentication 

etc. In all such applications, on-e of the major requirements is the receiving of error-free 

information by both the participating parties. As such, i t  is essential tha t  the errors if 

any, caused during transmission of information be detected and (if possible) corrected 

a t  the receiving end. The  next chapter presents two schemes which take into account 

such communication errors. 
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Chapter 6 

Theory and Design of Unidirectional 

E r r ~ r  Correcting Codes 

6.1 Introduction 

In the earlier chapters theory and applications of binary matrices for designing autho- 

rization and data  security schemes have been addressed. With the advancement in the 

convergence of computer and communication technologies, there has been an increasing 

demand for efficient a n d  reliable digital data transmission and storage systems. This 

demand has been accelerated by the emergence of large-scale, high-speed data  networks 

for exchange, processing and storage of digital information in the military, governmental 

and private spheres. In this background, a major concern 0f.a researcher is to control 

the errors so that reliabli reproduction of data  can be obtained. 

It  is observed tha t  many faults in VLSI memories, PLA, shift registers are due 

to three classes of errors : (a) Symmetric, where both 1 --+ 0 and 0 + 1 errors are 

equally likely in a codeword, (b) Asymmetric, where only one of the errors, 1 + 0 or 

0 + 1, can occur in a codeword, and (c) Unidirectional, where both 1 -+ 0 and 0 -+ 1 

errors can occur but  not in the same codeword. The various possible causes of such 

errors are : transient, intermittent and permanent, among which the  transient errors are 

responsible for mostly limited number of symmetric or multiple unidirectional errors. 

The intermittent faults cause a limited number of errors and, but  the permanent faults 

may cause both symmetric as well as the unidirectional errors. Among these errors, 

many faults in VLSI circuits cause mostly unidirectional errors [Rao89]. The number 
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of symmetric errors is usually limited while the number of unidirectional errors can be 

very large. Thus, construction of an efficient class of symmetric error(s) correcting codes 

~vhich can also simultaneously detect all unidirectional errors, is essential. In the nest 

subsection, the background of such error correcting codes with review of some of the 

existing related works have been discussed. 

6.1.1 A Review of Error Correcting Codes 

In a generalized error correcting code, the source encoder transforms the information 

sequence Is into another sequence C, called the codeword. In most instances C is a 

binary sequence. -After transfer through the coding channel, let the codeword be trans- 

formed from C to C' due to some error. The decoder receives the codeword C' that  is 

the same as C in error free condition. Using some error correction logic, the errors, if 

there are any, are detected or corrected by the decoder on processing the codeword C'. 

The correct information sequence Is can thus be forwarded to the destination. There 

are two different types of codes in common use : (a) Block Codes and (b) Convolutzonal 

Codes. This chaprer is restricted to the lznear block codes only. The basic principles of 

linear block codes are briefly given as follo\rrs. -4 detailed discussion on block codes and 

convolution codes may be found in [Rao89]. 

Linear Block Codes : A block code of length n and 2 h o d e w o r d s  is called a 

lznear (n:  k) code if and only if its 2k codewords form a k-dimensional subspace 

of the vector space of all the n-tuples over the field GF(2). A bznary block code 

is linear iff the module-:! sum of two codewords is also a codeword; tha t  is, if 

u and v are two code~rrords than u + v is also a code~vord, where + refers to  

bit-wise module-:! sum. Let, the vector space V, of all n-tuples over GF(q) be 

Vn = ( ao , a l , a2 , . . . , an - l )  I at E GF(q) ;  
A subset TV of IT;, is a linear code, if and only if it is a subspace. Since W is a subspace, 

all the codewords of W can be conveniently represented as the row space of a (k x n )  

matrix G, called the generator matrzx, which is given by, 



If the row vectors of G are linearly independent, then TY has dimension k and has 

exactly qk code~vords in it. Such a code 14; is called an (n,  k) code. Alternatively, IT 
can be defined as the 'null space' of the parity matrix H, which may be written as, 

~ O O  h01 . . . ho,n-1 

h1.n-1 H = . . . . . . . . . . . . 

hr-1 - hr-1,o - 1 1  . . . hr-1,"-1 I 
Again the r vectors of H are linearly independent, and thus H has rank r and its null 

space has dimension (n - r) .  Therefore, the H matrix of an (n,  k) code satisfies the 

relation r = n 1-k . -  - The G matrix can be represented in its systematic form [Raosg] as 

G = [Ik, PI, where, Ik is a k x k identity matrix, and P is the 'parity generator matrix', 

which operates on the information block to generate the check-bits. The  H matrix is 

represented as H = [-PTIn-k],  SO tha t  g2h3 = 0: for a11 z , j ;  tha t  is, G is orthogonal 

to  H. pT refers to the transpose of P and the "-;' sign implies negation of P T ;  i.e. an 

element p,, of P becomes -p,, in -P, where -p,, is the additive inverse of p,, (in mod-2 

operation, -p,,  = p,,). 

Let us nonr consider a da t a  (information) sequence I, of k symbols (20, 21, a .zk-l). 

If MI is an (n,  k) linear code over GF(q), the codeword will be an n-tuple C = 

(co, cl, . . , G-1). If the symbols (20, 21, . . . , z ~ - ~ )  of information I, appear in its codeword 
C unchanged, then the code is said to  be a Systematzc Code [Lin83]. So, if the parity 

matrix H is of systematic form H = [PTIn-k], then the codeword C = [H.I,] generates 

a systematic code. I t  is often very important in computer systems that the codewords 

are in systematic form for speed, cost, and convenience in decoding and processing. 

The decoding of linear codes is usually done in parallel, based on the H ma- 

trix of the code. For a received word C' = (cot, cll, - .  . , c ~ - ~ ' ) ,  its syndrome 

s(C1) = (so, ~ 1 , .  sn-k-1) is defined as s(C1) = C' . HT.  If s = 0, then 
there are no errors in the received codeword; ivhereas for s # 0, some errors 

are detected. .Based on the properties of the code, the detection and correc- 

tion steps are implemented in the decoder. Let us assume that  the correct code- 

word transmitted is C = (Q, cl,  . . . , G - ~ ) ,  and the corresponding received word is 

C' = (cot, cl ' , .  - .  , cn-il). Then the error word is E = (eo, e l ,  , such that - 

C' = C +  E and, E = C'- C = ( e o , e l , - - . , e n - I ) ;  

i . e . , e , = ~ ' - c , f o r z = O , l , . . . n - 1 . ;  
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Then, s(Ct)  = C' . HT = C . ifT + E . HT = 0 + E - HT = E - HT = s (E) .  A fell: 

encoding/decoding schemes of linear block codes are reviewed next. 

Hamming C o d e s  :Hamming codes are the first major class of linear block codes de- 

signed for error correcting purpose [Rao89]. For a Hamming code of length (2" - 1) 

(where m is a single integer)- one has to construct a matrix where columns consist of 

all non-zero binary m-tuples. For example, a (n,  k) Hamming code is defined by the 

parity-check-matrix H ,  where the ordering of the columns is arbitrary and the matrix is 

designed specially to  describe a systematic code. In the corresponding generator matrix 

G, the k-information bits always occupy the last k co-ordinates of each codeword. In 

general,-the minimum distance of (n,  k) Hamming code, i.e. the smallest number of dis- 

tinct non-zero binary rn-tuples that  can sum to zero is three, and it can be used either 

as : (i) Single Error Correcting (SEC), or (ii) Double Error detecting (DED) code. 

However, one can modify a (n,  k)  Hamming code by adding one parity bit (n + 1, I ; )  

SEC-DED code, where the syndrome-bit is the XOR sum of all ( n  + 1) inputs; which 

results in higher hardware cost and circuit delay. To circumvent this problem, the Ham- 

ming SEC-DED code has been modified and optimized. The resulting code is called 

modified Hamming SEC-DED code or Hszao Code [Palch97], which is described next. 

Hs iao  Code : Here, the minimum distance of a SEC-DED code is a t  least 4. Since, 

an n-tuple of weight 3 or less is not a codeword, any set of 3 columns of the H matrix 

should be linearly independent. The  sum of t\vo odd-weight r-tuples is an even-weight 

r-tuple (i.e. odd + odd = even; men + odd = odd; even + even = even). Based on this 

property, a SEC-DED code with r check-bits can be constructed by performing some 

row operations on Hamming SEC-DED H matrix. The modified H matrix consists of 

distinct non-zero r-tuples of column vectors having odd-weight. This modified Hamming 

code is called odd-wezght-column SEC-DED code or Hszao code because every H matrix 

column vector is odd-weight. 

t -Error  C o r r e c t i n g  C o d e s  : Let C1 and C2 be two codewords in C, such that the 

minimum distance D (say) between them can be defined as : d(C1, C2) = D. Let El 
and E2 be two error patterns tha t  satisfy the conditions : (a) El + E2 = C1 + C2; and 

(b) El and E2 do not have non-zero components in common place. Thus we have : 
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Now, suppose tha t  C1 is transmitted and is corrupted by the error pattern E l .  Then, 

the received codeword is : R = C1 + El; The  Hamming distance between C1 and R is 

thus, 

Similarly, the Hamming distance between C1 and R will be : 

Now, suppose that  the error patterns El contains more than t-errors (i.e. M/(E1) > t). 

Since, 2(t-+-I)- . -. - - - 5 - D  - 5 (2t + 2)) based on equatzon 6.1, we have : TV(E2) 5 (t + 1). 

Combining eqziations 6.2 & 6.3 and using the fact that Mf(El) > t and W(E2)  < (t + I ) ,  

we obtain the following inequality : 

This inequality says that  there exists an error pattern of L(L > t )  errors which results 

in a received codeword tha t  is closer to an incorrect codeword than t o  the transmit- 

ted codeword. Summarizing the above results, a block code with minimum distance D 
guarantees correcting all the error patterns of-t  = [(D - 1)/2J or fewer errors, where 

[(D - 1)/2J denotes the largest integer no greater than ( D  - 1)/2. The  parameter 

t = [ ( D  - 11/21 is called the 'random error correcting capability' of the code. The code 

is referred to as a t-error correctzng code. 

Fujiwara [Fujiw78] proposed a generalized odd-weight-column code, where the H matrix 

of the subspace W over GF(2Q) satisfies the follo~ving condition for every column in the 
r-1 - H matrix : C,=o - Iq ,  for columns, j = 0 , l ;  . . . , n - 1; where, h,,j is the zth element 

in the j th column vector E GF(29); I, is the identity element of GF(2Q), and C denotes 

summation in GF(2Q). The  major advantage of this code is tha t  it has a minimum 

equal-weight code, which makes the hardware implementation of the encoding/decoding 

circuit optimal. 

However, the current survey reveals that  the failures in the cells of semiconductor based 

large scale integrated (LSI) non-volatile memories are most likely caused by leakage of 

the charge, since a charge cannot be created except by a rewrite process. These memory 

cells are apt  to exhibit unzdzrectzonal errors. Although the rest of the memory system 
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the address decoding, the cell selection, the gating logic and so on is subject to  sym- 

metric failures, for the overall memory system, the probability of unidirectional errors is 

significantly large. Some of the theoretical basics of unidirectional errors are described 

next. 

Unidirectional Error Codes : Let, N(X,  Y) represents the number of 1 0 

crossovers from X to  Y. Tha t  is, N(X, .Y) is the number of positions i for which 

x, = 1 and y, = 0. For example, when X = (10101) and Y = (10010), N ( X ,  Y)  = 2 and 

N(Y, X )  = 1. The asymmetric distance is, 

-._. ...:----- da(Y, X )  = max[N(X, Y), N(Y, X')] = 2; 
- - -- -. - - 

- .  

Definition 6.1 For vectors X = ( x l ,  22 , .  . .x,) and 'I' = (y l ,  y2, .  . . y,), X is said to 
cover Y if for all i, y, = 1 implies x, = 1. 

\Ve can write this as Y 5 X .  If X 5 Y and Y < X, then X and Y are said to be 

unordered. If X 5 Y or I' 5 X ,  then they are ordered pair. For X1 = (1011) and 

IT1 = (1001), then 'IT1 < X1. .Also X 2  = (1010) and Y2 = (0110) are unordered. Also, if 

X and I' are an ordered pair, then their d,(X, Y) < d(X, Y). The unidirectional errors 

in a code are detected based on the following theorem. 

Theorem 6.1 A code C is capable of detecting all unidirectional errors (i.6 i t  is a 

AUED code) if and only if every pair X ,  Y E C are unordered. 

TTVO important classes of -4UED codes are known as constant-wezght codes and Berger 

codes. The constant-weight or rn-out-of-n codes are of non-systematic as well as non- 

linear type. But, for any given n, the number of codewords (of weight m )  is given by 

(: 1 = n!/((n - m)!m!). For the code m = Ln/2J or [n/21 this number is maximized. 

This class of constant-weight code has the higher possible information rate, because of 
which- it is referred to  as'optimal class of AUED codes [RaoSS]. However, the Berger 

codes are systematic type; for the codeword [ao; a l ,  . . . ak-l, ak, . . . , a,-1, the information 

part  is :(ao, a l , .  - . , a k - l  = Is and ( a k , .  . . , an-l) = ,B(I,) is the Berger check bits. The  
Berger check @(I,) ,  is the binary number representing the number of 0's in Is. The num- 

ber of check-bits r required is gwen by r = n - k = [log, k + 11, e.g., for a 6-bit (k = 6) 

information, r = [log, 6 + 11 = 3. Berger check(s) are important and form the basis for 

the construction of systematic classes o f t  - ECIAUED codes, which is described next. 
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t - E C I A U E D  Codes : This class of codes have several applications such as semi- 

conductor memories, PLA, shift registers etc [Pradh80]. Bose and Rao [Bose82] had 

shown that a code is a t-ECIAUED code if and only if, for all distinct X ,  Y E C, 
N(X,  Y) 2 t + 1 and N(Y, X )  2 t + 1, where N ( X ,  Y )  is the number of 1 + 0 crossovers 

from X to Y. In practice, however the codes are desired t o  be systematic. Most of 

the designers construct i t  by adding a tail to t-EC code such that  the resulting code 

becomes t-ECIAUED code. In [Blaum89], Blaum and van Tilborg proposed their 

t-EC/AUED code by constructing (n', k ,  2t + 1)t-EC codes and appending a tail of 

length r such tha t  the code can satisfy the conditions for t-ECIAUED code, where 

k is the number of information bits. The overall code length of t-ECIAUED codes . - ,  --"-- -- 
in [~la&189]-is n = n' + r ,  and the number of redundant bits is n - k. Generally, 

the tail is a function of the number of weight of the codewords in t-EC code. Thus, 

by reducing the number of weight of the coden-ords, one can get better t-ECIAUED 

codes due to the small length r. Construction of [Bruck92] can be viewed as a 

modification of the construction in [Blaum89]. Several other significant systematic 

t-ECIAUED codes and more general t-ECId-EDIAUED codes have been reported in 

[Bose85, LinS8, Nikol86, Rao89, Boinc90, I<undu90, Katti96a, Katti96b, Yang981. In the 

following, the necessary and sufficient conditions for a code to be t-ECId-EDIAUED are 

stated : 

Theorem 6.2 [Rao89] A code C* can correct t or fe~r~er  unidirectional errors, if and 

onlj- if for all X *, Y * EC* 

A (X*,J7*) 2 2t + 1 for X, I / *  an ordered pair 

A ( X * , Y * )  > t + 1 for X * ,  Y* unordered 

Theorem 6.3 [Rao89] A code C* is t-EC-AUED if and only if 

N(X*,J'*) 2 t + 1 for all X*, Y* E C* 

Theorem 6.4 [Nikol91] A code C* is t-EC-d-ED-AUED if and  only if for all distinct 

X * ,  I f *  E C* ' 
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The next section presents a simple method to construct a class of t-ECId-EDIAUED 

codes, which employs simpler and faster encoding/decoding algorithm with lesser com- 

plexity. 

The notutzons used in the subsequent Sections of this chapter and their meanings are 

given below : 

D(C) : Minimum distance of the code C.  
N(X,Y) : Number of 1 -+ 0 crossovers from X to Y. 
D(X,Y) : Hamming distance between X and Y. 

W(X) : Weight or number of 1's in X. 
A(X,Y) = m a s  { N(X,Y), N(Y,X)): asymmetric distance between X and Y. 
[Z] : The largest integer less than or equal to Z. 
rZ1 : The smallest integer greater than or equal to 2. 
k : number of information bits. 

n : k number of information bits and parit!- check bits for t-ECId-ED (t < d) 

Code. 

n* : n bit t-EC code and additional check bits for t-ECId-EDIAUED code. 

In the nest sections of this chapter, the theor!- and design of both the schemes have 

been described. 

6.2 Theory of t-EC/d-ED & t-EC/d-ED/AUED 

Codes 

Let C denote a binary linear systematic t- error correcting (n, k)  code with D(C) 
2 t + d + 1 and C* be a systematic (n*: k )  t-ECId-ED/-4UED code. For a codeword 

X E C ,  the codeword in the proposed t-ECId-ED/..\UED systematic code C* have the 

following form - 
S X',S2S3 . . . .S,. 

In other ~vords, each code~vord of C* is formed by concatenating a codeword X of C with 
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X1, X2,  X3, . . . X,. , where X,'s are check bits derived by using Berger's technique. The 

appended check bits are used to  increase the crossover between turo codewords. Some 

of the properties of t-ECId-ED code have been established, which ~ilould provide the 

foundation for the proposed code. 

Let C, be the set of all code~ilords of C \vith exactly z number of 1's. I t  should be 
noted that some of the sets C, (e.g., C1, C 2 , .  . . Ct+d) are empty because they can not 

satisfy the minimum distance constraint. Example 6.1 noted belonr illustrates the sets 

C, for (16'3) 2-EC/5-ED code. 

E x a m p l e  6.1 Consider the (16,3) 2-EC/5-ED code1 with D(C)=8. I t  will be parti- 

tioned into subsets Co, C8, C10 and CI4 as shown in Table 6.1. 0 

Table 6.1: (16,3) 2-EC/5-ED CODE 

infor. check in 
bits bits ct 
000 0000000000000 Co 
001 1111110000001 Cs 
010 0001111110001 Cs 
011 111000111p000 Cs 
100 0000001111111 Cs 
101 1111111111110 C1.! 
110 0001110001110 Cs 
111 1110000001111 C10 

Lemma 6.1 [NikolSl] Let C be a parity check code 11-~th minimum Hamming distance 

D(C)=t+d+l, where d 2 t .  If X,Y E C, X+ ):and l~\'(-X)-Wii(Y)=q 2 0  then N(X,Y)> 
t + 1 and !Y(17,X)> max { 0, t + 1 - [(q - (d - t ) ) / 2 1  ). 

T h e o r e m  6.5 b' YE C, and XE C,+,, the follon-ing equality holds: 

N(X, 1')-Ar(1 -;S) =q. 

Proof : There are at least q bits where S has a 1 but Y has 0. Let Y' and X'  be the bit 

'using parity check generator matrix 
1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1  
0 1 0 0 0 0 1 1 1 1 1 1 0 0 0 1  
0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 1  
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strings obtained by removing those particular q-brts from the respective strings. Hiice, 

W(X1) and l,ir(Y') have the same value. So change in bit positions o f  A-' and Y' occur 

pairnrise, i.e. 

N(X",  Y ' )  = Arp-'; A") 
Hence, N(X, 1') = AT(X1, Y') + q  and N(1":X) = !'\'(Y1, X") 

Ar(X,\,') - N(Y,S) = q  

Corollary 6.1 D(X,  1") + q  is always even. 

Proof : 

D ( X , T T )  - k q  = N ( X , Y )  + N ( Y X ' )  + q  
= N ( X 1 ,  Y ' )  + AT(TT', XI) + q + q 

= 2 N ( X 1 ,  Y ' )  + 29 

X", Y ' )  + q )  = 2 ( ( A  ( 

From the theorem 6.5 t3 6.1, the following fundamental relations for t-EC/d-ED code 

are obtained : 

a) For q=O 

D ( X , Y ) >  t  + d +  1 and d  > t 
Hence from theorem 6.5, we get 

1) if t + d is even 

I )  if q  is odd then as per corollary 6.1 
D ( X , Y )  is also odd i.e. D ( S , Y )  2 t + d  + 1. 

Hence from theorem 6.5, \ire get 

N(X ,Y)  2 t  + 1 + ( q  - 1 + d - t ) / 2  & N(Y.X) 2 t + 1 - ( q  + 1 - (d  - t ) ) / 2  

11) if q  is even then as per corollary 6.1 
D ( X , Y )  is even i.e. D ( X , Y )  2 t + d + 2  
Hence from theorem 6.5, we get 

N ( X , Y )  2 t  + 1 + ( 4  + ( d  - t ) ) / 2  & N(Y,S) 2 t  + 1 - (q  - ( d  - t ) ) / 2  
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I) if q is odd then as per corollary 6.1 
D(X,Y) is also odd i.e. D(X,Y) 2 t + d + 2. 
Hence from theorem 6.5, we get 

N(X,Y) 2 t + 1 + (q + (d - t))/2 & N(Y,X) _> t + 1 - (q - (d - t))/2 

11) if q is even then as per corollary 6.1 
D(X,Y) is even i.e. D(X,Y) 2 t + d + 1 
Hence from theorem 6.5, ure get 

N(X,Y) > t + l + ( q - 1 + d - t ) / 2 & N ( Y , X )  > t + l - ( q + 1 - ( d - t ) ) / 2  

Hence, 

c) F o r q > t + d + l  

D(X,Y) 2 q.  

Hence from theorem 6.5, we get 

N(X,Y) 2 t + d + 1 and N(Y,X) 2 0 (6.7) 

In the above discussions, some of the fundamental properties of t-EC/d-ED codes 

have been derived, which \\rill be  utilized in the nest section to  construct our t-ECld- 

ED/AUED code. 

6.3 Design of Systematic t-ECId-EDIAUED Codes 

Our objective is to construct a t-EC/d-ED/AUED code (i.e. C*) from a given t-ECld- 

ED code(i.e. C) by .appending r* number of extra check bits. These r* check bits (i.e. 

XlX2X3 . . . Xr.) can be divided into three subsets. First subset covers the last bit: sec- 

ond subset is the group of p b i t s  (where t < p < 2t) referred t o  as 'last group' and third 

one is the subset consisting of groups each with (t+l)-bits (Fzg 6.1). The 'last group' 

with p bits can have values { 11. . - 1 1 1 , l l .  . .110 ,11 . .  ,100, - .  . , l o .  . .000 ,00 . .  .000). 
The 'last group' of check bits can be derived by using a simple combinational logic 

circuit. The bit patterns in each of the remaining groups have only two values eithcr 
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11 - . . I 11  or 00 . .000- tha t  is either all 1's or all 0's. 

- - 

- Mod 
-I - +- - U 1  Subtracter- - 

X 0- 
Id 

Divider 

' x  

Divider 

Figure 6.1: Circuit block diagram for mapping function 

The Function 'mapf  noted below maps weight of a code~vord, W(X) in t-ECId-ED to 

T/V1(X'), called effective weight which is equal to the weight of a codeword in t-EC. This 

is a many-to-one mapping function. We design this function by utilizing the results of 

the equation @5), (6.6) and (67). The  table noted belo~rr specifies the value of N(Y,>o for 

different ranges of q both for t-EC and t-ECId-ED codes. 

Table 6.2: Values of N(Y,S) for Different qs 

( 2 t + 1 )  
Multiplier 

Iw A 
D 
D 

li' 
- 

>= 

Keeping the above discussions in view we fornlulate mapping function as noted be- 

low. 

+ 

SC 

counter 

Mod 
(t + d  + 1)- 

R 

W(X) 

* 

F, 
- Cornparater - ' 
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Function map(u)  

/* I t  takes input u, weight of a codeword C in t-ECld-Ed, t ( the number of errors 

to be corrected) and d (the number of errors to be detected) */. 
/* It  returns effective weight, u' which corresponds to the weight of a codeword in t-EC. */ 

begin 

D t t + d + 1; /* Hamming distance for t-ECId-ED codes. */ 
dist t 2t + 1; /* Hamming distance for t-EC codes. */ 
Fd t D mod dist; 

Id t 1 D/dist J ;  

Ft t (Id + 1 ) ~  Fd - 1; 

I, + 1 u/D J;  
Fw t u mod D; 

if (F, 2 F,) then 

F t 1 (Fw - Fd)/Id 1 
else F t 1 Fw /(Id+l)  J ;  

u' t I, x dist + F ;  /* I t  is effective weight. */ 

end; 

Table 6.2 illustrates the Function 'map' for t = 2. For example, in case of Mi(S)=l l ,  

12 and 13 (sixth row of Table 6.2 with t=2 and d=8) we get W1(X)s=5. 

Next, the algorithm findno-of-bits rvill be discussed, which will operate on number 

of information and parity check bits (1.e.n). First it maps n to its effective value by 

Function 'nzap' and gives number of appending bits (i.e. T*  ) .  I t  also generates infor- 

mation regarding the number of groups and the number of bits in the last group, that 

is the value of p. 

The Algorithm findno-of-bits : This algorithm accepts 'n '  (no. of bits in a Code- 

word C) as inputs and generates no-of-bits (appendable to the codeword C to form C * ) ,  
'Last' (no. of bits in the last group) and 'max'(no. of groups in the third subset) as the 

outputs. 

Step 1: Compute maximum number of different values tha t  'last-group' can have : 



CH.4PTER 6. THEORY AND DESIGAr OF A UED CODES 

temp-t t (2t + 1) 

Step 2: Find effective value of 'n '  

n t map(n) 

Step 3: Compute (n  + 112) and store i ts ceiling value in 'temp' 

Step 4: Initialize max  to 0 

Step 5: Repeat while (temp > clzst) 

Step 5.1 increment 'max' 

Step 5.2 assign ceiling value of (temp/2) to  temp 

Step 6: Decrement 'temp' by 1 and store in 'last' 

Step 7: Compute the number of bits t o  be appended - 

no-of-bits t max  * ( t  + 1) + last  + 1 

Step 8: Return 

The  'find-code' algorithm generates the extra check bits i.e. XlX2 . . . Xr..  I t  accepts the 

number of 1's of a codeniord in C as input and other information like 'last' and 'max' 

from the previous algorithm. 

The 'find-code' Algorithm : This algorithm takes input 'no-of-one' (i.e. the num- 

ber of 1's' W(X) in the codeword X E C ) ,  'last' and 'max' as input from the previous 

algorithm. I t  uses an array 'group' to  store the value of the appended r*. The steps are 

Step.1: Compute effective number of 1's by using function 'map' and store in 

'no-o f -one: 

Step 2: For j = 0 to  m a s  + 1 initialize 'int' array with 0. The 'int' array is used to 

store intermediate values of group of bits. 

Step 3: Store- 'modulo-2' output of 'no-of -one' to int[O] and floor-value of 

(no-o f -one)/:! to  'no-o f -one' 
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Step 4: Assign 'count' t o  1 

Step 5: Compute - 

sh i  f t-val t no-o f -one mod (Last+l) 

no-o f -one t 1 no-o f -one/(Last+l) J 

Step 6: Repeat while no-o f -one > 0 

Step 6.1: increment 'count' by 1 

Step 6.2: compute in t [ coun t ] t  no-of-one mod 2 

720-0 f -one t 1 720-0 f -one /2  J 

Step 7: Increment max by 1 and store in 'count' 

Step 8: Repeat n~hile (count > 1) 

Step 8.1: if int[count] = 1 assign '00 ... 000' to 'group[count]' 

else assign '1 1 ... 111' to 'group[count]' 

Step 8.2: Decrement 'count' by 1 

Step 9: Perform sn~itch(shift-val) - 

case shz ft-val = 0 : g r o u p [ l ] t  '111 ... 11' 

case shzft-val = 1 : g r o u p [ l ] t  '111 ... 10' 

case shi  ft-val = 2 : g r o u p [ l ] t  '111 ... 00' 
. . . . . . . . . 

case shz ft-val = last-1 : g r o u p [ l ] t  '100 ... 00' 

case shz f t-val = last  : g r o u p [ l ] t  '000 ... 00' 

end-ofsn~itch 

Step 10: if (int[O] = 1) 

group[O]t 0; 

else 

group[O] t 1; 

Table 6.2 illustrates the Procedure 'find-code' for T*= 6 and t=2. For example, in case 
of T.V(X)=ll, 12 and 13 (sisth row of Table 6.2 with d=S) we get 111 00 0 as the value of 

check bits. Table 6.3 shows (22'3) 2-EC/5-ED/.-\UED codes generated by the proposed 
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Table 6.3: Output of the Function 'map' and Procedure 'find-code' for r*=6 and t=2 

Table 6.4: 2-EC/5-ED/AUED codes 

X 
000 0000000000000 
001 1111110000001 
010 0001111110001 
011 1110001110000 
100 0000001111111 
101 1111111111110 
110 0001110001110 
111 1110000001111 

X 7 , S P .  . . Xr- 
111 11 1 
111 00 0 
111 00 0 

' 111 00 0 
111 00 0 
000 10 1 
111 00 0 
000 11 1 
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scheme. We n o v  prove tha t  the above algorithm res'ults in a t-ECId-EDIAUED codes 

C*. Let (X, X I ,  X2, . . . X r = )  and (Y, Y1, 12, , . . Y,.) be two codewords in C* constructed 

using the above procedure. The r* check bits, as discussed earlier, are divided into thre- 

subsets. Let for a codeword X* in C* the subsets be denoted as S1,, S2, and S3*. Ti]. 
subsets Sly, S2, and S3, are defined similarly for codeword Y* E C*. Crossover between 

these three subsets of Y* with t h a t  of X* are denoted as : 

nl=N(S1,, S1,) = change in last bit from 1 to 0, that is n l  may have value 0 or 1. 

I S )  - ( )  if TY(S2,) > IV(S2,) n2 = N(S2,, S2z) = m, Where m = 
otherwise 

that is n2 may have value 0, 1, 2, . - .  , p. Let the number of groups in the third subset 

is 1 (say)-. Then, n3=N(S3,, S3x) = change in zero or more groups in the third subset 

from ( t+ l )  1's to  ( t+ l )  0's ; tha t  is, n3 may have value 0, ( t + l ) ,  2 ( t + l ) ,  . .; L(t + 1). 

Lemma 6.2 If X E C,+, and Y E C,, then 

Case (a) If q=O then 

Case (b) If 15 q 5 t + d  then 

q' = effective value-of q= [(q - Irh)/Id]; if q 2 Ft 

( I  + 1) j , otherwise 

Case (c) If q 2 t + d + 1 then 

Proof: Let 117,, = I ' \ ' [(Y~,Y~,-. .T~/,-) ,  (S I ,X2 , . . . ,Yro ) ]  . Here W(X)=i+q and W(17)=i, 
2' is effective value of i. 



94 C H A P T E R  6. THEORY AND DESIGN OF A UED CODES 

Case (a) If  q=O then X and Y are in the same set which gives nl = n2 = n3 = 0.  

So ATvz = nl + n2 + n3 = 0. 

Case (b )  I f  1 < q 5 t + d then X and Y are in different sets. So as per the Function 

'map': 

q' = effective value o f  q= L(q-Fd)/IdJ,  i f 9  2 Ft 

[ q / ( I d  + 1)  J , otherwise 

Aiorri according to the algoz-itlzm 'find-code' : 

1) for q' odd, 

' + 2 rvhere nl = n3 = 0 and i' is odd 

( - 2 ~vhere nl = 1, n3 = 0 and 2' is even 

and n3 2 ( t  -;- I ) ,  

So ~i:, = nl + 712 + 713 _> (q' + 1) /2 .  

2 )  for q' even. 

n,? 2 q1/2,  where n3 = 0,  nl is 0 or 1 and z' is odd or even 

n~ > (t + 1)) where n 2  = 0,  nl is 0 or 1 and 2' IS odd or even 

So, I\',= = nl + n2 + n 3  > q'/2 

Case (c) If q 2 t + d + l then X and Y are also in a'iEerent set So according to  Function 

'map ': 
q' 2 2t + 1 

Then as per the algorithm 'find-code': 

t + 1,  where nl = n3 = 0, q' is odd and z' is ode! 

where nl = 1, n3 = 0, q' is odd and z' is evei-1 

t + 1, where n2 = 0, nl is 0 or 1 ,  q' is even and z' is odd  or cven 
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and 

n3 > ( t  + 1): where n2 = 0, nl is 0 or 1, 2' is odd or even and q' is odd or even 

Theorem 6.6 : The code C* constructed using the procedure find-code is a t-EC/d- 

ED/A UED code. 

Proof : As per the theorem 6.4, we only need to show that 
' d x * ,  Y* E C* I X *  #Y*, 

lV(X*, I") > t  + 1 

Consider XE C,+, and C, . Three different cases need to be considered 

Case a) q=O 

from (1) and (4)  , n7e obtain 

N ( X * ,  Y * )  N ( X ,  Y )  2 t  + 1 

and Ai( l f*,  X * )  > NO' ,  X )  > t + 1. 

Case b)  1 5  q  5 t + d 

As per Function 'map' 0  < q' 5 2t 

from (2) and (5) , n7e get 

N ( X * ,  I") > N ( X ,  Y )  > t + 1 and 

A ' ( Y * : X * )  = N ( Y , X )  +hT[(Yl,J/,,.-.k;-),(-yl,X2;...Xr-)] 

> t  + 1 - C(4 - (d - t ) ) /21  + Cq1/21 
z.e., AT(Y*,  X * )  > t  + 1. 

Case c) q> t  + d + 1 

from (3) and (6) n7e get 
N ( X * ,  Y * )  > t  + 1 
and h T ( Y * , X * )  = N ( Y , X )  +N[('I~,Y2;..J~-),(X1,X2,~-.Xr-)] > O + t + l  
2.e.) N ( Y * , X * )  > t  + 1. 

Hardware implementation : 

The algorithm 'find-code' ensures that encoding of information bits in one of the t- 
ECId-EDIAUED codes is straight forward and simple. The circuit consists of a t-error 

correctingld-error detecting parity check code encoder and another circuit for calculating 
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the values of X1X2 a - . X r - .  The  values of T*-bits depend only on the number of 1's in S, 

MT()0. Berger code generator can be used to compute \;\To[). The circuit for generation 

of T* check bits accepts W(X) as the input. I t  can be implemented in two ways. 

I) Using combina t iona l  c i r cu i t  : The algorithm 'find-code' calls Function 'map'. 

So, we divide our encoding scheme into two parts. First part ,  Function 'nzap' 

takes W(X) as input and produces W1(X), the effective value of W(S)  as output. 

Second part, the'find-code' algorithm generates T* check h t s  with MT1(X) as input. 

(a)  Part 1: Here we have designed the Function 'map'. In this logic F,, Fd and 

Id are fixed for a given value o f t  and d. So this circuit consists of one adder, 

one subtracter, one mod-(t + d + 1) counter, one (2t + 1) multiplier, one 

comparator, one mod-Id divider, one mod-(Id + 1) divider and one 2:l MU)(. 
The  complete circuit is shown in Fig 6.1. The size of these components and 

delay of the circuit depend on the values of t ,  d and k.  

(b) Part 2: This part realizes the algorithm 'find-code'. I t  generates T* check 

bits, which are partitioned into three subsets. A f a s t e r  i m p l e m e n t a t i o n  

circuit using a high speed array divider circuit is shown in 6.2. The LSB of 

W1(A-) is inverted t o  generate last group of single bit, i.e. SIX. The remaining 

bits Tiil(X) are fed into a high speed mod(p + 1) divider circuit as dividend, 

D (The p is nothing but las t  mentioned in the function) The 'remainder' 

output of the divider, i.e. R is fed into a Combinat~onal Logic Circuit to 

derive the second subset, S2z, i.e. the 'last group'. Every bit of the divider 

output 'quotient', Q is inverted to generate the bits of each group (i.e. all 

0's or all 1's) of third subset, SSx. The size and delay of the circuit mainly 

depends on the size of the divider dictated by the value of t and k. 

11) Using ROM : Computation of the check bits of XI& . . . X,- can also be imple- 

mented using a ROM (or a RAM) which accepts the value of WO;) as address 

and the contents of this address are the values of T*-bits. PITO;) 5 n ,  thus a ROM 

of n + 1 words, is sufficient. For example, for a parity check code C with n=127, 

a ROM of 128 words is enough. From Table 6.7 we can find tha t  the number of 

extra check bits necessary for d=8 is 21. Thus, we need a 128 x 21 bit ROM. No\v 

according to our code construction method, except the last group and last bit all 

other groups has a property tha t  in each group all bits have same value i.e. 0 or 

1. Therefore, instead of storing (t + 1) bits, we can store 1 bit for each of these 
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Figure 6.2: Faster Circuit Block Diagram for generation of X,s 

groups in ROM. Hence, word length of the ROh4 gets reduced significantly. Thus, 

instead of 1 2 8 x 2 1  bit ROM, we need a 1 2 8 x 9  bit ROM. Further reduction can 

be obtained if we substitute the ROM with a PL-\ in order to take into account 

the fact that many different ROM locations contain identical words. Hence, the 

hardware implementation of the proposed scheme is significantly lesser than other 

codes proposed in literature. Table 6.9 shows the reduction achieved for ROM 

word size. 
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6.3.1 Error Detection/Correction Algorithm for the t-EC/d- 

ED/AUED Codes 

rn 

Let Q = XX1X2X3 . . X,. be  an error free code~vord in the proposed t-ECId-EDI4UED 

code; 

Q' = X ' X ~ X ~ X ~ .  . X:. be the  received word with some errors in Q; 

Q" = X"XyXi .  . . X:. be the derived codeword from Q'. 

Error Detection/Correction Algorithm : 

Step 1 : Compute the syndrome S of X' in the parity check code. Let S corresponds to 

g multiplicity error. If g > t then the error is only detectable and stop. While for g < t ,  

correct X' using the correction procedure in the parity check code obtaining X" as the 

resulting word. 

Step 2 : Compute the values of T*-bits which correspond to  A?"' So, Q" = 

Xt'X'i'S; - - .X:.. If D(Qt,  Q") 5 t ,  then the word Q" is the correct codeword in C* 
and stop, else detectable error (i.e. unidirectional) with multiplicity greater then t has 

occurred. 

The decoding algorithm of the t-ECId-EDIAUED code has same order of complex- 

ity as that of the t-ECId-ED (n, k)  code C. Example 6.2 illustrates the error detection 

and correction steps. 

Example 6.2 We consider the 2-EC/5-ED/AUED code for the (16,3) 2-EC/5-ED code 

of Example 6.1. The  parity check matrix H corresponding to the generator matrix G 
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is ,pen by, 

Consider the following code~vord belonging to the above mentioned 2-EC/5-ED/AUED 
code 

a) Suppose that  one symmetric error has occurred in the above codeword in position 
marked \vith^, as shown below. 

110 00 0  -- 
A!: 

The working of the error correction/detection algorithm is presented below - 

By step 1 : We compute the syndrome S of X' in the parity check code 

S = ~ . ~ ~ = [ 0 0 0 1 1 1 1 1 1 0 0 0 1 ] ~  

The syndrome S is equal t o  the second column of the parity check matrix H. We conclude 

that a single error has occurred in the second position of St. The error is corrected and 

resulting word is X" = 100 0000001111111 

By step 2 : We consider the value of X," ~ i~h ich  corresponds to  X". Since W(X1 ' )  = 8, 
as per the algorithm find-code, XI' = 111 00 0  
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Then, 

Since D(Q', Q") = 2 5  t=2, the word Q" is the correct word Q. 

b) Nest, nre consider the occurrence of a symmetr~c error with multiplicity greater than 

one in the same word Q. Let the received word be 

By step 1 : We compute the syndrome S of X '  in the parity check code 

s = ~ . ~ ~ = [ i i o i 1 1 1 0 1 1 1 1 0 ] ~  

Since the syndrome is not equal to  a column of H or to the sum of two columns of H, 
more than two errors have occurred in Xi and hence in Q'. 

Therefore, the error is detected in the received codeword. 

c) Finally, we consider the occurrence of an unidirectional error with multiplicity greater 

than one in the same word Q. Let the received word be 

By step 1 : We compute the syndrome S of X' in the parity check code 

s = H . x ' ~ = [ o o o o o o ~ ~ ~ ~ ~ ~ ~ ] ~  
The syndrome S is equal to  the first column of the parity check matrix H. We conclude 

tha t  a single error has occurred in first position (i.e. MSB) of X'. The error is corrected 

and the resulting word is X" = 000 0000000000000 

By step 2 : We compute the value of X: \vhich corresponds to  X". Since W()o = 0, as 

per.the algorithm find-code, X: = 111 11 1 

Then, 

Since D(Q1, Q") = 6 > t = 2 we conclude that  onlj- detectable error has occurred. 
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Table 6.5: Proposed 1-EC/d-ED/AUED Codes 

6.3.2 Experimental Results & Comparison with Existing 

Codes 

T*  

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Number of extra check bits necessary for t=l, 2: 3 ,  4 with different values of d and 

difierent ranges of n are shown in Table -6.4 to 6.7. Results sho\v tha t  information rate 

(ICIn*) of the proposed code varies with t ,  the number of errors it can correct. From 

exhaustive simulation study we have observed that for a few cases the scheme noted 

in [NikolSl] needs lesser number of check bits. However, for higher values of t (2 3 ) .  

the proposed code has information rate higher than that  of [Nikolgl]. In case of ROllI 

implementation, word length of ROM for this scheme is much less and reduction in 

word length varies with k and t as sholvn in Table 6.8. This table represents effective 

t-EC for a t-ECId-ED code. The major contribution of the proposed scheme is that 

our encoding/decoding algorithms can be implemented with a simple and faster circuit 

structure 

In the preceding sections (i.e. in Sectzon 6.2 & 6.3), a new, generalised class of t -  

ECId-EDIAUED codes have been reported. The superiority of the codes is established 

by comparing it - with some similar type of popular codes. The  various properties 

exhibited bj- the aforesaid class of codes, have been utilized to  make the codes efficient 

and comparable to  the existing codes. However, one important property i.e. every code 
is of even-wezght, could not be utilized fully during construction of the codes. Nest 

n range 
d=2 

1-5 
6- 7 

8-10 
11-15 
16-21 
22-31 
32-42 
43-63 
64-85 

86-127 
128-170 

d=3 
1-6 
7-9 

10-13 
14-19 
20-26 
27-39 
40-53 
54-79 

80-106 
107-159 
160-213 

d=6 
1-10 

11-15 
16-21 
22-31 
32-42 
43-63 
64-85 

86-127 
128-170 
171-255 
256-341 

d=4 [ d=5 
1-7 

8-11 
12-15 
16-23 
24-31 
32-47 
48-63 
64-95 

96-127 
128-191 
192-255 

1-9 
10-13 
14-18 
19-27 
28-37 
38-55 
56-74 

75-111 
112-149 
150-223 
224-298 
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Table 6.6: Proposed 2-EC/d-EDIAUED Codes 

Table 6.7: Proposed 3-EC/d-EDIAUED Codes 

T*  

3 
4 
5 
6 
7 
8 
9 

10 
11 

1 :i 1 1 68-89 1 78-102 1 87-115 1 
77-95 90-111 103-127 116-143 

15 96-115 112-134 128-153 144-172 

-, 
n range 

t 

d=3 
1-7 
8-9 

10-11 
12-14 
15-19 
20-23 
24-28 
29-38 
39-47 

T * 

4 
5 
6 
7 
8 
9 

10 
11 
12 
3 , 
14 
15 
16 
17 
18 
19 

d=6 
1-10 

11-14 
15-17 
18-21 
22-28 
29-36 
37-43 
44-57 
58-71 
72-86 

d=4 
1-8 

9-11 
12-13 
14-17 
18-22 
23-27 
28-34 
35-45 
46-55 
56-67 

n range 

d=5 
1-9 

10-13 
14-15 
16-19 
20-25 
26-31 
32-38 
39-51 
52-63 
64-77 

d=4 
1-9 

10-11 
12-13 
14-15 
16-18 
19-22 
23-27 
28-31 
32-36 
37-45 , 
46-54 
55-63 
64-73 
74-91 

92-109 
110-127 

d=5 
1-10 

11-13 
14-15 
16-17 
18-21 
22-25 
26-31 
32-35 
36-41 
42-51 , 
52-61 
62-71 
72-82 

83-103 
104-123 
124-143 

58-68 
69-79 
80-91 

92-115 
116-137 
138-159 

64-75 
76-87 

88-100 
101-126 
127-151 
152-175 

d=6 
1- 11 

12-15 
16-17 
18-19 
20-23 
24-28 
29-35 
36-39 
40-46 
47-57 , 

d=7 
1-12 

13-16 
17-19 
20-21 
22-25 
26-31 
32-38 
39-43 
44-51 
52-63 
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Table 6.8: Proposed 4-ECId-EDIAUED Codes 

r* 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 

d=4 
1-11 

12-13 
14-15 
16-17 
18-19 
20-22 
23-26 
27-31 
32-35 
36-39 
40-44 
45-53 
54-62 
63-71 
72-79 
80-88 

89-106 

d=S 
1-12 

13-15 
16-17 
18-19 
20-21 
22-25 
26-29 
30-34 
35-39 
40-43 
44-49 
50-59 
60-69 
70-78 
79-87 
88-97 

98-117 

d=8 
1-15 

16-19 
20-23 
24-25 
26-27 
28-31 
32-38 
39-43 
44-51 
52-55 
56-63 
64-75 
76-87 
88-99 

100-111 
112-124 
125-150 

n range 
d=6 I d=7 
1-13 

14-17 
18-19 
20-21 
22-23 
24-27 
28-32 
33-37 
38-43 
44-47 
48-54 
55-65 
66-75 
76-85 
85-95 

96-106 
107-128 

1-14 
15-18 
19-21 
22-23 
24-25 
26-29 
30-35 
36-40 
41-47 
48-51 
52-59 
60-70 
71-81 
82-92 

93-103 
104-115 
116-139 
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section presents a new, specific class of codes, which is designed by full exploitation 

of such even-weight properties (i.e. by using odd-wezght-column matrix for the even- 

parity check) for the SEC (Single Error Correction) / DED (Double Error Detection) 

and AUED (All Unidirectional Error Detection) purposes. Such codes are very popular 

in commercial applications, (as stated in Section 6.1). 

6.4 Construction of Systematic SEC-DED-AUED 

Codes 

Let C denote a binary linear systematic (n,  k)  code with D(C) > 4 having parity-check- 

matrix H of odd weight column and C* be a systematic (n*, k )  SEC-DED-AUED code. 

For a codeword X E C ,  the codeword in the proposed SEC-DED-AUED systematic code 

C* have the following form 

x XlX2X3. .  . x,. 
In other words, each codeword of C* is formed by concatenating a codeword X of C with 

X I ,  X2, X3, + . . Xr* ,  where X,'s are check bits derived by using Berger's technique. The 

. appended check bits are used to  increase the crossover between two codeword. Tile pro- , 

posed SEC-DED-AUED code (i.e. C* ) is constructed from the SEC-DED code(i.e. C) 
by appending r* number of extra check bits. These r* check bits (i.e. X1X2X3 - . Xr.) 

are divided into groups of 2 bits. Only the last group (i.e. 1,) is one or two bits in width 

depending on r* odd or even. Each other -bit group has only two values either 11 or 

00 while '1,' can have values { 1, 0 ) or { 11, 10, 00 ) depending on T*  odd or even. 

The last group can be generated by using a combinational logic circuit. The procedure 

compute-code-size noted below operates on number of information and parity check bits 

(i.e.n) and gives number of appending bits (i.e. T * ) .  I t  also computes size information 

regarding the number of groups and the number of bits in 1, ( I< 1, 5 2). 

P r o c e d u r e  c o m p u t e - c o d e s i z e ( n ,  l,, n,, no-of-bits ) 

/* It takes input n, the number of bits in a codeword in C. */ 
/* It gives output 'codesize' tha t  are appended to the codeword in C to  form C*. */ 
/" output 'I,' gives number of bits in the last group. */ 
/* output '71,' gives the number of groups excepting the last one. */ 

begin 
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temp-t t 3; /* maximum number of different values that  last group of bits can have. */ 
temp t r(n+1)/21; 

n, t 0; 
while ( temp > temp-t ) 

begin 

n g t n g + l ;  
temp t {temp/2). ; 

end  ; 

1, t temp - 1 ; 

codesize t n ,  * 2 + 1, ; 

end;  

The procedure noted below generates the extra check bits i.e. X I X 2  . . . Xr-. It accepts 

the number of 1's of a codeword in C and other information like 'last' and 'ma>;' from 

the previous procedure as the input. 

P rocedure  compute-code( no-of-one, l,, n, ) 

/* It takes input no-of-one, the number of l ' s  W(S)  in the codeword X E C. */ 
/* Inputs '1,' and 'n,' are outputs of the Procedure compute-codesize. */ 
/* Array 'gvalue' gives output of the procedure, i.e. value of the appended T *  bits. */ 

begin 

for i = 0 t o  n, - 1 

int[i] t 0; 

/* The 'int' array is used to  store intermediate values of group of bits. */ 
no-of-one t [no_of_one/2] ; 

count t 0; 

shiftleft t no-of-one mod ( 2, + 1 ) ; 
/* input to circuit for generation of 2,. */ 
no-of-one t [no-of-one/(l,+l) J ; 
Convert-bin ( no-of-one, max, int); 

/* Convert 'no-of-one' to binary of 'max' bits and store in 'int' array. */ 
count t max-1 ; 

while ( count >= 0 ) 
begin 

if(int[count] = 1 ) 
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Table 6.10: Output of the procedure compute-code for r*=4 Si: 5 

gvalue[count++] t 00; 

else 

gvalue[count++] t 11; 

count t count - 1 ; 

end ; 
if ( 1, = 1) then 

if ( shiftleft = 1) then 

group[O] = 0; 

else 

group[O] = 1; 
else 

begin 

case shiftleft = 0 : group[O] = 11; 

case shiftleft = 1 : group[O] = 10; 

case shiftleft = 2 : group[Oj = 00; 

endcase 

endif 
end; 

Table 6.9 illustrates output of the Procedure compute-code for T*= 4 and 5 .  Table 
6.10 shows (12,4) SEC-DED-AUED codes generated by the proposed scheme. 

T*  =4 
number of 

1's in C 
0 
2 
4 
6 
8 
10 

T* =5 
X1X2 - - Xr- 

11 11 
11 10 
11 00 
00 11 
00 10 
00 00 

number of 
1's in C 

0 ' 
2 
4 
6 
8 
10 
12 
14 

XlX2 . . . X,. 

11 11 1 
11 11 0 
11 00 1 
11 00 0 
00 11 1 
00 11 0 
00 00 1 
00 00 0 
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Table 6.11: (12,4)SEGDED-AUED codes 

We now show that  the above procedure results in a SEC-DED-AUED codes C*. Let 

(X, X1, X2, - - Xrg)  and (Y, &, &, . . . Y,=) be two codewords in C* constructed using 
the above procedure. 

Lemma 6.3 : If X E Cz+k and Y f C,, 

case (a) if k=O then 

case (b)  if k=2 then 

case (c) if k 24 then 
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Proof 

Case (a) I f  k=O then X and Y are in the same set. Hence, X, and Y, are identical. So, 

N[~l,Y2,~~~Yr~),(X,,X2,~~-Xr~)]=o. 

Case (b) I f  k=2 then X and Y a r e  in  two consecutive sets. According to the Procedure 
compute-code, crossover between Y ,  and X ,  is greater than or equal to  one due to 
either a shift in last group o f  bit(s) or change o f  any other group o f  bits from 11 
to 00. 

i.e. W('Y1,Y2,...E.) 2 I +  W ( X 1 , X 2 , . . . X r . )  

Hence, N[(Y1, Y2,. . Yr.), ( X i ,  &, . . . X r * ) ]  2 1 

Case (c) I f  k 2 4 then X and Y are in different sets. According to  Procedure corn- 
pute-code, crossover between (Yl,  &, . . . Y,.) and ( X i ,  X 2 , .  . . Xr.) greater than or 
equal to  two, since there is change o f  bits from 'I 1 ' to  '00'for one or more groups(i.e. 
two or more crossovers). 

i.e. W(Yl,Y2, " . Y r . )  2 2 + W ( X 1 ,  X2,..-XI,.) 
Hence, N[(Yl , l /2 ,- . . l$ . ) ,  ( X 1 , X p , - - - X , . ) ]  2 2 

Theorem 6.7 : The code C* constructed using the procedure find-code is a SEC-DED- 
AUED code. 
Proof : As per the theorem 6.4, i t  is  only needed to show that 
V X * ,  Y* E C* I X *  f Y *  , then 

- N ( X * ,  Y * )  2 2 

Consider XE Ct+k and Y E  C,. Three different cases are to be considered- 

Case a) k=O 
from (1) and (7) , we obtain 
N(x*,-Y*) 2 N ( X ,  Y )  2 2 

1 Y , X )  2 2.  and N ( Y * , X * )  2 h (  

Case b)  k=2 
from (2) and (81, rrJe get, 
!\'(X*, Y * )  >_ hr(S, Y )  >_ 2 

and N(IJ* ,  X * )  = N ( Y ,  X )  + AT[(&, IT2,. . . I<-) ,  ( X I ,  X2,. . . x,.)] 2 1 + 1 

z .e .N(Y*,X*)  L 2. 
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Case c) k> 4 
from (3) and (9) we get, 

N(X* ,Y*)  > 2 

and N(Y*,  X*)  = N(Y, X )  + N[(Yl, Y2,. . Y,.), (Xi ,  X 2 , .  - .  Xr=)]  > 2 

The Proposed SEC-DED-AUED I m p l e m e n t a t i o n  : 

The Procedure 'compute-code' ensures tha t  encoding of information bits in one of the 

SEC-DED-AUED codes is straight forward and simple. The encoder consists of a single 

error correcting - - - -  &d - double - - - - .  error detecting parity check code encoder and a circuit for 
calculating the values of the check bits X1X2 . X,. . The values of r* check bits depend 
only on the number of 1's in X, W(X). Therefore, the circuit for generation of r* check 

bits accepts W(X) as the input. Berger code generator can be used to  compute W(X). 

The circuit to generate values of X1X2 . . Xir. can be implemented in two ways: 

I )  Faster Combina t iona l  Ci rcu i t -based  Implemen ta t ion  (Fig 6.3 & 6.4): 

-4s per the proposed encoding scheme the complexity in the circuit design de- 

pends on the value associated with the last group, i.e. 1,. In 6.3, the circuit for 

1, = 1 is presented. . . The LSB of JW(X')/ZJ is inverted to generate the last group 

of one bit, X,. . The other remaining bits of [T,Ti(X)/2J are similarly inverted to 

generate the remaining 2-bit groups. In 6.4, the circuit diagram for 1, = 2 is pre- 

sented. Here, a high speed M o d  3 divider circuit is used, which takes [ W ( X ) / 2 j  

as input. The remainder output-'R' is fed into a simple combinational logic circuit 

to generate the all possible 2-bit output (last group), i.e., X,--l and X,. . Every bit 

of the divider output quotient, i.e. Q is inverted to  generate the other remaining 

2-bit groups. 

11) ROM-based  I m p l e m e n t a t i o n  : Calculation of the values of X1X2 . . Xr- can 
also be implemented using a ROM (or a RAM) ~ h i c h  accepts the value of W(X) as 

address a i d  the contents of this address are the values of r'-bits. W ( X ) L  n ,  and 
so a ROh4 with n + 1 words will suffice. For a parity check code C with n=255,a 

ROh4 of 256 words is enough. From Table 6.11, it is clear that  the number of 

extra check bits is 13. Thus, a 256x 13 bit ROM is required. Except the last 

group, all other groups has a property that each of the bits in a group has same 

value, either 0 or 1. Therefore, instead of storing 2 bits, one can store 1 bit for each 

group in ROh6. Hence, word length of the ROhiI gets reduced significantly. Thus, 
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instead of 256x13 bit ROM, a 256x7  bit ROM is required. Further reduction can 

be obtained if one substitute the ROM with a PLA in order to  take into account 

the fact that many different ROM locations contam identical words. 

Figure 6.3: Faster Circuit block diagram with L9=1 

b~0;)/2J 
MSB LSB u----n---::-I - - - -  I I I I I I I I I I 

. . . . . . . . . . . . . . . . . . . .  

6.4.1 Error Detection/Correction Method 

- - - - - - - - - - - - - - -  

t 1 T 

Let, Q = A-S1X2X3 . . . Xr. be an error free codeword in the proposed SEC-DED-AUED 
code, 

Q' = X ' X ~ S ~ X ~ .  .A*:. be the received codeword and 

1 

1 

.u, X2 x,. .- s,- *- '\ * 
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Q" = X " X r X t  . X:. be the derived codeword from Q'. 

Step 1 : Compute the syndrome S of X' in the parity check code. If syndrome S 
have detectable symmetric error then write 'Detectable errors in codeword' and stop, 

else correct X' using the correction procedure in the parity check code obtaining X u  as 

the resulting word. Also, if there is no error in X' then take X" = X' as the resulting 

codeword. 

Step 2 : Compute the values of T*-bits which correspond to Xu..' So, Q" = 

X"XrXr  . . . X: . If D(Qt, Q") 51 then the word Q" is a correct codeword in C* and 

stop, else a detectable error (i.e.unidirectiona1) with multiplicity greater then one has 

occurred. 

Xl 3 &-sg  - 2  &+ 

Figure 6.4: Faster Circult block diagranl with Lg=2 
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Example 6.3 We consider the SEC-DED-AUED code of Example 6.1. The parity 

check matrix H corresponding to the generator matrix G is given by, 

consider the following codeword belonging to the above mentioned SEC-DED-AUED 

code 

a) Let us assume that  one symmetric error has occurred in the above codeword in 

position marked with A in the received word noted below. 

BJ- step 1 : \fie compute the syndrome S of X '  in the parity check code 

S = H.Xr  = [lO1lIT 

The weight of syndrome S is odd and it is equal to the second column of the parity check 

matrix H. -\Ye conclude tha t  a single error has occurred in the second position of St.  

The error is corrected and resulting word is X" = 1000 1101 

By step 2 : Tie consider the value of X: which corresponds to  X u .  Since, \V(S")  = 4 

we can find X': by procedure find-code as X: = 1100 

Then, 

Since, D(Q1, Q1') = 1, the word Q" is the correct word Q. 
b) Next, let us consider the occurrence of a symmetric error with multiplicity t~vo  in the 

same word Q. Let, the received word be 

B!- step 1 : We compute the syndrome S of X' in the parit]- check code 
s = H . X ~  = [ o o ~ i ] ~  
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Since, the weight of syndrome S is even and it is not equal to any column of H, so double 

error is detected in XI and hence in Q. 
Therefore, the error is only detectable. 

c )  Finally, we consider the occurrence of an unidirectional error with multiplicity greater 

than two in the same word Q. Let the received word be 

By step 1 : We compute the syndrome S of X' in the parity check code 

S = H.XV = [1101]= 

Since, the weight of syndrome S is odd and it is equal to the first column of the parity 

check matrix H, nre conclude that  a single error has occurred in first position of The 

error is corrected and the resulting word is 

X" = 00000000 

By step 2 : We compute the value of X: which corresponds to XI1. Since MT()o = 0, as 

per the Procedure compute-code, X: = 1111 

Then , 

Since, D(Q1, Q") = 4, we conclude that  only detectable'unidirectional error has occurred 

6.4.2 Experimental Results and Comparison with Existing 

Codes 

Experimental results and comparison with other codes (1.e. SEC-AUED codes) are tab- 

ulated In Tables 6.11, 6.12 & 6.13. Table 6.11 shows values of extra bits for different 

ranges of k. From a detail experimental study on different ranges of k, it is observed that  

only for higher values of k ,  the results cited in [Blaum89] may be better than ours. Fur- 

ther, the codes proposed in [Blaum89] is a SEC-AUED code and the encoding/decoding 

algoritllnls of (Blaum891 are more complex than those algorithms presented in this paper. 

Tllc nlajor advantage of the proposed scheme is that its encodingldecoding algorithm 

can be implemented with a simple and faster circuit. In case of ROM based irnplemen- 
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Table 6.12: Proposed SEGDED-AUED codes 

Table 6.13: Comparing the Results of [Niko186] and [Blaum89] with Table 6.11 

' k range 
4-6 

7-10 
11-17 
18-25 
26-40 
41-56 
57-87 

88-119 
120-186 
187-246 

tation, word-length of ROM for this scheme (tabulated in Table 6.13) is significant and 

n range 
8-11 

12-15 
16-23 
24-31 
32-47 
48-63 
64-95 

96-127 
128-195 
196-255 

k range 
8-10 

12-17 
19-25 
27-40 
42-56 
65-87 

88-119 

the reduction in word-length varies with k .  

r* (size) 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

6.5 Conclusion 

In this chapter, two efficient schemes have been introduced to construct t-ECld- 

ED/AUED and SEC-DED-AUED systematic codes respectively. The  major advantage 

of these codes are that they can be implemented with simple and faster hardware. In case 

of t-EC/d-ED/4UED, the detailed experimental study reveals tha t  the results noted in 

SEC-AUED 
codes 

SEC-DED-AUED 
codes 

proposed 

gain in 
extra check 

bits over given in [Nikol86] 
n range 

12-14 
17-22 
24-30 

- 33-46 
48-62 
72-94 

95-126 

given in [BlaumSS] 
r* 
6 
8 
8 

10 
10 
12 
12 

n range 
13-13 
18-23 
25-31 
34-47 
49-63 
73-95 

96-127 

n range 
12-14 
17-22 
24,30 
33-46 
48-62 
72-94 

95-126 

T *  

6 
7 
8 
8 
9 

10 
10 

r* 1 [Nikol86] 1 [Blaum89] 
5 
6 
7 
8 
9 

10 
11 

+1 
+2 

. +1 
+2 
+ I  
+2 
+l 

$1 
$1 
+1 

0 
0 
0 

- 1 
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Table 6.14: Reduction of ROM word length for the proposed code 

[NikolSl] are better than the proposed codes, only in a limited number of cases. However, 

for larger value of t ,  in the majority of cases, the proposed scheme needs lesser num- 

ber of check bits. Similarly, in case of the SEC-DED-AUED codes, from an eshaustive 

experimental study on different ranges of k, it has been observed that  only for higher 

values of k, the results noted in [BlaumSS] are better. Further, the encoding/decoding 

algorithms presented in both the schemes are simpler than most of the existing schemes. 

In case of ROM based implementation, both the schemes significantly reduce the R0h.I 

word-length. 

r* 
4 
5 
6 
7 
s 
9 

10 
11 
1 2  
13 

The study carried out so far and the schemes developed for authentication, data 

security and error correction/detection suggest that these could be applied appropriatel!. 

to several appl~cation areas such as distributed database applications, authenticated ke!- 

exchange, etc (as discussed in Chapter 1). Some of the areas where these schemes also 

could be applied successfully are image and multimedia database applications. Such 

investigations and applications might lead to enhancement of knowledge not only in 

the areas of authentication, da ta  security and error control coding, bu t  also to look 

into the factors such as : design of appropriate means for representations e.g. data 

model, systems' architecture etc. The  following chapters highlight the findings of such 

applications into the areas of hypermedia application development and image database 

systems design. 

ROM Word length (in bits) 
reqd. 

3 
3 
4 
4 
5 
5 
6 
6 
7 
7 

gain 
1 
2 
2 
3 
3 
4 
4 - 
3 - 
3 

G 



Chapter 7 

RMDM and Its Drawbacks 

7.1 Introduction 

The investigations reported in the previous chapters (Chapters 2,3,4,5 & 6) indicated 

that one of the major applications of authentications, da t a  security and error correc- 

tionldetection schemes is in multimedia database. Ho~vever, an integral and essential 

part of the multimedia database design is to model the real-world application donlain in 

a conceptual manner using a suitable data model. :\ da ta  model is an abstraction of a 

portion of real-~irorld situation. I t  is a group of concepts tha t  help us to  specify the struc- 

ture of a database and a set of associated operations for specifying retrieval and updates 

on the database [Hughegl]. Basically, one can have two types of data  models : high 

level or conceptual or object-based data  model, and loiv-level or physical or record-based 

data model. High level da t a  models e.g. E-R model [Chen76] provides concepts that are 

close to the n7ay many useis perceive data, and it uses the concepts such as entities, at- 

tributes and relationships. Whereas, low-level data models e.g. Relational, Hierarchical 

or Net~vork data  models provide concepts that describe the detail of how da ta  is stored in 

the computer. E R  model is popular and often used in representing database schema for 

any business and industrial database applications. Ho~vever, with the enormous growth 

of database technology and in the contest of several special database applications, such 

as C-4D/CAM, Cartographic, Geological, hypertext & hypermedia applications, it has 

been observed tha t  E-R model is not sufficient enough to model their comples object- 

types and association patterns, in a conceptual manner. In this background, several 

other semantical da t a  models, including the Object-Oriented and Functional data mod- 

els have been proposed to meet those complex modelling requirements. However, from 
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the experience i t  is felt that  in the context of the hypermedia applications, which bear 

a peculiar behaviour, particularly from the navigational aspects, their modelling re- 

quirements demand a separate class of da ta  models, \vhich may be capable enough in 

modelling these complex navigational patterns for any scale of hypertext/hypermedia 

applications in a conceptual manner. RMDM (Relationship Management Data Model) 

[Isakur95] is one, which belongs t o  this class of data  models and has been proposed for 

a class of hypermedia applications exhibiting regular and static structure and which 

require frequent updating due t o  i ts volatile nature of data. Apart from RMDM, several 

other data models for hypertext/hypermedia systems also have been proposed in this 

regards. Next subsection presents a brief revie~v of the existing data  models. 

7.1.1 Reviewing Hypermedia 

The terms "hypertext" and "hypermedia" are often used quite interchangeably. Hyper- 

test in the strict sense only applies to  text-based systems; hypermedia is slmply the 

estensi'on of hypertext to include multimedia data.  The invention of both the terms 

is credited to Ted Nelson in 1965. Nelson presented a vision of the type  of knolrrledge 

management environment that  hyperkext.can help to support. The inspirations behind 

his ideas were due to V. Bush and D. Englebart. Bush proposed a theoretical design 

for a system, which he called as Memex (Memory Estender) that  is known as a liy- 
pertext system. Douglas Englebart is credited with the invention of ~vord processing, 

screen windows and the mouse and thus inspiring the developments in graphical user 

interfaces tha t  have taken place over the last twenty years. By the end of the 1980s) 

the state of the ar t  in hypertext systems nras best represented by intermedia, but the 

research community had recognized the need for a hypertext reference 'model for some 

while [\Vendy96]. Campbell and ~ o o d m a n  [Cmpb188] suggested a three layered model 

for hypertest systems essentially consists of the presentation level (user interface), the 

hypertext abstract machine (HAM) level (nodes and lznks) and the database level (stor- 

age, shared data ,  network access etc.). The HAM was used by both the Neptune and 

C.4D systems [Desle86] and the dynamic design [BiglwSS] for providing the hypertest 

object layers. In December 1989, in the hypertext standardization workshop, conducted 

bj. NIST (National Instt  of Standard and Technologj.), several new models were pro- 

posed. The standard tha t  emerged was Dexter reference model ( [HalasSO, Halas94l). 

This model attempted to  capture the important abstractions found in a range of hy- 
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pertext systems that existed a t  the time, such as Augmented, Intermedia, Hypercard, 

Hyperties, KMS, Neptune and Notecards, Sun's Link Service [Pear1891 etc. Like the 

HAM model, the Dester model divides the hypertext systems into three layers. The 

runtime layer contains the basic hypertext functionality, the storage layer contains the 

network of link and nodes specifications that  represent the structure of the particular hy- 

pertext. The within component layer is the content of the particular component, node, 

document or frame. Dester sensibly made no attempt to  model the structure of the 

component leaving this to other modelling tools such as ODA [WendygG]. Gronbaek 

and Trigg [Grnbk92] criticized Dexter model and they pointed out t ha t  : (i) It  should 

not possible with Dexter to create dangling links made for restrictive interfaces to link 

creation and addition; (ii) these are multiple orthogonal concepts directionality of links 

(such as the directionality of a 'supports' typed link and the direction of traversal) ; (iii) 

it is necessary to  extend the Dexter model to support the long term transaction, locking 

and event notification so that  a co-operative hypermedia systems could be designed. 

Legett and Schnase [Leget94] point to the shortcomings of using Dexter as an in- 

terchange standard, particularly its incomplete specifications of multi-headed links, the 

problem with a dangling link creation when importing partial hypermedia and the failure 

of the model to  distinguish between separate webs as implemented in Intermedia. They 

also point out that  the model has no concept of the semantics of arrival and departure 

when follo~ving links and that  the notion of the composites and their consihencies is 

complete, as also has been noted'by others [Grnbk92]. They suggested that  anchors 

belonging the link services domain rather than within the applications (or components) 

domains. 

A further problem of the Dexter model is that it contains no specifications of how to 

deal with temporal event specifications, ~vhich is well covered by the Hytlme standards 

(IVendy961, and partly for this reason it is probable that Hytime will be seen as a more 

complete hypertext interchange standard. In October, 1992 and in iovember 1993, two 

other \vorkshops held with the motivations behind that  the current generations of hyper- 
' 

media systems would not scale to  deal with very large information. Repositories such as 

those that would be found in digital libraries and the purpose was t o  separate the area 

of the research that  concentrates on hypermedia systems implementation issues from 
other issues, such as user interfacesm, evaluations and usability studies. The  area of 
concentrations were : models and architectures, node. link and structure management, 

version control, concurrency control, transaction management and notification control. 
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As an outcome, i t  was considered hypermedia systems architecture t o  consist of three 

layers : storage ( that  provides persistent storage for the data model abstractions (nodes, 

links, anchors, contexts, etc.)), hyperbase (that provides the hypermedia da ta  model to 

the application) and application layer (contains typical applications such as text and 

graphics editors, mail tools and multimedia presentation tools). However, there was 

a .majority agreement tha t  the Dexter model could not provide the flexibility or rich- 

ness required by the hypermedia community. In this background, several other systems 

have been evolved, such as : GMD-IPSI's CHS and Cover [Schut90], SP3  and HB2 

[Leget94, Kacmr91, SchnsSSa], ABC and DGS [Shklf93, Smithgl], Hyperform [MTii192], 

DHM [~rnbk92] ,  DHT [No1191], HB3 [Schns93b], Trellis [StotsSg], HDM [Garzo93a], 

HDM2 [Garzo93b], Rh4DM [Isakw95] etc. HDM [Garzo93a] is appropriate for describ- 

ing the structure of the application domain and HDM? [Garzo93b] is a successor of it. 

HDM and HDM2, both describe representation schemes but provide little information 

on the procedures for using these representations in the design process; tha t  is they do 

not describe a hypermedia design and development methodology. RMM [Isak\i795] is 

an extension work of [Balas94], which focus on developing a graphical representation 

based step-by-step procedure for hypermedia design and development. Rh4M describes 

RMDlI as an application da t a  model which is the cornerstone of Rh4h4 methodology. 

The objective of the Rh4DM techniques is t o  represent data  a t  a higher level .of ab- 

straction. It  is basically an  extension of the popular object-based E R  model where 

the navigation approach is based on the HDI\/I and its successor, HDh42. The  extended 

part of E R  modelling is very well defined and a strong set of modelling notations is 

provided. To study RMDM, several specific application domains have been selected for 

implementation. I t  has been observed that Rh4DkI is not exactly fulfilling the imple- 

mentarion of some of those complex application domains. This chapter projects one of 

such applications where RMDM fails to  express some of the situations conceptually. To 

overcome these drawbacks, some remedial suggestions have been put forth, which ulti- 

mately indicates towards extension of the present Rh4Dh4. The implementation results 

based on the extended RMDM also ha1.e been reported in this chapter. Nest section 

discusses an esample multimedia application to study the RhIDM. 
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Multimedia Example : A Real Life Ecosystem 

Several specific hypermedia application domains were chosen to  investigate the espres- 

siveness of RMDM. One of such applications is a real-life Ecosystem from Keoladeo 

National Park, Rajasthan, India [Shuk196]. A common nature of any ecosystem is 

that they undergo succession and aging process accompanied by significant changes in 

their structure and function. This natural process of succession could be accelerated by 

unusual changes in the environment due to  which some of the species may die out or 

eliminated from the habitat. I t  leads to uncontrolled growth rate of a certain harmful 

species tha t  had been otherwise kept in check by eliminated species. In the aquatic 

environment, a typical example of growth rate of noxious meeds (Eichhornia, Salvinia), 

which is harmful to  other species, has been pointed out by many investigators [Salim86] 

Similar situations also exist in the wetland area of Keoladeo National Park, a t  Bhatarat- 

pur (Rajasthan) in India where habitat is degrading due to uncontrolled growth of some 

wild grasses such as Paspalum Distichum. This leads to decrease in the grolvth rates 

of other valuable species (e.g. migration of Siberian Cranes, other birds, etc) ~vhich 

are unable to compete. To control the situation, it becomes very important for the 

ecologists to collect, store and present realistically - an up-to-date statistic of the huge 

number of valuable Species, Vegetations and other Ecological entities - their attributes 

and features, such that  necessary preventive measures ma!. be taken. Thus,, it could be 

an ideal multimedia application to  study the proposed RhlIDM da ta  model. Besides, the 

other reasons behind the selection of this case for illustration are : 

R1 It  has numerous classes and sub-classes of entities, definable relations which exhibit 

a regular structure. 

R2 It  requires regular updating. 

R3 It  includes some recursive structure-based, generalized entities. 

Modelling the Ecosystem using RMDM 

RhIDM is a hypermedia application data  model that  provides a language for descrlb- 

ing the information objects and the navigation mechanisms of any regular and static 
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structure-based hypermedia application. To model the information about  the appli- 

cation domain, RMDM provides three types of primitives: E-R, RMD (Relationship 

Management Domain) and Access domain  primitives. To represent and describe the 

physical or abstract ecological objects, e.g. species, vegetation etc. and their attributes 

as well as their associations among the entity types- the E-R domain primitives can be 

used. .Among the large set of attributes associated with an entity, for natural and prac- 

tical representation, this model suggests to slice those attributes into several meaningful 

logical groups, which are here termed as RMDM Slzces. To access those slices, the Rh4D 

domain primitives are provided. To navigate through and access the slices, Rh4DhlI 

supports six types of access primitives, such as : unzdzrectzonal link, bz-directzonal link, 

groupzng, condztional-indexed, condztzonal guided and conditional indexed guided tour. 

The appropriateness of the use of these primitives is based on the type of attributes 

associated with the Rh4DM slices, its uniqueness and dependencies among the other 

attributes. Unless mentioned otherwise, the notations used in this chapter are identical 

to (Isakrv95J. 

Grmnged-by(VS,MM) Aff-gr-of(VG,VS) 

Controls-Gr-of (AtM, VG) 

\ Gr-Contr-by (VG, Alhl) 1 

Figure 7.1: A Partial RMDM Diagram for the Ecological Application 

Fzgure 7.1 shows a partial RMDh4 diagram of the concerned ecological application. 

It  represents the navigation mechanism from the hypermedia users' point of view in 

the concerned domain. In the diagram, for simplicity and to avoid cluttering, slices of 

each entity are not included, only the ke!. attributes are shown. Accesses to  various 

entities are provided via the access primitives selected to  associate the slices. For es- 

ample, to access the large collections of uniquely addressable V S  (Valuable Species), a 
conditional indexed-guided-tour is made possible with predicate u,f fects-gr-of(VG,VS) 

from V G  (Vegetation) entity as shown in Fzyul-e 7.1. Similarly, the reciprocal index 
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gr-aflected-by (VS,VG) accessible from VS is of type conditional guided. These t~vo  

indlces are representing a many-many relationship. Similarly, from the VS there will 

be accesses of type conditional indexed tour t o  the entity MM (Management Method) 

with the predicate gr-mnged-by (VS,  MM) and through this access, the users can de- 

tect the suitable method(s) for management of the species. Appropriateness of an  access 

primitive to a specific entity type entirely depends upon the nature of entity type and 

their associated attribute slices. To access the management method details, from the 

main menu (the grouping mechanism on the top of the figure) conditional indexed tour 

is provided and accordingly, to  access the set of vegetation affecting the growth of thp 

valuable species, conditional guided tour has been found to be suitable. 

The user will navigate the application through the various entzty-slzce-heads (i.e. a 

distinguished slice used as a 'default' to  anchor links coming into the entity). -4ccess to 

and presentation of the entity domain entirely depends on how slices are designed and 

organized into a hypertext network. In Figure 7.2, slices of the species entity are sho~vn. 

Numeric Codes (appesing in the subsequent figures) associated with the directed edge 

represent various types of associations between the connecting attribute slices. 

Figure 7.2: Slice Diagram for 'Speczes' Entity 

Fzgure 7.3 shows the E R  diagram (an abstract representation with presenting the 

attributes) for the Ecological application. The various entities such as, Limnology (LM), 
Physical Environment (PE), Valuable Species (VS):  h~lanagement Method (MM) and 

Vegetation ( V G )  are shown in rectangles. The relationship bears, possesses, managed-by, 



CH.4PTER 7. .4PPLIC.4TIO!\r OF RA/lDA6.4i\'D ITS DR,4MiB.J CIiS 

1 : bears (PE, LM),  2 :possesses (PE, VS) 3 : possrsses (PE, VG) 
4 : managed-by (PE, MM) 5 : s u p p g - o f  (LM, VS) 6 : results (LM, MWI) 
7 : controls_gr_of (LM, VG) 8 : is-u-result-of (hlM, LRI) 9 : eflectivc-to (RIM, VS) 

10 : concerns-to ( M M ,  P E )  11 : cor~trols (MR.1, V G )  12 : can-corttr-bjl (VG,MM) 
13 : gr-contr-by (VG, LRI) 11 : affects-gcof ( V G  VS) 15 : gr-affected-by (VS, VG) 
16 : nrattaged-bj~ O7S, M M )  17 : fourrd-irt (VS, PE) 

Figure 7.3: ER Diagram for the Ecosystem, I(eo1adeo National Parli 

supp-gr-of, results, and so on, are shown b!- directed line 

I11 r11e contest of the above application domain- it. has been found that the proposed 

RhlrDkI fails to espress soine of the situatio~ls conceptually. To model those situations, 

either, sonle estra identifications (for entities) ha,ve to be introduced or some relation- 

ships that are not relevant to the concerned domain have to be made, ~vhich ultimately 

results in overspeczficatzon [Hofst93]:' The three main dra~vbacks that. Rl\/lDM suffers 

from : firstly, the application domain has numerous additional sub-groupings of' its 

entities that are meaningful and need to be represented explicitly because of their sig- 

nificance to the concerned application. The present. Rh/IDI\/I does not provide sufficient 

modelling constructs to model the situation in an adequate manner; secondly, the con- 

cerned domain includes some complex object-types. which are composed of according 

to some specific recursive rules and to  model these recursively composed objects special 

modelling constructs are essential. However, the present Rh'lDM does not provide an\; 

scope to   nod el these objects naturally; thzrdly; a major step in RMDM modelling is 

to slice each entity based on the logical relationships exist aniong the attribut,es of' it. 

Howc~.er, it clocs not provide any guidelines, ho~v t,o llarldle composite entity-based ple- 

senta.tions (i.e presentations wit11 multiple slices from diff'erent entities) as also detected 
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in [Balas95]. Thus the drawbacks of RMDM can be summerised as  

Dl Lack of modelling capabilities t o  naturally model those objects tha t  have many 

subtypes defined according to some specific Subtype Defining Rules. 

D2 Lack of powerful constructs to model those comples objects constructed based on 

some specific rules of recursive nature, such as multimedia document (On line 

documentation is one of the important aspects of any multimedia application de- 

velopment). 

D3 Lack of modelling guidelines to represent composzte slzces combined from slices of 

different entities. 

Next section discusses some of the necessary remedial measures to  be taken against these 

drawbacks in details. 

7.4 Modifications in the RMDM 

The concerned application domain has numerous additional sub-groupings of i ts entities 

that  are meaningful and need to be represented explicitly because of their significance. 

For esample, the entity 'speczes' has numerous collections of sub-classes a s  sho~vn in 

the Fzgure 7.4 and sometimes, it is necessary for some instances of sub-classes to be 

navigated through their certain slices ~ n l y .  Thus, in other words, in case of some special 

entities, the navigation mechanisms are governed by some specific Subtype Defining 

Rules [Bomel91]. But  with the present RMDM modelling constructs, i t  is difficult to 

model such situations conceptually. Appropriate utilization of specialization concept 

( a s  an analogous presentation found in the extension of NIAI\/I model [Hofst93]) with 
additional modelling notations for it, can solve this problem. 

7.4.1 Modelling with Specialization 

In case of those speclfic instances of an object type belonging to a huge subtype hierarchy, 
when only some particular slices have to  be navigated- t o  avoid 'loss in hyperspace' as 

well as violation of the 'conceptualization principle', it is very essential to  organize the 
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Benthic Fauna Aquatic Birds Purple 

Tortoise Heronry 

Macrc-Invertebrate 

<Grey 
Resldent Ducks 

Terrestrial Insects Herbivors Sarus 

Spiders Carnivors Raptors iberian 

I Ridlids 

Figure 7.4: Subgroup Collections of 'Speczes ' Entity 

objects as per the subtype defining rules. The axzoms relevant to i t  have been reproduced 

here, from [Hofst93] for the clear understanding of the concept: 

S1. Specialization is a partial order (asymmetric and transitive) concept, which prevents 

occurrences of cycles in the structure. (Axzoms (2'3)). 

S2. Only atomic o b ~ e c t  types can occur as-subtypes and each subtype inherit their 

identification from their pater familiasl. (Axioms (4,s)). 

S3. Subtype hierarchies for label types and entity types do not interfere (Axzom (6)), 

where, label types are speciesindes, name, etc. of entity type species. 

Figure 7.3: A Specialisation Hierarchy from the Ecological Domain 

'A specialization hierarchy is in fact not a hierarchy in the strict sense, but an acyclic directed graph 
with a unique top. The top is referred t o  as the 'pater famalias' 
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Figure 7.5 shows an application of specialization. In this figure, the dotted directed 

edge is representing the specialization relationship. Properties in a specialization hierar- 

chy are inherited 'downward' (refer S1) e.g. Aquatic subclass inherits their identification 

from Ornithology, but the reverse is not true (refer S1)  and each of these subtypes is not 

interfering (refer S3) .  Thus, during RMDM modelling, applying the concept of Special- 

ization and by utilizing the Subtype defining Rules [BomelSl], the first drawback could 

be overcome. 

The second drawback mainly related with some entities that are complex in nature due 

to their nested composition structure. One such entity very common to  any hypermedia 

database application is multzmedia document (not covered in the Figure 7.1 & 7.3), 

which has its own layout structure. The  layout structure of a document precisely defines 

where information is to  appear on a plane surface when displayed on a terminal or 

printed on paper and also organizes i t  to aid in understanding. Document structure is 
most often expressed in terms of the abstract objects, hierarchical links between them, 

ordered and unordered objects and shared components. One can describe and represent 

this organization graphically by using a tree structure. For the sake of understanding, 

a systematic representation (layout structure) of a multimedia document analogous to 

one reported in [I<armc96] has been reproduced in Fzgure 7.6. 

Section 1 Section 2 Sect~on 3 Section 4 Sect~on 5 

M u l t ~ m e d ~ a  Doc 

Sound PargrpHmage pargrpI Shape Paragr Shape 

Title : 
Authos : 
Index 
Date Created 
Last Modified : 

Paragr Shape Pargrph Shape 

chars 

Figure 7.6: A Partial layout structure of the Multimedia Document 
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Current research on document representations are carried out  in two areas : one 

focusing on passzve documents; the other on actzve documents. In passzve documents, 

the author integrates continuous media simply by representing them in a static visual 

form, later activated by the user. For example, the static visual form of a video sequence 

is a frame and the static visual form of audio is an icon. These can be embedded into 

traditional document type (i.e. those containing only static media type) and are played 

only upon user activation. In case of actzve document - since i t  requires to  integrate 

the continuous media in the document itself, each media item has to be treated as an 

object to be presented in time for a duration. Basically, the structure of such multimedia 

document provides a set of rules for creation, manipulation and representation of this 

logical tree-shaped structure. As stated in [Karmc96], representing such document 

structure in terms of levels of hierarchies of abstract objects, has several purposes : 

o to facilitate integration of diverse media types 

o to organize the document so tha t  one can easily understand and manipulate it. 

o to permit advanced queries based on attribute values and object types etc. 

In general, such entities are modelled according to some specific rules. To model 

such entity with the present RMDM, it requires some additional modelling constructs 

with appropriate utilization of generalzzatzon concept. The next section describes the 

modelling of complex nested structure using generalization concept. 

7.4.2 Modelling with Generalization 

Generalization is a mechanism that  allows for the creation of new object types by uniting 

existing object types. The following axzoms and lemmas [Hofst93] provide the basis of 

generalization : 

G1 Generalization is a partial order (asymmetric and transitive) concept, which pre- 

vents occurrences of cycles in the structure. (Axzoms (7,8)). 

G2 Only atomic object types can participate in generalization and each generalized 

object type requires the identification from its instances (Axzoms (9,lO)). 
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G3 If a is a generalization of ,f3 or P is a generalization of y then cu is not a specialization 

of 0, i.e., cu Gen p v ,f3 Gen y + 10 Spec ,B . 

Thus, during construction of the 'hypertext network' with the present RMDM, by a p  

propriate utilization of the aforesaid axzoms and lemmas, one can easily overcome the 

second drawback. In Figure 7.7, the modelling of multimedia document based on gen- 

eralization concept has been depicted. Here, the generalized object-type document is 

covered by its abstract object types :title(i.e. stream of characters), Section (i.e. stream 

of characters), Audzo type (i.e. icon), Raster Graphics(i.e. cluster of pixels) and Geo- 

metric graphics(i.e. shape definitions), which are atomic object types in nature and the 

document type borrows the identifications from these atomic object types (refer G2). 

In generalization, each generalized object is covered by its constituent object types or 

specifiers. Hence, a decision criterion as in the case of specialization (the subtype defin- 

ing rule) is not necessary. Furthermore, properties in a generalization hierarchy are 

inherited 'upward', but the reverse is not possible, i.e. properbies of Sectzon will not be 

inherited from Document (refer GI )  which is the case of specialization. Finally, Section 

is a Generalization of Characters and a t  the same time Sectzon is a Specialization of 

Document, but  Character is not a Specialization of Document (refer G3).  In most of 

the data models, i t  is seen tha t  generalization is treated as an inverse of specialization. 

However, it is contradictory, as they are originating from two different axioms in set the- 

ory and they have a different expressive power. For the sake of validity, an illustration 

is given in in Fzgures 7.8 & 7.9. 

Samples m 
Figure 7.7: Modelling Multimedia Document using Generalisation 
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Figure 7.8: Specialisation instead of Generalisation 

Species 
Mammal Index 

Figure 7.9: Modelling using Generalisation 

Consider, a navigation problem for listing all female Species, in the concerned Eco- 

logical domain. A Species is either an instance or set of instances of Ornithologj~ or 

Mammals. An instance of Ornithology is identified by an 'Ornithology Index', whereas, 

a Adamma1 is identified as a 'Mammal Index'. In this case, Species is the generalization of 

Ornithologies and Mammals. Specjes have attributes 'Gender' and each of its instances 

has attributes 'Habit-Utlzn', 'BreedBio' and 'Index'. With the present RMDM, based 

on the 'specialization' concept such a situation could be modelled as shown in Figure 

7.6, where, the dashed directed line represents the specialization relationship and the 

oval shapes are used to represent the attributes associated with each entity. But, such 

a modelling results in overspeczficatzon, due to  the following reasons: 

It  introduces an extra attribute 'Species Indes' to identify the Species. 

Differentiating both the types of Species instances as total and disjunct, it neces- 

sitates a special attribute 'Type', to determine the type of the Species. 

However, this situation could be modelled in an appropriate manner by utilizing the 

'generalization' concept (as shown in Figure 7.9). In the figure, the directed solid lines 



7.4. MODIFICATIOATS IAT THE RMDM 

are used to represent the generalization relationship and the double-outlined rectangle 

is used to  represent the 'entities of 'generalized type'. As Species inherits their iden- 

tification from its sub-species, such as, Ornithologies and Mammals (refer G2) and as 

these instances are expressed as total and disjunct (as per the 'Generalization rule'), 

both of the attributes 'Species Index' and 'Type' are no longer required. Hence, in some 

specific cases, instead of specialization, only the generalization concept is applicable and 

appropriate. 

The third drawback deals with modelling of multiple slices from different enti~ies 

to  be appeared in the same window. In most of the hypermedia applications, it is 

often necessary to compose multimedia scenes based on multiple slices (possibly with 

mznimized information) from different entities. Such slices with minimized attributes 

(referred here as 'representative slice') may be used as an 'ivindo~v' to the corresponding 

head-slice for accessing the entity detail. Similarly, considering the all slices from different 

entities composing a multimedia scene may togetherly be defined as a 'composzte slzce' 

for better organizing the 'hypertext network'. However, the present RMDM does not 

provide any guidelines - ho\v to handle such situations. As such, these two additional 

slices (i.e representative & composite slices) have been introduced in the present RMDS\/I 

to model any complex navigation pattern in a better manner. The composite slice used 

in the extended RMDM is analogous to  the 'cross-entity'slice found in [Balasgj]. The 

representative slice is defined to be the summarized attribute information, t o  represent all 

the slices of an entity. Thus apart from the 'head slice', the modified RMDM includes one 

more additional slice for each entity to  be used as an anchor to help in determining the 

appropriate of information to be displayed and hence by increasing the local coherence. 

For the verification as well as for validation of the extended RMDM, a prototype Mul- 

timedia Information System (h4MIS) has been developed based on this model as well as 

the MMIS architecture reported in [Bhatt96b]. A brief overview of the implementations 

is reported in the next section. 
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7.5 Overview of the Extended-RMDM Implementa- 

tion 

A prototype software has been developed based on the extended RMDM, and imple- 

mented in HTML and Visual Studio Platform. A partial view of the high level access 

structure mechanism utilized in the proposed software is reported in Fzgure 7.10. -4c- 

cess Structures are designed by grouping the items according to  their nature and types 
of interest. Basically, the hypermedia end-users can select any of the six menu options 

to access the application database. In case of Species entity, accesses are organized 

into further subgroups according to  the 'Index' and 'group type' associated with each 

instance of the Species as well as the 'name' and 'habitat type' attached with each 

Species. Similarly, also in case of the large set of Vegetations, sub-menu structures are 

provided. 
MAIN hIEh'U 

Mngmnr Method Macro 

Invcrtcbrarc. 

Condgtnon-l Index-Guhdcd Cond11non.l Guaded Condl1uon.l Index Croupnns 
-C D 

Figure 7.10: Partial view of the High Level Access Structure Mechanism 

The HTML implementation shows the hypermedia presentation of the material col- 

lected in the Keoladeo National Park Project [SalimSG]. This collection includes textual, 

g~aphical and image da ta  about the species, vegetations, limnological and environmental 
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statistics etc. The application is intended to  present the material of the project in two 

modes : contextual reference based and graphical RMDM based. Figure 7.11 shours the 

introductory screen, also serves as the main-menu, where user has a choice of viewing 

the materials- topic wise either from the textual content (by selecting any anchor) or 

from the graphical presentation (as shown in the upper-right corner, where each entity or 

relationship box serves as an  anchor). Each screen may contain references t o  documents 

and photographs that  are part  of collections. For instance, by clicking on the contextual 

topic 'Ornithology', one can find out more information about the species belong to  the 

'Ornithology class', about their population, habitat-utilization, breeding biology, etc. 

Figure 7.12 shows information about the Siberian crane. Clicking on the photograph of 

the crane, a larger view can be obtained; in the textual part, the brightened word gives 

contextual information regarding the population, breeding biology, Food and feeding 

habitats, etc. 

Conclusions 

In this chapter, a hypermedia application da ta  model, called RMDM has been studied 

and analyzed in the context of a real-life ecological application. From the analysis, i t  has 

been found that the above model fails to  express some of the situations of the concerned 

application domain conceptually. This chapter projects the drawbacks of the Rh4DM 

and subsequently, the necessary remedial measures have also been suggested. With the 

proposed remedies, the present RMDM has been extended and the extensions are vali- 

dated by several example hypermedia domains. A prototype software for the Keoladeo 

National Park, Rajasthan, India, has also been developed based on the extended RMDM 

and it has produced satisfactory results 

With the tremendous growth of multimedia technology, image and video databases 

have consequently become the central component of many future applications. The 

efficiency of an image or video database system mainly depends on its performance in 

answering the queries. To handle the complex queries over the large repository of image 

or video databases, a suitable and user-friendly database system architecture is essential. 

The  nest chapter presents a new image database systems architecture \vhich would cover 

a wide variety of applications. 
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F~gure  7 11 RMM based prototype implementation of Iieoladeo Park 

Flgule 7 12 A screen showing ~nformatio~l  about Slberlan Crane 



Chapter 8 

Image Database System 

Architecture. 

8.1 Introduction 

The advances in multimedia technology (as reported in Chapter  7) basically centers 

around new ways to  store, retrieve as well as transmit digital information. Conse- 

quently, image and video databases have become the central component of many future 

applications. An appropriate image database system (IDS) architecture would aid in 

providing convenient and efficient access to the data  contained in an image database. 

Information relevant to  an image application, may need to  be stored in multiple 

formats. Answering a user-query typically requires handling of such information in 

multiple forms and representations. Correlating these information a t  the physical level 

by pre-analysis is not an attractive option. For esample, there could be thousands 

of images, and each image can have several 'objects of interest', thus during query 

processing, retrievals and matching of all these objects a t  the physical level would be 

very time consuming and un-rewarding process. Therefore, i t  is believed that to  support 

the quicker query processing activities, it is quite necessary t o  represent as well as 

process the digital data  in a semant ic  level (referred here as metada ta ) .  However, in 

general humans are more capable of abstracting information efficiently from images, 

displa!.ed on the computer. This enables them to correlate and match information of a 

queried object a t  a higher semantzc level with the stored objects' representations such as 

the symbolic representation of data  in structured databases. This semantical correlation 
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and matching of information in an efficient manner, across various representations is 

1aci;ing in the current IDS architectures and has been characterized as  a "semantic 

bottleneck" [Subra96]. To overcome this limitation, this chapter introduces a three- 

layered metadata-based IDS architecture, which rather than processing the complex 

quories a t  the 'physical level', prefers to  handle it a t  the 'logical' or meta-level for more 

economic and quicker responses. For the sake of validity, the various implementation 

issues of the proposed architecture in the context of a museum-cum-archival application 

has also been reported in this chapter. The next Section reports a brief review of the 

existing image retrieval systems and metadata based architectures. 

8 . 1  Reviewing the Image Database Systems 

There is a multitude of application areas that consider image retrieval as a principal 

activity [Gudv96]. Tamura and l'okoya provide a survey of image database syste~ns tha t  

were in practice around the early 1980s [TamurS4]. Chock also provides a survey and 

comparison of functionality of several image database systems for geographic applications 

[Gudv96]. Recently, Grosky and Adehrotra [GroskSs, Grosk921 and Chang and Hsu 

[Chang92] discuss the recent advances, perspectives and future research directions in 

image database systems. More recently, [Gudv95] provides a comprehensive s&ey and 

relative assessment of Picture Retrieval Systems. The survey reveals tha t  to  support 

quicker query processing activities, i t  is essential to represent as well as process the 

digital data  in a metadata-level, which ~vould enable the users for better correlation and 

matching of information of a queried object. However, from the perspective of query 

solving, in a metadata based architecture, the metadata should be capable enough for 

representing the contents of the image da t a  in an appropriate manner. Semantics of an 

image and its objects include both the "meaning" and "use" of a n  object [Kashp96]. 

The metadata level represents the level a t  which the information from the various media 

formats shall be viewed and compared. Some of the significant recent work in developing 

metadata for digital media can be found in [SubraOB, Klaus941. Bohm and Rakow 

have provided a classification of metadata in the context of multimedia documents. 

Jain and Hampapur have characterized video metadata and its usage for content-based 

processing. Kiyoki e t  al. have used metadata to provide associate-search of images for 

a set of user-given key~vords. Anderson and Stonebraker have developed a metadata 

scheme for management of satellite images. Grosky et al. have discussed a data  model 
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for modelling and indexing metadata and to provide the definition of higher abstraction. 

However, the level of abstraction a t  which the content of the images is captured and 

represented, is very important. 

From the survey, it appears that in the context of the diverse application areas, 

the characteristics of most of the existing image database systems have essentially been 
evolving from domain specific considerations, and hence, a very little consensus exists 

among these systems. It  is strongly felt that there is a lack of a standard IDS architecture, 

which would be 'easy to use' and would cover a wide variety of applications. The next 

Section describes the design of the proposed metadata'based three-layered architecture. 

Image Database System (IDS) Architecture 

-77, 

j.11 S J S ~  important characteristics of an Image Database System are : 

e it supports image data which are conceptually semi-structured in nature. The 

semantics of an image entity is -a function of the semantics of its components; 

it supports multiple user views, and 

o each image entity possesses basically two types of attributes and relationships : 

content-based and content-independent, where the content-based attributes and 

relationships are required to undergo appropriate decoding procedures, whereas 

the others do not 

To enable the users for better handling of the complex, storage-intensive image data 
pertaining to an IDS, the designer is to emphasize two aspects : the extraction of 

content-based and text-based features for each image and its logical components; and 
secondly the generation of metadata from the extracted 'raw' features. For the purpose 

of feature-extraction and for better representation of the visual semantics in a conceptual 

manner, it introduces a data model, referred here as Visual Semantic Model (VSM). Next 

subsection discusses the importance of image data model in the context of complex query 

processing and it also presents the proposed VSM. 
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8.2.1 Image Data Modelling 

The objective of an image data  model is to  represent the semantics of a scene such 

as the image entities, their attn'butes, associatzons among the entities and the logical 

organzzatzons of each entity, in order to  determine the view(s) of the content of an 

image. Thus, an image da ta  model should be capable enough for expressing these 

semantics at desired level(s) of abstractions in a conceptual manner. However, due to the 

diverse nature of image database applications, it is intrinsically difficult for the designers 

to conceive a general image data  model. A standard formalization of an image data 

model, which can serve as a platform on which other aspects of image database systems, 

such as query processing, retrieval etc. can be realized, has been a major 'bottleneck' 

for long time. As found in [Gudv96], in an advanced image database systems, one 

can find four categories of da ta  : formatted, structured, complex and unforl-~atted. 

Formatted data  are most commonly found in traditional databases. S t r u c t ~  data 

are heterogenous types of da ta  about an object that need to be stored and . :eved 

together. When the structured da t a  possess variable number of components, t i  .y are 

referred to  as complex data.  Unformatted da t a  are usually the 'string data '  (also referred 

to as byte string, long field, Binary Long Object Box (BLOB)), whose structure is not 

understood by the database management system. To understand the semantics of the 

unformatted da ta  types, special procedures/methods are essential. In this background, 

several data  models can be found in the traditional DBMSs, e.g. relational, hierarchical, 

network, etc, where the da ta  to  be managed are of formatted type. However, though 

these traditional DBMSs based o n  the relational da ta  model, have also been used for 

image database management, they are not "true" IDBh4S (Image DBMS) [Gudv96]. 

For, the level of abstraction offered by these data  models for representing the images is 

too high; and the data  model, the query specification language and the retrieval strategy 

are essentially those of the traditional DBMSs. However, to  overcome the limitations 

faced with the traditional DBMS, there has been a great interest in providing several 

extensions to  the relational data  models t o  overcome the limitations imposed by the 

flat tabular structure of relations for geometric modelling and engineering applications 

[Gudv96]. The resulting da ta  model is characterized by the addition .of application- 

specific components to an existing database system kernel. They include nested relations, 

procedural fields, a query-language extension for t rans i t i~e  closures, among others. The 

primary objective of all these extensions is t o  overcome the fragmented representation 

of the geometric and complex objects in the relational data  model. Image data  is stored 
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in the system as formatted data. However, to a database user this view of data is made 

transparent through these extensions. 

In this background, several other data models have also been proposed in [Chen76, 

Bomel91, Hofst93, Grifn931. Some systems perform 'spatzal reasonzng' as a part of the 

query processing while other systems have attempted cognitive approaches to query 

specifications and processing [Chang88, Chang91, Sisla94, Sisla95, Tanaka881. However, 

in the context of complex content-based image information, the esisting image data 

models still have been found to  be inappropriate and the level of abstraction a t  which 

the image information is represented is too low. Next subsection presents a suitable, 

semantically rich image data model, based on the concept available in [Gudv96). 

8.2.2 The Visual Semantic Data Model : VSM 

The proposed VSM provides scopes to represent the semantical information of any image 
scene a t  a desired level of abstraction as per the application requirements. In Fzgure 

8.1, an zmage-level representation of a scene based on the VSM notations and conven- 

tions, has been shown. The rectangle shape symbolizes the abstract zmage class, the 

double bordered rectangle represents the abstract classes of image entztzes identified 

from the image. The oval shapes represent the objects of interest associated with the 

image as well as its entities, such as the features or attributes, positional constraints, 

logical compositions, semantical associations etc. It supports almost all types of asso- 
\ 

ciations often necessary in a complex scene representation. A solid line with Double 

headed arrow represents the 'multi-valued' attributes, a szngle-headed arrow represents 

'single-valued' attribute, a dotted dzrected lzne represents the 'part-of' relationship and 

a line with thzck headed arrow represents the 'depends on' relationship etc. As the pro- 

posed VSM helps in modelling an image a t  various levels of abstractions, to provide 

supports in modelling the entity-level relationships, -it includes an additional class of 

notations and symbols. An abstract class of interface is provided to facilitate the model- 
information-acquisition process. Interfaces are designed based on the concept available 

in [Gudv96, Jack83, Flick95); the underlying 'Object-based' concept in the interface 
helps in identifying the 'image-objects' (i.e. the entities) and their relationships; the 

'query-by-example' environment assists the user in providing relevant features for each 

entity and a 'backgrovnd/'oreground' model-based interface provides the necessary tools 

to derive the shape-features for the image and its entities. The various components and 
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relevant 'objects of interest' of the proposed VSM are described below. 

Abstract Image class 9 Abstract E n l q  class 0 Objec. o f  interest 
Multrvalued atmbute Slngle-valued attnbure---* Pan-of 3 Depends-on 

Figure 3.1: Modelling an Image using VSM 

Image and Its Entities : The proposed VSM provides a distinct set of modelIing 

constructs to  represent the image, its entities and their relationships. Identification of 

the entities are made through a semi-automatic process a t  the time of image insertion 

as well as query solving. The interface is designed based on a object-based approach 

[Jack83] which accepts a set of domain-specific key-sentences from the user and based on 

a 'filtration' and  'identification' procedure, it separates out the entities. The existence 

of entities in a n  image scene, entirely depends & the angle of interpretation used by the: 

designers. As for the same con'tent of an image, there can be multiple interpretations. 

-So, the entities located by a user for a specific scene may not be espected for another 

user. 

Shape outline and Features for Image and its Entities : The shape outline 

of an image basically provides the boundary sketch of the raw image, and the entity 

shape provides the outline for each individual entity. To derive the shape outline of the 

image and its entities, a model-based [Flick951 interface with a set of tools, is provided. 

Finding the outline of an image is rather easier and simpler than finding its entities. 

Hoivever: many efficient shape-detection tools have evolved during the current decade 

[Gudv95] in order to support this activities. The interface also provides a database of 

'testu&s[ arid 'color-palates' to provide necessary supports in the a~propr ia te  identifi- 

cationof - - - ;he - shape features asiociated with the derived 'boundary:sketch'.' 
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Content-based and Content-Independent Features : Due to  the richness of the 

information content in the images, there can be many interpretations for the same im- 

age, and the interpretations depend entirely upon the requirements from information 

retrieval point of view. The interpretation of the content of a 'painting' made by an 

artist may be different from its interpretation made by common people. Both image 

and its entities may have some attributes derived externally or based on the content of 
the image or image-entities. The attributes or features based on the content are known 

as 'content-based' attributes and the others (i.e. derived externally) are referred to  as 

'content- independent' attributes. For example, the shape-features of an image-object, 

stroke-patterns in a painting, etc are content-based, whereas, the date-ofacquisition, 

imageindex, etc are content-independent features. 

En t i ty -Re la t ionsh ips  : The proposed VSM supports various semantical relation- 

ships among the entities of the image, such as spatial, actions, overlapping and other 

conventional semantic associations. Among the spatial or positional relationships, 

specifically the relationships, such as left-of, right-of, in-front-of, behind, above and 
below are used. The overlapping relationships include left-overlaps, right-overlaps, bot- 

tom-overlaps, top-overlaps etc. Relationships which describe the various actions (or, 
role) played by an entity are belonging to  action-relationships group, e.g. shaking-hand, 

moving-to, smiling-at, holding etc. A detailed discussion on these three types of rela- 

tionships can be found in l~isla94, Sisla95J. Other semantic relationships includes the 

convention&l associations among the entities, such as consists-of, inherits, abstraction-of 

etc. These relationship information are extracted a priori (by a combination of both 

algorithmically 'as well as by manually). 

Thus, the construction of VSM can be summarized as a sequence of three basic 

transformations, as noted below : 

1 : the transformation in which the image-level content-based and text-based attributes 

(e.g. type, class, shape etc.) are derived. 

2 : the transformation which deals with the relationships among the objects of interests 
from compositional, spatial a s  well as semantical associations point of view. 

3 : the transformation, where the entity-level content-based features (e.g. shape, tex- 
tures etc) are extracted and derived. 
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The model information are, used as input to a conuerszon mechanzsm to generate the 

corresponding metadata for each image-object, and the proposed architecture (will be 

discussed next) utilizes the metadata in answering the various queries. 

8.2.3 The Proposed Architecture 

The proposed three-layered, metadata based architecture supports all the common char- 

acteristics of an IDS. I t  is designed based upon the concepts available in [Gudv96. 

Kashp96, Bhatt96bJ. The  various layers of the architectures are : 

Database layer, to store the physical images as well as the associated logical data  i11 

an easily manageable form. To manage properly and to  provide quicker database 

responses, the database layer is further sub-divided into two sublaycrs namely, 

logzcal or meta-sublayer, and physzcal or dzgztal-sublayer, 

Systems or processzng layers, to provide necessary supports for better utilizatioll 

of the precious image-data stored in the physical layer. It  consists of the various 

application modules, where each module is designed, in order to achieve some 

pre-specified objectives; 

Applzcatzon or znterface layer, to provide better and realistic presentation sup- 

port against the IDS requests, made by the 'end-user'. I t  is basically a collection 

of several abstract interface classes, each of which corresponds to  an application 

processing inodule. 

The main objective of this architecture is to provide a 'means' for easy mapping the 

real-world problem domain into an image database application domain. The various 

layers of the proposed architecture are discussed next. 

Database Layer 

The physical data  in an image database may need to  be stored in multiple fo~mat s  

as per the applications requirements. During query processing, it is often essential to 

manipulate these digital data  across the different storage formats, either a t  the 'imagc- 
level' or a t  the 'component-object level'. However, for easy manipulation, it is essential 
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to  treat them a t  the 'semantic' or 'meta-level' [Gudv96]. During new object capturing 

or insertion process, or during query processing, relevant features of each object are 

extracted, filtered and then utilized in the construction of a corresponding VSM. Fi- 

nally, the model-information is transformed into the respective 'metadata', based on a 

converszon procedure (analogous to (Rishe93)). These metadata related to each of the 

physically stored image-objects are collectively stored as a 'meta-sublayer' (as shown in 

Fzgure 8.2). ,The two sub-layers of the database layer are discussed next. 

APPLICATION LAYER 
I 1 

SYSTEMS LAYER p-q El EljFl 
Compo.lklon VSM Conmtruct 

D A T A B A S E  LAYER I + 
LOGICAL MCTA LAYER 

PHYSICAL DATA LAYER € 3  € I  €31 

D a t a  Drlrcn 

Figure 8 2: The proposed three layered IDS architecture 

Physical Sub-layer 

This sub-layer contains the actual (raw) data  which might be stored in any of the imagc 

data  formats Images may be of different modalities like Paintings, Legal Photog~aphs, 

X-Ray, MRI scan etc. 

Logical or Meta Sub-layer 

This sub-layer holds information rcfeired herc as 'mctaclata', wllich can be dcscribcd as 
the summary of the information content about the 'images' of the physical data  laycr in 

an i~itcntional manner. Tllcsc llictadata arc thc rcprcscntation of both thc content-based 

and content-zndependent fcatures of the physical images and their component objccts. 

The content-based xnctadata includcs thc attlibutc inforrllation about cacli of tlic 'ob- 
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jects of interest' (e.g. the physical characteristics of the object, etc.), as well as the 

.inforination about the relationships which exist among the objects or entities. Relatzon- 

shzps are categorized, based on their nature of occurrences, into three: spatzal, actzons, 

overlappzng and other conventional semantzcal assoczatzons. Besides the content-based, 

the proposed architecture also incorporates metadata representing the text-based con- 

tent descriptions (such as location, date, time-of-creation, etc.) for each of the objects. 

For the purpose of'extraction of these features, a class of user-friendly interfaces are 

used, and these raw featl~res are finally 'filtered' by using a converszon procedure (which 
assigns appropriate 'weigtages' (in 10-point scale) to each feature) the corresponding 

metadata (i.e. a k- dimensional feature tuple, where k is the number of features) are 
gctic~i~t,cd. T l~csc  ~nct,acl;~tr~ arc associiltcd with thc digital rncdia tlirough tlic 'ilitcllinl 

disk-addresses' maintained for each physically stored object. 

To enhance the performance of an IDS, irnplcmentation of an appropriate indexing 

'mechanism is very essential. The current literature [SubragG, Gudv951 reveals that for 

optimal utilization of the content-based information in retrievals, a content-based index- 

ing mechanism is always preferable. The proposed architecture also uses an indexing 

mechanism based on the nearest-izezghbour-search concept, as available in [Chiuh94]. 

Before serving any query requests, the k-dimensional feature vectors i.e the metadata 
collections are indexed using a k - d search tree method based on an n-ary pa~tztzonal  

approacl~. If the ranked list of ipages located from the indexed database, is still found 
to be not browsable, then it keeps provision for a finer-entzty level sequential searching 
mechanism to identify the most! minimum set of 'desired' images. 

Systems or Processing Layer 

This layer basically comprises a set of processing modules, designed based on object- 

oriented concept. Each module performs some pre-specified activities or operations 

defined for a concerned application domain, such as : insertiorl & composition, feature 

extraction & representation, metadata generation, query processing & browsing support, 

presentation, etc. Each of the modules is briefly described below. 

Ipage  Insertion & Composition Module 

This modulc hclps inscrt a ncw 'object' into the database as well as compose a new 

object from tlic cxistilig objccts, I~ascd on soine pre-dcfinccl constructor operators. Siricc, 
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I,lw imagc database applicalions arc generally inserlion-and-query-intensive in nature, 

I,l~is 1noc111lc has a11 important rolc iri the creation of image database. I t  supports a 

s t l o l~g  sct of tools arid tcclllliqlles (as found in [Flick95]) for capturing and colnposirig 

llcw objccts 1,o Il1c databasc. 

Feature Estraction/Represerrl;ation and Metadata Generation Module 

As t,lic cst ,~;x.~t, io~i & l.cprcscr~tation of 'fcalurcs' arid subscqucntly tllc 'rncl,nclata' gcncr- 

atidn are intcr-relatcd processes in an  IDS application, they niay be discussed togctllcr 

111 thc saluc s111)-scction In this arcllitecture, ~ l~c tac la ta  are a t  thc rnost critical lcvcl 

l)loccsscs, 1,llis 1l1ocl111c has ;I significant rolc. The  extraction / rcprese~itation proccss oc- 

C I I L S  l~asically i11 I,hlcc phases as slio\\~il ill 17zgui.e 8.3. Each of tlicsc pliascs is d i sc~~sscd  

' ~ I A G C  T C A T U F ~ C  I : X T ~ A C  I N VSM CONS1 RUCTION r l N C  FCATURC C X T l l C T N  .. 

hludcl co, ,atroclso, ,  

h l l , lAI>AIA 

- 

F i g ~ ~ r c  8.3. X ; I C ~ I . ~ I I I C  cs t iact ior~ and ~ ~ ~ c t ; ~ c l a l , a  gc11c1 it t '  ,1011 

[A] 11nage Feature E x t r a c t i o n  Phase : This pllasc hasically cleals will1 t l ~ c  accl~~isi- 

t i 0 1 1  of  \ ~ ; I I  io~ls  co~~l,c~nl,-l)~isctl n ~ i t l  co~~tc~~t,- i~iclcpc~~i(Ir .r l l ,  i l l , t r i l ) ~ ~ l , ~ ~  nl~tl rclnt,ior~sllil)s 

for cncl~ of l,llc in~agcs  i~llcl ils objccts-of-intclcsts. D ~ ~ r i n g  ncw objcct iliscrtion or tit 
tltc ~ , I I I I C  of C ~ I I C I J ~  solvi~lg, I,llis ~ I I : I S C  invokes n class of user-fricndly ir~t~crfaccs, dc- 
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signed ba.sed on qum-y-by-eznvzple principle, to acquire the various image-level and 

entity-level attributes (e.g. the physical characteristics, shape features, content- 

independent clescriptio~~ il~formation, etc) their compositional, spatial as well as 

other sel-uantic relatiolisliips information etc. To provide necessary supports a t  the 

various levels of extractions, this module also includes a strong set of tools for the 

purpose of featlire selection (s~lcli as texture database, color wlieel, etc.), sliape 

drawing etc. 

[I31 VSM Cons t ruc t io i l  P h a s e  : The proposed cxtractioii/reprcsc~ltatio~i module 

also supports a graphical tool for presentation of the captured .object-relationship 

informat,ion in all nriderstandable forni, bxsecl on the notations defined with the 

proposed VSM. The model is constructed in a semi-automatic manner. The main 

objectives of this model is : (a) to  understand and represent the complex semantics 

of an inlagc-: scene, ix~i,r;d (b) to assist in solving complex q~lerids. Pigu1.e 8.1 shows 

repsesentatio~~ of a typical image scene based on the proposed ?ISM notations. 

[C] F i n e  F e a t u r e  E x t r a c t i o n  Phase : This phase deals with somk special tools and 

techniques (for example, an object-oz~2lil-iei\~ritll transformation utility, colour com- 

y~ositioi~, dciectol-, etc.) to extract the finer features of each entity, such as entity- 

slrnpc, leml1~1.e-.ut~ric~tioi7,.~, ii7.telzsiiy-disl~ilrulioi~~, etc. A class of interfilccs arc de- 

signed to assisl; in tll'is extraction process. The feature extraction tools are utilized 

in ~c \ le~ . i~ , l  passcs for finer property detection and subsequently a set of 'filters' 

arc ~lsetl to eliminate' the redundant il~formation. Due to  the col~lplex nature of 

entil,-y-f,ypes, it lias b ~ e n  found that in sonie situation, {,lie al?propriate extraction 

Iscco~~.~cs ~)o.r;sil~lc, o111y whc11 l,llcrc are m a ~ ~ u x l  il~tcr-veritio~~s. After extractiol~, 

tlie fe;l.l;u~es i11Sor111alio11 are t;rnnsSosmecl in orcler to generate the correspor~cli~~g 

~i~eta,cla.tn. 

011cc t l ~ e  ~liodel inf'or~natioli comprising both the content-based and text-based fea- 

ture il~forn~a.tiorl for ea.cli image a.s \\Tell as its 'olj.jects of interest' are tra~~sformecl (based 

011 i\ coir~)ci..sioi~. irreclcairi.sit~, xnnlogolis lto [R,islle93]), I;he ncxt stc11 is to co~ls t r l~c t  a k- 

clirr~cl~siorlal I'eat;l~l.e vector, t , ~  reprcsel~t ei~ch in1a.g~ as a poilit in a k;-t l i~i~c~~sional sl)ilcc. 

Sllcll a k-clinlensional vecl;ors or Jet~lui.e-poiirls for eiicl~ image, t;ogetl~er col~sti tutc t,hc 

Ln~l~:r;r~,l n~et.n ln?yer Cor I;lle pllysicall~~ stored iirzn,gc: dtatn layel.. The fen,t7L~.e-~~ectoi..s ;i.rc ex- 

~)loii,ccl i l l  a.11 ir~clc!sing n~ccl~i~.nis'l~l lo facilitat,e especially, i l l  the co~ltc~it-ba.scd scarcl~i l~g 
I I I ( I C ~ I ; ~ . I I ~ S I I ~ .  'rile in t lcs i~~g ~i~c-:cl~ar~ism uscd in the proposcd a r c l~ i t ec t~~rc  is a \ l a r i a~~ t  of 
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Qrlery P roces s ing  a n d  B r o w s i ~ l g  Support 

Tlic act,ivit,ies of the qucry processing and browsing support nlodulcs are inter-related 

to some cst,ellt, 111 case of both the modulcs, accession of image database, its retrieval 

as ~vcll as liltcring tccl~uiqucs would be same. So, both tliese modulcs could be dis- 

cussed togethe~.  Thc qncry proccssiug in ari IDS Laltes placc i11 a si~nilar ~vay as in otlzcr 

database systcms. Duc lo tlic possibilities of multiple inte~pretations for the contcrit of 

tlic s u n c  irnage for clilFc~cnt Ilsers, tlie logic in clucrying an imagc database would not 
Ilc sl,r;zigIiL-Soliv;~rd a11d simplc. 'Tllus, it is csscr~tinl to be c;~rcful cnougl~, i l l  f i nd i~~g  all 

app~opl ia te  q~ic~y-solving app~oach.  Thc proposccl arcliitecturc errlploys a cltiery-solving 
~ i~c t . \~oc l  Ij;~scd 011 i\ 1111iTictl npproixch. It; nttcl~~l)f,s to ut,ilizc botll the contcllt-~:LSCCI al~t l  
co~~tclit-~r~clcl~c~iclc~~t, i~riorlnatio~i f o ~  t l ~ c  illput 'c;~udidatc objcct' a t  V ; L I ~ O ~ I S  ~ C V C I S ,  nncl 

b i ~ s c ~ l  oil tllcsc illfo~lliation, simila~itics wit11 Llic storccl fcatures of 'p~ototype objects' 

a lc  c o l ~ i p ~ ~ t c c l ~ ~ s i l ~ g  ;I scl of pic-dcfincd rules [Sisla94, Sisla95, C,ud\195]. For faster qilcry 

rcsponscs t , l~ro~igh opt,in~um u l i l i z i~ t io~~  of the content-basccl fcaturcs, a k - d sca~ch  trcc 

1)asctl ~ilclcsi~lg ~neclii~nism is used, analogous to  [Chiult94]. 

111 17rt/.c~.re 8 4, t11c sclrcrni~l,ic of I,l~c clucry-proccssing ~ ~ i c c l ~ n n i s l ~ l  lias bccrl sllo~vr~, 

~vllicl~ includc~s a set o l  ~llocessing ~uocl~ilcs. lnilially, for thc qucry-object, througll 
;1.11 irrl,c:~nctlve h(:ssio~l, all 1)ossiLlc image-lcvcl fcilL\~tcs ; ~ l o ~ l g  with Ll~c rclcva~it cllt,it,y- 

1cli1l,ionsl1il~ ir~So~n~nLion arc cst,~actccl as \vcll as dcri\~cd. Tllc rcdu~ldant information arc 

clim~rintcrl I > R S C ( ~  011 a set, of S C I I A U I Z ~ Z C  filters. Wit11 t l ~ c  'rcfi11cd' ~ ~ ~ ~ i t y - ~ ~ c l n t i o ~ i s I l i l ~  fca- 
t l~rcs ,  11si11g t,hc tlcl~r~ccl VSM ~lot~ations, a corrcspo~lclir~g tlalx. 111otlc1 for Lllc clucry-i~l~;t.gc 

st;crlc is ~ o ~ ~ s t r \ ~ c f , c c l  'To s i~ppor t  t l ~ c  construction as wcll as for bct,tcr grcsclltation, a 

81 i1phical t,ool is clcsigncd, wliich works semi-automatically. Latcr, tllc tcst-basctl ancl 

co~~tc~l t -bascd  111otlc1-infor~~~atioll arc i n p ~ ~ t  to a co~zve7szo7~ procccluic to i ~ s s i g ~ ~  ilpp~opri- 
nl,c \vc~igIll.agc for cat;lr of tllc fcaluics to ultimately gcrlcratc the corrcspo~ldi~ig nicta(li~t;l, 

I c llic k - r l i~~icr~s~on;~l  fcati~lc vcclor 

1111 clltity-lcvcl fillct-lc;xt~~rc I>ascd scr~ucntial ~nal,cl~ir~g rnccharlisrn ] I & .  also bccn 

tlc~i~xctl (opt,ionally) wit11 this qucry ploccssi~~g and blo\vsing mcchanis~~i ,  wi~ich may 
I)c i111;ol<crl, i f  t1:c 11sc1s alc not, satisfied wit11 tlic size of tllc ra~ll<ctl list rlcrivcd clrlc to 
tlic ;tbovc iiicleairlg I I ~ C C ~ I ~ I I ~ S I I I  I - IO~CYCI,  tlic c o ~ ~ i l ~ J c x i t ~  i l l  tllc query proccssillg logic 
tlcj)clnrls ~ ipon  1,11c cor~lplcsit.y ol' t l ~ c  f c ; ~ l ~ ~ r c s  to bc lrrlncllcd for tlic ilnagc cntitics. 



Application or Interhce L q r ~ r  

r l l l c  , riser interface 1;~jler js desiglled to let users easily select content-based and text-based 
fc.ai;l.lres, a l l o \ \ r  i;llese featuies to be co~libinecl ~vi t l l  each other, and let users reformu- 

late clllcries and gcllerally na,\rigatc the database. For better preselltatioll of the queried 

results, it also lielps by 1,roviding $11 i~lteractive presentation tools. 

A n s ' c r t A c T  
I'EATURE OX7RAC'CION SIIAPE DETICC 

lNTlZl7I"ACE L1OVULE 

TEX'1'-I3,\SISD 

1'1 L.1 E l l  

VShl CONSTIICT 
b l 0 ~ B ~ l . 1 ~ 0  I 

'I'OOLS ~ V I . E S  

T l ~ c  ~~.o],o..;c:tl il.~.~Ili(;c~t,llyc \\r;\s tesl;ecl i l l  t l ~ e  contxst of a r-eal-life archiv;tI ar~cl Inli.F;eulll 
:~ . l>pl ic; l . t i~~~.  rJ91~c ;~ j -~ l> l i c i i ( , i~~  is's, c~;~.~~~%~I;J.sc for mallaging the various arcl~ivcs and rrlu- 
S ( ! I I I I I  i 1.~111s 1'cJ\llld i ~ 1  N{jr.l]1-]3a,sl 01 Illr!i;.t, COIICCI ;CI I  i~11d prescrvecl by t l ~ c  'l'raclitio~~al 
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Cul t~ i ic  and A1 t FOI nls ('TCAF) Dcpaltmc~lt  of Tl?ezpul University, India The intcilclcd 

uscrs of tlils systcrn arc t l ~ c  s(,l~clcnts, faculty ~ n c ~ ~ i b c r s  a ~ l d  othcr visltois to the TCAF 
L)cp,i~ 1,nlcnt 'rlic collccf,~o~i corita~ns around 2000 full-colol~r photoginphs of thc vaiior~s 

t ~ ~ d i t l o l ~ a l  daoccs, bcau1.y and costullle itcins, a1011nd 650 black & white pliotograpl~s 

of [,lie prilnit~vc c r ~ l t ~ u a l  itell~s, 400 colouiful paintings (accluired in thc form of colourcd 

photog1 aplis) 211~1 pl~otogtaplls of soinc icnowned personallties  elated the culture and 

a ~ t  tolrri of t l l ~ s  part of c o ~ ~ n t r y  A prototype systcln called "Archival and Museum 

D ~ t a l ~ a s c  Systclrl (ARMUDS)" has bccn dcvelopcd using Vzsual Studzo utilities in a 
PCI I~ , I I~ I I I -P IO  pl:li.fo~ii~ Tlic syst,crn lias gel~eratcd solne of the test ~ c s r ~ l t s ,  which aic 

founcl to bc ~at i5f i lc t~o~y Tlic sof twa~c is still ullcler icfinerncnt 

11 nc~v,  t,liicc-litycrcd, mctadata-bascd Ilnage Database System architecture, designed 
l ) , ~ \ c ~ l  or1 ~r~otll~l;rlll~y, cot l (~-~cl~s; t l )~l~I ,y  ; I I I ~  aljsl,lact,ior~ ~liccl~n~iisnls 11;~s I)ccl~ i ~ i t l o c l ~ ~ ~ e d  

in l,111s clixptcr Thc  alcliitcctu~c handles the physically stored digitaldata, a t  meta-level 

I,o piovidc caqy nianipulation a r ~ d  quickcl qucry iesponses For bctter unclcrstanding of 
t J~c  c,oml~les c l u c ~ ~ r s  a s  nrcll as to rcpirsciit tllc ilnage scinantics a t  a desired level of 

abstract,~on, ~t i~lso proposcs a visual scuiantic data  inoctel. 'ro justify the usefulness of 

t,l~c x~c,liitccl,uic, i l  prototype soft\valc hiis also bccn clcvclopcd and t l ~ c  rcsponscs are 

to1111(1 to bc s,zl,~slact,o~y 

Ncst cliaptc~ s\lnllilxilzcs the co~i t i ibut~ons of thc work and indicates the future 

cstcll~iolls of Ll lC \\loll< 
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Chapter 9 

ConcAusisn and Future Work 

l' l~is  cl~al)f,cr s ~ ~ ~ r ~ n ~ a ~ i z c s  tllc main co~ll,ributions of tlic \vorlc a ~ l d  proviclcs clircctions 

for ful i~rc  c s l c l ~ s i o ~ ~ s  SOIIIC st,uclics oil cl1,zract,crizalio11 011 adrlitivc CA bascd on ~ n a t l i s  

algcl>la. 11avc bccn icportcd in I,l~is icscs~cli  work. PVe have extended tlie cl~aracterization 

of ENCAs to sor11c extent. Some of the sigriificant ~ e s u l t s  of ENCA can be summarized 

as IQ~~OITJS : 

1. tlicrc esist,s a class of gtoup ENCAs (11zaxznz~n~-leii~g11~ and izon-i~aa.7;zinu,m-leizgtlr) 

wllicl~ vi~liclatcs thc propci tics of 3-11cigl1bou111ood a.cIcliti~~c group CAs rcportcd ill  

[Naucli9/la]. 

2. ( , l lc~c cxisls ;I. C I ~ L S S  of I I O I I - ~ L ~ ~ I ~ )  I~NCIIS, \\~llicll vi>liclatc~ all t l ~ c  propel tics of 'l'l7MA 

CAs, as L ~ ~ O J  tccl in [Nandi94a]. 

CJ  )~l~l .og~;q) l~y 11% I J C C O I I ~ C  a11 C S S C I I L ~ ~ I I  ~ c r l ~ ~ i l e ~ n c l i t  [or prol,cct,il~g ~)~ivilLc i ~ ~ S o r ~ ~ ~ a t i o l ~  

; I ~ ; < I ~ I I S ~  1111al1f.110lizcd ~ C C C S S .  I t  is the 0111j~ plactical mcalls for scncling i~ifo~lllatioli ovct 

~ I I I  ~ I I S C L I I ~ C  CI I ; -LI I~ICI .  T ~ I C  incrcasi~~g Ilse of clccllonic ~iiedia for clata con~~ i~ i~n ica t ion ,  

co~~l)lccl \vil0ll Llic I I ~ I C I I O I I I C I I ; ~ ~  glo~~~\\rt,h of C O I I I I I I ~ ~ ~ ~  Ilsagc, has significantly laiscd thc 

ncccssity of col~str \~cl ing suit:lblc sclle~rics for authentication, clata sccurity and aut11c11- 

t,ic,nl,ctl Iccy cscl~itngcs 111 I,l~is co~~ l , c s l ,  i ~ s i ~ ~ g  CA as a basic b~~ i ld ing  block, IICW sc11c111cs 

111cs.;;lgc n ~ ~ ( l i c ~ ~ ~ , i c ; ~ ( i b ~ ~  a11d c l i ~ l , ; ~  sccilrity 11;tvc Lcc11 cstnblishctl. 13ilsctl 011 tl~csc 
1 ~ 1 0 1 ~ 0 ~ c d  C;I\ bil~ccl s c l ~ c ~ ~ ~ c s ,  a I I C \ V  ~)ass\\~ortl-0r11y authc~lticixtccl ltcy csc l~a t~gc  scllcr~lc 

h ;~s  iilso Ijccn csl,al~lisl~ccl for uscl i ~ ~ ~ l l ~ c n t i c a l i o ~ ~ .  

Rcliable c o ~ ~ ~ n ~ u n i c n t i d l ~  nltd rcpl-od~lction of da ta  is dcsirablc i l l  a tlistributccl iXS 

\~rcll ;IS st,ol ;xgc sj sl,cms Wi 111 t,llc cmcrgcllcc of la1 gc-scalc, I~igh-spccd data  ~ ~ e t w o r  Its 
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for escliange, processing a.ud st0ra.g.e of digit'al inforiliation in the military, governmental 

ancl private spl~eres, the clemand for such reliable syste~lis has been increasing. 111 this 

ba.ckgrounc1, we I.~a,ve proposed a t-EC/drED ( t  < d and AUED codes to control errors, 

so that reliable reproductibn of da ta  can be ob1;ained. Based on even-parity clleck logic 

 sing odd-weiglit colu~nn ~na t r ix ,  a SEC-DED-AUED sysnsnetric code 11a.s also been 

proposed. I t  1ias been established t1ia.t both the scllemes sliow significa~lt results by 

reducing the+ROM   lord-length. 

' 

Witli the proliferal;io~~'of the various heterogenous forrn of snedia clata (such as image, 
video, audio, graphics, text, etc.) as well a.s the proliferation of a number of conimercially 
~ I . V ; L ~ I ; L I I I C  t.001~ f;o r~~ i l .~~ i j )~ l l ; i t e  t;l~cse diit;n, a11 explosioli of i~itcrest .lias bceri ~ioticed i l l  

lkyperrneclia application developments. I-Io~vever, a standard, easy to use da ta  ~iloclel for 

coaceptual iriodelling of any scale of liypersuedia application doi~iaisi is still lacking. We 

llave stutlicd, a~~alysecl arid extencled a, data  rnodel, rcferrecl as R.MDh/l to esinblc 1;lie 

~nodellers to rel)resciit the selliaritics of any cosnplex Iiyl~erlneclia dosnain naturally. 

1Vitl1 the eilol.rnous gro\vtli of inforlna1;ion teclillology c211cI the prcse~itc~tio~l tecl~nirli.~e, 

in pa.rticular, t l~ere  1ia.s been a great demailcl for liigh quality image processilig and faster 

re1;rievals- tlint; require a suitable image database systems (IDS) arcliitect~.lre. 111 this 

lllesis, a 11cw a,rcl~itccl,r~rc lor ir-nagc clal,;~.basc proccssi~~g ii.11~1 rcl,ricv;il has Lccll ~)~.ol)osccl, 

wllicll l~tilizes both tlre colitcnt-based ant1 test-biisecl featurcs for t,he pllysically stored 
tligi ta.1 irn;l.gcs. ITor t-1-~c bi:t;ter 11nclcrsta.ncli11g of the con~ples  cjueries, a.s \vcll as to repre- 
sc11t tlle corlt,c~~t,-enl.ic11ecl se111a11 tics of tlre image scerlcs a t  a desirecl lcvel of a l~stract iol~,  
a, visual se~nant;ic da ta  ruoclel llss been prol~oscd too. Tllc i~nplemes~talios~ aspects of 

1 . 1 1 ~  prol~osctl xrcliitcct\~rc i l l  f,lie c:o~~t,cxl; of a seal-lilc cxsc! Ins also bce11 dcscribctl. 

111 t11c follo\~li~lg, solile of [;he possible clirectio~~s of T~lturc ~vol.l<s i l l  I,11c lielcl of Ccllrl- 

Inr A\rto~llat;~., (lala, s e c ~ . ~ ~ ~ i t y ,  a i i t l~e~~tica. t io~i ,  error co~llrol cocli~lg anel i1~1a.g~ dnta.l~;l.sc 
systc~ns are oul,li~~ecl : 

r - 
o S l ~ c  t : l~;~.~.ncl;criz:~t , i(~~~ ol' group ; \ I I ( - I  lion-grorlp JZNC/\s (JZst;c~~clcd Nc.i~;lll.)o~lrI~ootl 

CA)  11n.s 11c;c11 rej>ort,ecl in tl~j:; (,l~csis. Sr~r:l~ s t l ~ d y  c o . ~ ~  Ije cstcnc.lcd for co~i~plc tc  
i.it~C III(.)I.C: ~ c I I c ~ . ~ . I ~ z c c I  c i~ ;~ ,~ . a . c t , c r j z i~~I~ i~~ i  of 13NC/\s. 
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The one-way hash-function and enciphering scheme reported in this thesis can be 

extended to  hardwired implementation of the schemes. 

The non-group, non-linear MACA properties can be further studied for its utiliza- 

tion in Stegenography. 

The ENCA based block cipher system reported in this thesis can be further es- 

tended to  the design of a compact hardware-based unified scheme, which operates 
both in block and stream cipher mode. 

o the work on t-ECId-EDIAUED code construction can be further enhanced to 

reduce the overall code-length. 

o The work on Image Database System reported in this thesis can be further en- 

hanced by incorporating an improved version of content-based indexing mecha- 

nism. 
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