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Abstract 

This thesis aims at contributing towards development of electronic circuit 

analog of post synaptic membrane of neuron and relevant biologically 

motivated models for its simulation to predict the behavior of post synaptic 

membrane dependent on neurotransmitter-receptor binding activity. 

Modeling of neuron has played important roles in the field of network to 

describe the dynamics of both single neurons and neuronal networks as well as 

in neuroscience for simulation of receptor function and electrical activity of 

the postsynaptic neuron. Based on applications, two main classes of models of 

neurons have been implemented in silicon, namely Integrate-and-Fire (I-F) 

model and Conductance based model. 

The concept of Integrate-and-Fire (I-F) model was first given by Lapicque, in 

the year 1907. Lapicque modeled the neuron using an electric circuit 

consisting of a parallel capacitor and resistor to represent the capacitance and 

leakage resistance of the cell membrane. This remarkable achievement stresses 

that, in neural modeling, studies of function do not necessarily require an 

understanding of mechanism. Significant progress is possible if a phenomenon 

is adequately described, even if its biophysical basis cannot be modeled. Ever 

since its inception, its variants have been successfully used in describing the 

dynamics of both single neurons and neuronal networks. These models have 

been found to be suitable for many theoretical and computational studies over 

decades. But one of the main drawback of these type of models that they 

cannot correctly reproduce the neuronal dynamics close to the firing threshold. 

What is essential for a neuron to correctly reproduce the neural dynamics that 

it has to spend a significant amount of time far away from firing threshold. 
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In 1952, Hodgkin and Huxley published a paper on membrane current and its 

applications to conduction and excitation in nerves that is cited by many 

authors in the context of conductance based neuron models. They have 

conducted a series of experiments to study in great detail the properties of 

postsynaptic membrane. On the basis of these experiments, they have given a 

quantitative description of membrane current and its application to conduction 

and excitation in nerve. From these experimental results, they have proposed 

an equivalent circuit to account for the resistive and capacitive properties of a 

patch of membrane. This circuit is known as Hodgkin and Huxley (H-H) 

model. Since 1952, led by Hodgkin and Huxley, many electronic circuits have 

been developed to reproduce the behavior of nerve axons. Due to the inclusion 

of many biological phenomena of postsynaptic membrane through 

conductances, this model can reproduce electrophysiological measurements to 

a high degree of accuracy. H-H model is, therefore, considered as one of the 

most basic models in neuroscience and still widely used today. But these 

models have not explained the function of synapses on which the variable 

permeability of postsynaptic membrane arises. 

In this research work attempts have been made in a very modest way to 

contribute the following:- 

(1) Analog integrated circuit models of neuron are developed to emulate the 

behavior of real neuron and simulated in ORCAD. Simple neuron models 

have been developed and simulated by considering each dendrite as one 

spiking source. The model has been developed by considering (i) 

Dendrite is supposed to be consisting of three regions; each receives 

three inputs from three nearby neurons. Each input to a specific 

dendritic region is connected with the synaptic weight values to 
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represent the synaptic action. Effect of all these three inputs is then 

spatially integrated and brought to a single point value. It is assumed 

that this integration process takes place separately inside the soma. 

Each integrated output generates an action potential if i t  is crosses a 

threshold value, which is required for impulse to be transmitted through 

the axon to the postsynaptic neuron via synapse, and (ii) the three 

outputs through the axon are again connected with the synaptic weight 

values before reaching postsynaptic neuron. This is done to emulate the 

synaptic mechanism of real biological neuron. A comparator integrates 

these outputs and generates a voltage i.e. membrane voltage. Action 

potential is triggered when the membrane voltages reaches a specific 

threshold value. 

(2) Simple integrate-and-fire based model both for excitatory and 

inhibitory synapses has been developed by considering a synapse to be 

made of presynaptic terminals, cleft and postsynaptic membrane. The 

overall effect of all presynaptic terminals is integrated and then reduced 

to a single point. The single point value is compared with threshold to 

produce an output. Simulation of the model yields an output 

representing the overall membrane potential of the postsynaptic region. 

Simulation is performed in ORCAD both for normal (excitatory) and 

unhealthy (inhibitory) states and results are compared with the 

previously obtained data and a good agreement is obtained. 

(3) The variable conductance of ion channels of post synaptic neuron, 

dependence on the transmitters diffused through the synaptic cleft and 

bind with the receptor sites of the post synaptic membrane of neuron, is 

represented by metal-oxide semiconductor field effect transistor 

... 
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(MOSFET). MOSFET is chosen because it functions as a voltage 

controlled conductance in the linear region, analogous to the variable 

conductance of the transmitter gated ion channels of post synaptic 

region of neuron. This analog is incorporated into the famous Hodgkin- 

Huxley (H-H) model of neuron at the synaptic cleft. Postsynaptic 

membrane is divided into three patches to represent spatial summation 

of gated currents. Temporal integration of the currents is achieved by 

modeling exponentially varying time dependent gate voltage applied to 

MOSFET. Simulation is performed in MATLAB environment both for 

excitatory and inhibitory actions of synapses and the results are 

presented. These results are analyzed and compared with the previously 

obtained data and a good agreement is obtained. 

(4) ISFET based electrical models both for excitatory and inhibitory 

actions of neurons have been developed. Similarity between MOSFET 

and ISFET indicates that like MOSFET, ISFET can also function as a 

voltage controlled conductance. But since ISFET can be converted into 

an enzyme modified field effect transistor (ENFET) and therefore can 

provide a means of measurement of specific neurotransmitters that bind 

with the receptor sites of postsynaptic membrane. This ISFET based 

analog is incorporated into the Hodgkin-Huxley (H-H) model of neuron 

to substitute the variable Na' and C1' conductances. Postsynaptic 

membrane is divided into three patches to represent spatial summation 

of gated currents. Temporal integration of the currents is achieved by 

modeling exponentially varying time dependent threshold voltage 

applied to ISFET. The aim of this work is to show that ISFET can be 

used as circuit analog to simulate the excitatory and inhibitory 
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postsynaptic potentials with an additional advantage: possibility of 

measurement of neurotransmitters diffused through the synaptic cleft 

by converting the ISFET into neurotransmitter sensitive ENFET. 

Simulation results are presented and compared with the results obtained 

by previous researchers. 

(5)The variable conductance of postsynaptic membrane of neuron 

dependence on the acetylcholine-receptor binding activity is 

represented by enzyme modified field effect transistor (ENFET) 

sensitive to acetylcholine. Acetylcholine sensitive ENFET functions not 

only as a voltage controlled conductance but can also provide a means 

of measurement of acetylcholine neurotransmitters that bind with the 

.receptor sites of postsynaptic membrane. This analog is incorporated 

into the Hodgkin-Huxley (H-H) model of neuron to substitute the 

variable Nat conductance. Simulation is performed in MATLAB 

environment both for normal (excitatory) and pathologic states and 

results are presented. 

The results obtained from simulation leads to the conclusion that ISFET based 

model is more advantageous because it can be modified into specific 

neurotransmitter sensitive ENFET leading to the simultaneous measurement of 

neurotransmitter that binds with the receptor sites of the postsynaptic 

membrane. Measurement of neurotransmitter plays an important role in the 

field of neurology. ISFET based approach may also make the research area 

more wide in near future. 

- - - - -  
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Introduction 

1.1 Neuron Modeling: 

Over past hundred years, many different variations of neurons have been 

implemented in silicon. Two mafbclasses of models of spiking neurons that 

have been implemented in silicon are Integrate-and-Fire (I&F) model and 

conductance based models. Both models have their own merits and demerits 

and consequently they are application specific. 

In 1907, long before the mechanisms responsible for the generation of 

neuronal action potentials were known, Lapicque developed a neuron model 

that is still widely used [I]-[2]. This memorable achievement stresses that, in 

neural modeling, studies of function do not necessarily require an 

understanding of mechanism. Significant progress is possible if a phenomenon 

is adequately described, even if its biological basis cannot be modeled. It is 

important to note that Lapicque's study is actually not about integrate-and-fire 

models but has given the concept that even if the biophysical basis of neuron 

cannot be modeled, significant progress is possible if a phenomenon is 

adequately described. Based on this, Richard Stein introduced in 1965 a leaky 

integrate-and-fire model with random Poisson excitatory and inhibitory inputs 

[3]. However, it was Bruce Knight that introduced the term "integrate-and- 

fire" neuron in the sixties, and the first paper where the name appears seems to 

be his seminal 1972 paper on the dynamics of the firing rate of this model 

neuron [4], together with a companion experimental paper on visual cells of 

the Limulus [5]. Bruce Knight introduced the term 'forgetful integrate-and- 
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fire' neuron, but the term 'leaky integrate-and-fire' (LIF) neuron, coined by 

Rick Purple (a student of Hartline) soon became more popular. This integrate- 

and-fire neuron with no leak had been analyzed earljer by Gerstein and 

Mandelbrot. From the nineties onwards the leaky integrate-and-fire model and 

its variants became very popular when theorists started to study the dynamics 

of networks of spiking neurons. The LIF is easy and efficient to implement, 

and its behavior can in some cases be analyzed mathematically [6]-[8]. 

Integrate-and-fire models have been used in a wide variety of studies ranging 

from investigations of synaptic integration by single neurons to simulations of 

networks containing hundreds of thousands of neurons. The integrate-and-fire 

model has proven particularly useful in elucidating the properties of large 

neural networks and the implications of large numbers of synaptic connections 

in such networks [9]. Quite frequently, especially in well-conceived, 

parsimonious, large-scale neuronal network models and also direct numerical 

simulation using such models, the simplicity of the I&F model becomes a 

major advantage in efficiently and effectively uncovering robust network 

mechanisms governing the model dynamics [lo]. As a consequence, the I&F 

model has been the focus of many theoretical and computational studies over 

decades. Here a humble attempt has been made to develop a new simple 

variant of I&F model that can reproduce the voltage dynamics of neuron as 

close as to Hodgkin-Huxley (H-H) type models 

As far as H-H model s concerned, due to introduction of voltage dependent 

membrane conductances and most of experimentally found as parameters, this 

model can reproduce electrophysiological measurements to a high degree of 

accuracy. H-H equations are simple and elegant tool, capable of explaining the 

activity of neuron with the help of variable permeability of membrane from 
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different ions. H-H model is, therefore, considered as one of the most basic 

models in neuroscience. Since many conductances namely Na' and C1- 

conductances are voltage and time dependent, effort has been made to 

represent these conductances with various types of field effect transistors 

(FET) namely MOSFET, ISFET and ENFETs. The threshold voltages of these 

FETs are mathematically modeled capable of describing transmitter-receptor 

activities upon which conductances of different ion channels depend. 

1.2 Research Problems: 

(i) Though the Hodglun-Huxley (H-H) type models can reproduce 

electrophysiological measurements to a high degree of accuracy, its intrinsic 

complexity restricts its use in describing neural network dynamics. For this 

reason, many phenomenological spiking neuron models such as Integrate-and- 

Fire (I&F) models have been developed in the past to discuss aspects of 

neuronal coding, memory or network dynamics. Due to replacement of the 

rich dynamics of H-H type models, I&F models cannot correctly reproduce the 

neuronal dynamics close to the firing threshold. Due to this reason, many 

details of electrophysiology of neurons are missed in I&F models. As a 

consequence, the utility of I&F models in neuroscience has been contrasted 

with more detailed H-H model. But the simplicity of I&F models become a 

major advantage in describing network mechanism efficiently and effectively. 

Here, therefore attempt has been made to develop a simple variant of I&F 

model that can approximately reproduce the voltage dynamics of neuron as 

close as to H-H type models. 

(ii) Since 1952, led by Hodgkin-Huxley, many electronic circuits have been 

developed to reproduce the behavior of nerve axons [Ill-[15]. A very good 

Tezpur Un~versity 4 



Department of ECE Chapter I 

account of this type of modeling is reviewed by Harmon et a1 [16] and Lewis 

[17]. But among these models, scientists have so far utilized Hodgkin-Huxley 

(H-H) model as a circuit analog of the axonal membrane. It is because the H-H 

equations are simple and elegant tool, capable of explaining the activity of 

neuron with the help of variable permeability of membrane for different ions, 

e.g., sodium, potassium, chloride etc. Due to the inclusion of many biological 

phenomena of postsynaptic membrane through conductances, H-H model can 

reproduce electrophysiological measurements to a high degree of accuracy. H- 

H model is, therefore, considered as one of the most basic models in 

neuroscience and is still widely used today. The experiments conducted by 

Hodgkin-Huxley upon which the H-H model is based were confined only to 

postsynaptic membrane. As a result, these models could not explain the 

function of synapses on which the variable permeability of postsynaptic 

membrane arises. It is, therefore, proposed to develop biologically motivated 

neuron models that include the action of synapse on the transmitter gated ion 

channels of postsynaptic membrane. It is expected that these models will play 

important role in neurobiology for simulation of receptor function and 

electrical activity of the postsynaptic cell. 

1.3 Research Objectives: 

(i) To develop a simple variant of Integrate-and-Fire model that can 

approximately reproduce the voltage dynamics of neuron analogous to H- 

H model, so that the same can be used both in neural field and neurology 

area. 
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(ii) To develop excitatory and inhibitory actions of synapse models using 

various types of field effect transistors namely MOSFET, ISFET and 

ENFET. 

(iii) To compare the ~ e r f o h a n c e  characteristics of the models developed in 

(ii) with the existing models. 

1.4 Scope of the work: 

The models developed in this work will provide important tools for prediction 

of function of neurons at excitatory and inhibitory states. Such models have 

important applications in the field of neurology for simulation of receptor 

function and electrical activity of the postsynaptic cell. 

The simulation results indicate that the behaviour of the conductance before 

and after applying voltage to the cell may provide a path to future research to 

investigate other techniques to improve the models. It is expected that the 

techniques used in the development of models, analysis and the findings will 

be very useful for any research in the same or other fields. 

In future, the characteristics obtained from simulation results may be explored 

by introducing feed back circuit in the gate of ISFETEWET. The time 

dependence of conductances can be simulated by introducing RC circuit in the 

feed back path. Such circuit, that can accurately simulate the action of the 

chemical transmitters, will have importance in building complex neuron 

networks. 

1.6 Thesis Outline: 

Chapter 2 describes the physiological structure of nerve membrane and the 

principle of generation & conduction of nerve impulses. Chapter 3 presents the 
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literature review of neuron modeling. It starts with the conductance based 

model to integrate-&-fire model proposed by different scientists. Chapter 4 

describes the general overview of synapse starting with the literature review of 

different models of synapse proposed by different neurologists. In chapter 5, 

simple silicon neuron models have been proposed based on Lapicque's 

philosophy. The simulation results indicate that this I&F model can reproduce 

the neural dynamics as close as to H-H type models. In Chapter 6, a simple 

integrate-and-fire based circuit model for excitatory and inhibitory synapse 

has been developed and simulated. The results are presented and analyzed. 

In chapter 7, biologically motivated circuit models of synapse have been 

proposed and simulated. It starts with the biologically inspired circuit model 

for excitatory and inhibitory actions of synapse using both MOSFET and 

ISFET and then expanded to ENFET with special emphasis to acetylcholine 

gated ion channels of the postsynaptic membrane at synaptic cleft. Conclusion 

& discussion of the research and future research options are presented in 

Chapter 8. 
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Chapter 2 

Introduction to Neuron and Synapse: Physiology 
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Introduction to Neuron and Synapse: Physiology 

2.1 Introduction: 

The nerve cell (or Neurons) is the basic functional unit of communication in 

the vertebrate nervous system, which transmits nerve messages. Indeed 

communication between two neurons takes place through synapse. Synapse is 

essentially a connection between two neurons namely presynaptic and 

postsynaptic neurons. Synaptic communication is the inseparable part of 

neuro-bio-engineering having the common goal of analyzing the function of 

the neuron and nervous system, developing methods to restore damaged 

neurological function & creating artificial neuronal systems by integrating 

physical, chemical, mathematical & engineering tools. Major thrusts in neuro- 

bio-engineering include new technology & approaches to advanced basic 

research on the nervous system, including signal processing, modeling & 

simulation of neural systems & their functions; development & application of 

specialized technology for medical diagnosis, monitoring & treatment of 

nervous system disorders; & bio-neuro technology applications such as 

enhanced-performance systems designed on the basis of fundamental 

principles of nervous systems structure & function. 

2.2 Biological Neuron: Overview 

The central nervous system (CNS) is composed of two kinds of 

specialized cells; Neurons and glial or neuroglial cells, which are the basic 

unit of communication in vertebrate nervous system. Every information 
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processing system in the CNS is composed of Neuron and glial cell. 

Without this two types of cells, the CNS would not be able to do what 

it does. The nerve cells can respond to stimuli, conduct impulses and 

communicate with each other. It can response to stimulus and conduct 

impulses because a membrane potential is established across the cell 

membrane. In other words there is an unequal distribution of ions 

(charge atoms ) on the two sides of a nerve cell membrane, because 

carriers actively transport these two ions; sodium from the inside to the outside 

and potassium from the outside to the inside. As a result of this active 

transport mechanism (commonly referred to as the Sodium Potassium pump), 

there is a higher concentration of sodium on the outside than the inside and a 

higher concentration of potassium on the inside than the outside. The Glial 

cells provide structural support to the neuron for information processing. Each 

neuron receives electrochemical inputs from other neurons. Impulses arriving 

simultaneously are added together and, if sufficiently strong, lead to the 

generation of an electrochemical discharge, known as an action potential (a 

'nerve impulse'). The action potential then forms the input to the next neuron 

in the network i.e., neuron conduct electrochemical impulses [I]. The basic 

block diagram of neuron is shown in Fig. 2.1. 
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Synapse 

Fig. 2.1: Bas~c block diagram of Neuron. 

2.2.1 Structure of neuron or neuron morphology: 

The neuron is the cell that animals use to detect the outside environment, the 

internal environment of their own bodies, to formulate behavioral responses to 

those signals, and to control their bodies based on the chosen responses. 

While there are as many as 10,000 specific types of neurons in the human 

brain, generally speaking, there are three kinds of neurons: motor neurons (for 

conveying motor information), sensory neurons (for conveying sensory 

information), and interneurons (which convey information between different 

types of neurons) [ 2 ] .  A Neuron have three distinct parts, they are- 
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2.2.1.1 Cell body or soma. 

2.2.1.2 Dendrites, and 

2.2.1.3 Axon 

2.2.1.1 Cell body: 

The main central portion of the cell is called the soma or cell body. This is 

not only the metabolic center of neuron, it is also its manufacturing and 

recycling plant. For instance, it is within the cell body that neuronal proteins 

are synthesized. It contains the nucleus, which in turn contains the 

genetic material in the form of chromosomes. If the cell body dies, the 

neuron also dies. The soma and the nucleus do not play an active roll 

in the transmission of the neural signal. 

2.2.1.2 Dendrites or nerve ending: 

Neuron has a large number of extensions called, dendrites. Dendrites 

receive impulses and conduct them towards the cell body. Most Neuron 

have multiple dendrites, which extend outward from the cell body and 

are specialized to receive chemical signal from the axonal terminal of 

other neurons. Dendrites convert this signal to small electrochemical 

impulses and transmit them inward in the direction of cell body. 

2.2.1.3 Axon: 

The axon is a single, long thin extension that sends impulse towards 

another neuron. Axon are specialized for the conduction of electrical 

impulses called action potential. Axon are surrounded by a many-layered 
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lipid and protein covering called the myeline sheath, produced by the 

schwann cells. This myeline acts as an insulator. Thus myelinated axon 

transmit information much faster than other neuron, which is known as 

saltatory conduction. 

Another distinct part of the neuron is Axon hillock or Axon terminal, 

which is located at the end of the soma and controls the firing of a 

neuron, also contains neurotransmitters. Neurotransmitters are the 

chemical medium through which the signal flow from one neuron to 

another at chemical synapses. It fires an action potential. The morphology 

of dendritic tree plays an important role in the integration of 

synaptic inputs and it influences the way the neuron processes and 

computers. 

2.2.2 Types of neuron: 

The three main types of neurons are basically multipolar neuron, unipolar 

neuron and biopolar neurun. 

2.2.2.1 Multipolar neurons: 

They are so-named because they have many (multi) processes that extend 

from the cell body, lots of dendrites plus a single axon. Functionally, these 

neurons are either motor (conducting impulses that will cause activity such as 

the contraction of muscles) or association (conducting impulses and permitting 

'communication' between neurons within the central nervous system (CNS). 

The schematic of multipolar neuron is shown in Fig. 2.2. 
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Fig. 2.2 : Mulipolar neuron. 

2.2.2.2 Unipolar neurons: 

It has one process from the cell body. However, that single, very short, 

process splits into longer processes (a dendrite plus an axon). Unipolar 

neurons are sensory neurons - conducting impulses into the central nervous 

system. The schematic of unipolar neuron is shown in Fig. 2.3. 

Fig. 2.3: Unipolar neuron 
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2.2.2.3 Bipolar neurons: 

It has two processes - one axon & one dendrite. These neurons are also 

sensory. For example, bipolar neurons can be found in the retina of the eye. 

The schematic of bipolar neuron is shown in Fig. 2.4. 

Fig. 2.4: Bipolar neuron 

While there are three types of other neurons based on their function: 

Motor neuron: 

Motor Neuron have a long axon & short dendrites & transmit signals from 

the CNS to the other parts(skin, glands, muscles) of the body. 

Sensory neuron: 

Sensory neuron have a long dendrites and short axon, and it carry 

signals from the outer part of the body to CNS. 

Interneuron: 

An interneuron (also called relay neuron or association neuron or bipolar 

neuron) is a neuron that communicates only to other neurons. Interneurons are 
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found only in the CNS where they connect neuron to neuron, so, it  acts as a 

link between sensory neurons and motor neurons. 

2.2.3 An outline of real neuron: 

To support the general function of the nervous system, neurons have evolved 

unique capabilities for intracellular signaling (communication within the cell) 

and intercellular signaling (communication between the cells). To achieve 

long distance, for rapid communication, neurons have evolved special abilities 

for sending electrical signals (action potential) along axons. This mechanism 

is called conduction. In order for neurons to communicate, they need to 

transmit information both within the neuron and from one neuron to the next. 

This process utilizes both electrical signals as well as chemical messengers. 

The operation of neuron relies on the neuron excitable membrane. In 

neuron, this membrane is a bilipid membrane which contains ionic 

channels and this bilipid part of a membrane is essentially a very thin 

insulator, separating the relatively conducting electrolytes inside and outside 

the cell. The ionic channels (there are many different types of ionic channels) 

embedded in this membrane allow selected (charged) ions to cross the 

membrane. The ions of particular significance here are potassium (K'), 

sodium (~a ' ) ,  Calcium (Ca'), and chloride (C1-). In the absence of any input 

to the neuron, the excitable membrane will maintain the inside of the neuron at 

a particular potential relative to the outside of the neuron. This resting 

membrane potential is usually of the order of -70 mV (millivolts) (though this 

does vary across different populations of neurons). This resting potential 

results from movement of ions primarily due to the different ionic 
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concentrations inside and outside of the neurons, and this is maintained by the 

Na'- k+ pump which keeps the Na'concentration inside the cell low, and the 

K' concentration inside the cell high . External inputs to the neuron result in 

the increase of this potential (known as depolarization in the neurophysiology 

community) or decrease of this potential (hyperpolarisation) [3]. The 

schematic of patch of cell neuron membrane is shown in Fig. 2.5. 

Extracellular 

Intr acellul ar 
Fig 2.5 Patch of cell neuron membrane 

2.2.4 Resting potential of Neuron: 

Neurons are remarkable because of their electrical properties. There is an 

electrical potential difference between the inside and outside of a neuron's 

membrane. This difference is called the "transmembrane potential", 

"membrane potential," or simply the "voltage" of the cell. Electro 

physiologists measure the membrane potential by establishing electrical 

continuity between the inside of a neuron and the inside of a glass 
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rnicroelectrode. The rnicroelectrode is filled with electrolyte, which contains 

ions that carry current. A wire from inside the microelectrode leads to an 

amplifier, and is compared with another wire that serves as an external 

reference electrode. These two wires allow the amplifier to sense the electrical 

potential inside and outside the neuron. 

Neurons can respond to stimuli and conduct impulses if a potential is 

established across the cell membrane. There is an unequal distribution of 

ions of two sides of the membrane. The inside of the neuron is slightly 

negative relative to the outside. This difference is called resting membrane 

potential. The resting membrane potential is expressed as -70 mv, and ( -) 

sign indicates that inside of the membrane is negative relative to the 

outside. The potential is called resting because it occurs when the 

membrane is not stimulated or conducting impulses. The active transport 

mechanism of membrane is shown in Fig. 2.6. 

Fig. 2.6: The actlve transport mechanism 

Tezpur Universiry 20 



Deuartment of  ECE C h a ~ t e r  2 

The positive ions responsible for the membrane is Sodium ions and 

Potassium ions; Na' from the inside to the outside and K' from the 

outside to the inside. As a result there occur Sodium- potassium pump 

which is also called active transport mechanism. There is a higher 

concentration of Na' on the outside than the inside and there is a 

higher concentration of K' on the inside than the outside. 

In a resting nerve cell membrane all the sodium gates are closed and 

some of potassium gates are open. As a result Na' cannot diffuse 

through the membrane and largely remain outside of the membrane. 

Some potassium ions are diffuse outside the membrane. Overall there are 

lots of positive charge (K') inside the membrane and lots of sodium 

ions (Na') plus small number of K+ ions outside the membrane. This 

means that there are more positive ions outside than the inside. In other 

word resting membrane potential is maintain until the membrane is 

stimulated. 

2.2.5 Action potential: 

An action potential is vary rapid change in membrane potential., it 

occurs when nerve cell is stimulated. Action potential occurs when the 

membrane is depolarized and Na' channels opens completely . The 

minimum stimulus needed to achieve an action potentials is called 

threshold stimulus. If the membrane potential reaches the threshold 

potential (generally 5-15mv), the voltage gated sodium channels are open 

and sodium ions diffuse inward and depolarization occurs [4]. . 
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The membrane potential of a neuron is measured while injecting current into 

it. If the stimulating current is above a threshold value, then the neuron 

generates action potential. During an action potential, the potential of the 

inside of the neuron becomes more positive than the outside for about few 

milliseconds. Every action potential of a neuron has roughly the same 

stereotyped time course. The schematic of arrangement for measurement of 

action potential in a neuron is shown in Fig. 2.7 

Fig. 2.7: Measurement of action potentials In a neuron. 

The dendrite of the neurons receive information from sensory receptors 

or other neurons. The information is then passed down to the cell 

body and on to the axon. Once the information is arrived at the axon, 

it travels down the length of the axon in the form of an electrical 

signal, known as action potential. The firing of a neuron, referred to as 

action potential; i.e., the incoming stimuli either produce an action 

Tezpur University 22 



Department of ECE Chapter 2 

potentials , if they exceed the neurons threshold value or not. A spike 

or action potential is a stereotyped impulse of fixed magnitude generated by 

the neuron. After the firing of an action potential, the neuron enters a 

refractory period when no further action potentials can be generated. Even 

with very strong input, it is impossible to excite a second spike during or 

immediately after a first one. This causes that action potentials in a spike train 

are usually well separated. The minimal distance between two spikes defines 

the absolute refractory period of the neuron. The absolute refractory period is 

followed by a phase of relative refractoriness where it is difficult, but not 

impossible, to generate an action potential [2 ] .  

Neurons in a resting state normally have a membrane potential -70mv [I] .  

This means that the voltage difference between the fluids on the inside of the 

cell relative to the fluid on the outside of the cell is negative. The cell 

membrane prevents charged particles such as these from freely diffusing into 

and out of the cell. There are two basics ways that they can get in or out. The 

first is with passive transport. Basically the cell has a protein in the cell 

membrane that it can open and close like a water faucet. It is specific for 

certain kinds of chemicals like ions. When it opens, then the ions can flow 

down their gradient from the more concentrated area to the less concentrated 

area. The other way to get ions in or out of cells is to by active transport. The 

cell uses some of its own energy to actively pump the chemicals against their 

gradient. The neuron has a pump that actively pumps three Naf ions out and 

takes in two K+ ions. This means that a net positive charge flows out of the 

neuron. This is what gives the cell its negative potential. Ions are also what are 

responsible for the initiation, and transmission of action potentials. When the 
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neurotransmitters from other firing neurons come in contact with their 

corresponding receptors on the dendrites of the target neuron it causes those 

receptors to open or close some of the passive ion transports. This allows the 

ions to flow into the cell and temporarily change the membrane voltage. If the 

change is big enough then it will cause an action potential to be fired. Fig. 2.8 

shows the basics of how ion flow transmits the action potential down the 

length of the axon. 

Na' channl  

Kt channels close 

Excm K+ outside 
diEuss aNay 

Fig. 2.8: Ion flow in action potentla1 

The first step of the action potential is that the Na' channels open allowing a 

flood of sodium ions into the cell. This causes the membrane potential to 

become positive. 
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At some positive membrane potential the Kf channels open allowing the 

potassium ions to flow out of the cell. 

Next the Naf channels close. This stops inflow of positive charge. But since 

the Kf channels are still open it allows the outflow of positive charge so that 

the membrane potential plunges. 

When the membrane potential begins reaching its resting state the K' channels 

close. 

Now the sodium/potassium pump does its work and starts transporting sodium 

out of the cell, and potassium into the cell so that it is ready for the next action 

potential. 

Chloride ions also play some role in action potential. At rest the inside of a 

neuron is more negatively charged relative to the outside of the neuron. 

Though the intracellular concentration is high for potassium and low for both 

chloride and sodium, the resting membrane potential opposes potassium and 

chloride ions from diffusing down their concentration gradients. A change in 

extracellular chloride potential will eventually lead to a change in intracellular 

chloride potential; thus, inducing changes in the relative volume of the cell 

and changes in chloride, potassium, sodium, and internal anion concentrations. 

However, a change in extracellular chloride potential will not result in a 

change in the chloride equilibrium potential or membrane potential at steady 

state. Conversely, a change in extracellular potassium potential will lead to a 

change in the relative volume of the cell and alter the membrane potential. In 

addition, a change in extracellular potassium potential will result in changes in 

chloride, sodium, and internal anion concentrations. Sodium and potassium 
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ions constantly leak through the membrane. Yet, the sodium-potassium 

exchange pump maintains the leakage concentration. Activated by adenosine 

triphosphate (ATP) produced by metabolism, the sodium-potassium exchange- 

pump pumps three sodium ions into the cell for every two potassium ions 

pumped out of the cell. Activation of ion channels changes the permeability of 

the cell membrane to both potassium and sodium. These changes generate 

electrical signals changing the amount of charge on the cell membrane; thus, 

changing the membrane potential [6]. 

2.2.6 All or None principle: 

The conduction of nerve impulses is an example of an all-or-none response. 

In other words, if a neuron responds, then it must respond completely. The 

greater the intensity of stimulation does not produce a stronger signal but can 

produce more impulses per second. There are different types of receptor 

response to stimulus, slowly adapting or tonic receptors respond to steady 

stimulus and produce a steady rate of firing. These tonic receptors most often 

respond to increased intensity of stimulus by increasing their firing frequency, 

usually as a power function of stimulus plotted against impulses per second. 

This can be likened to an intrinsic property of light where to get greater 

intensity of a specific frequency (color) there have to be more photons, as the 

photons can't become "stronger" for a specific frequency. 

2.2.7 Refractory period: 

When membrane has undergone an action potential, a refractory period 

follows. Thus, although the passive transmission of action potentials across 

myelinated segments would suggest that action potentials propagate in either 

Tezpur University 26 



Department of ECE Chapter 2 

direction, most action potentials travel unidirectionally because the node 

behind the propagating action potential is refractory. 

This period arises primarily because of the voltage-dependent inactivation of 

sodium channels, as described by Hodgkin and Huxley in 1952 [5]. In addition 

to the voltage-dependent opening of sodium channels, these channels are also 

inactivated in a voltage-dependent manner. Immediately after an action 

potential, during the absolute refractory period, virtually all sodium channels 

are inactivated and thus it is impossible to fire another action potential in that 

segment of membrane. In absolute refractory period, during an action 

potential a second stimulus will not produced a second action potential. 

With time, sodium channels are reactivated in a stochastic manner. As they 

become available, it becomes possible to fire an action potential, even though 

with a much higher threshold. This is the relative refractory period and 

together with the absolute refractory period, lasts approximately five 

milliseconds. In relative refractory period another action potential can be 

produced if the stimulus is greater than the threshold stimulus. The nerve 

cell membrane becomes progressively more 'sensitive' (easier to stimulate) as 

the relative refractory period proceeds. So, it takes a very strong stimulus to 

cause an action potential at the beginning of the relative refractory period, but 

only a slightly above threshold stimulus to cause an action potential near the 

end of the relative refractory period [2]. The schematic of absolute and relative 

refractive period of action potential is shown in Fig. 2.9. 
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Fig. 2.9: The absolute and relative refractory period. 

2.2.8 Impulse conduction: 

An impulse is simply the movement of action potentials along a nerve cell. 

Action potentials are localized (only affect a small area of nerve cell 

membrane). So, when one occurs, only a small area of membrane depolarizes 

(or 'reverses' potential). As results, for a split second, areas of membrane 

adjacent to each other have opposite charges (the depolarized membrane is 

negative on the outside & positive on the inside, while the adjacent areas are 

still positive on the outside and negative on the inside). An electrical circuit 

(or 'mini-circuit') develops between these oppositely-charged areas (or, in 

other words, electrons flow between these areas). This 'mini-circuit' stimulates 

the adjacent area and, therefore, an action potential occurs. This process 

repeats itself and action potentials move down the nerve cell membrane. This 

movements of action potentials is called an impulse. 
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Impulses typically travel along neurons at a speed of anywhere from 1 to 120 

meters per second. The speed of conduction can be influenced by: the 

diameter of a fiber, temperature, and the presence or absence of myelin. 

Neurons with myelinated neuron conduct impulse must faster than the 

neuron without myelin [3]. 

2.3 Introduction to Synapse: 

A synapse can be defined as a specialized site of functional interaction 

between neurons. No neurons run directly from the periphery to brain. 

Normally the initiated signal is relayed by several intermediate neural 

cells. This interconnection between neurons, called the synapses, behave 

as a simple switch but also has a simple role in information processing. 

Neurons are able to respond to stimuli (such as touch, sound, light, and so on), 

conduct impulses, & communicate with each other. And synapse is point of 

impulse transmission between two neurons; in general impulse transmitted 

from axon of presynaptic neuron to dendrite of postsynaptic neuron, which is 

known as axodendritic synapse. Synapses generally omnidirectional, i.e., 

transmit signals in only one direction: an axon terminal from the 

presynaptic cell sends signal that are picked by the postsynaptic cell. 

The axon terminal of the presynaptic cell contains vesicle filled with 

neurotransmitter. The most common type of synapse in the vertebrate brain is 

a chemical synapse. 
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Fig. 2.10: Anatomy of Chemical Synapses 

At a synapse, the end of the axon is 'swollen' and referred to as an end bulb or 

synaptic knob. Within the end bulb are found lots of synaptic vesicles (which 

contain neurotransmitter chemicals). Between the end bulb and the dendrite 

(or cell body) of the post-synaptic neuron, there is a gap (15-200nm) 

commonly referred to as the synaptic cleft as shown in Fig. 2.10. 

Since the term synapse was coined at the end of the nineteenth century, this 

sophisticated structure has attracted tremendous attention, not only because 

synapses are necessary for neuronal signaling and computation, but also 

because they undergo long-term modification(synaptic plasticity) that underlie 

information storage (learning and memory) in the brain. Most synapses in the 

nervous system are chemical synapses - that is, synaptic transmission is 
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mediated by a neurotransmitter that is released by the Axon of the presynaptic 

neuron and that diffuses across a narrow cleft to act on corresponding 

receptors on the Dendrite of the postsynaptic neuron. So, synapses are cell 

junctions that are characterized by specialized membrane regions and the 

accumulation of specific proteins at both the presynaptic and postsynaptic sites 

of cell contact [7]. 

2.3.1 Types of Synapse: 

Synapses are classified according to the kind of neurotransmission, 

andlor according to the site. 

Three types of synapse can be classified according to the site- 

(i) Axoaxonic synapse. 

(ii) Axosomatic synapse. 

(iii) Axodendritic synapse. 

Axoaxonic makes a connection between axon of a one neuron to the 

axon of another neuron as shown in Fig. 2.11. Its tend to be inhibitory 

and regulating the postsynaptic neuron. 

Axosomatic synapse makes a connection between axon of a presynaptic 

neuron to the soma or cell body of a postsynaptic neuron. 

Axodendritic synapse referring to the synapse between the axon of a one 
1 

neuron (presynaptic neuron) to dendrite of another neuron (postsynaptic 

neuron). This types of synapse is most frequent and they tend to be 

excitatory. 
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AXOSOM ATIC AXODENDRITIC AXOAKON AL 

Fig. 2.11: Types of synapses according to site. 

The typical and most frequent type of synapse is the one in which the axon of 

one neuron connects to a second neuron by usually making contact with one of 

its dendrites or with the cell body. 

According to the neurotransmission there are two types of synapse: 

They are, 

(i) Electrical synapse, and 

(ii) Chemical synapse. 

Gap junctions and connexons form electrical synapse (Bennett, 1977). And 

Chemical synapses are formed by chemical neurotransmitters, where there is a 
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gap between the presynaptic neuron and postsynaptic neuron, which is known 

as synaptic cleft. 

2.3.2 Synaptic Communication: 

The primary mode of communication between two neurons is a biochemical 

process that occurs at a synapse. The synapse is essentially a junction called 

synaptic cleft between two neurons namely presynaptic and postsynaptic 

neurons. Signal from presynaptic neuron to postsynaptic neuron is transmitted 

through neurotransmitter chemical released by presynaptic neuron terminals in 

to the synaptic cleft. Neurotransmitters diffuse through the cleft and then bind 

with the specific receptor sites of the membrane of postsynaptic neuron. This 

binding initiates the opening of transmitter gated ion channels resulting in 

flow of ions into the cell or out of the post synaptic cell [ 2 ] .  

Primarily synapses are the point of impulse conduction between presynaptic 

(axon) neuron and postsynaptic (dendrite) neuron. The neurotransmitter 

released by the presynaptic neuron at synapses excite or inhibit the 

dendrites and cell body of the postsynaptic neuron. If sufficiently excited 

an action potential will be generated in the postsynaptic neuron. The 

neurotransmitter molecules are stored in synaptic vesicles located in the 

expanded tips of the presynaptic neuron [8]. Some of the 

neurotransmitters diffuse across the synaptic cleft and bind with 

receptors in the postsynaptic membrane. In response membrane channel 

open and ions (sodium, potassium, chloride) enter and exit the 

postsynaptic neuron. The exchange of ions depolarized or hyperpolarized the 

postsynaptic neuron. 
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The synapses can be Excitatory or Inhibitory in nature, according to the effect 

it causes on the postsynaptic element. Neurotransmitter released at 

excitatory synapses open ion channels in the postsynaptic membrane, 

that allow sodium ions (Na') and calcium(Ca') to enter the cell. The 

influx of sodium ions causes the membrane to temporally depolarize [9 ] .  This 

voltage change, which is called Excitatory post synaptic potential 

(EPSP), are required to reach the threshold point (-55mv approximately) 

to generate an action potential. Interaction with receptor sites at 

excitatory synapses opens sodium (Na') and potassium (Kf ) channels, 

thereby increasing the permeability of post synaptic membrane to each of 

this ions. The inward diffusion of sodium ion is greater than outward 

diffusion of potassium ions, thus the postsynaptic membrane is no longer 

resting and is called excitatory post synaptic potential (EPSP). The EPSP 

is shown in Fig. 1.12. The resting membrane potential (RMP) is shown as -70 

in Fig. 2.12. 

The postsynaptic potential repolarizes to its resting potential (-70mv) within a 

few milliseconds after the receptor close. This process is accomplished by 

sodium-potassium pump in the postsynaptic membrane. 
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Fig. 2.12: Excitatory Post Synaptic Potential (EPSP). 

Inhibitory synapses cause an inhibitory postsynaptic potential (IPSP) 

because the net effect of neurotransmitter released by the presynaptic 

membrane hyperpolarized the postsynaptic membrane , which is more 

difficult to reach the electrical threshold potential to start an action 

potential. Neurotransmitter released at inhibitory synapses cause ion 

channels of receptor site to open, which allow the movement of potassium 

(K') ion. Then the membrane will temporally hyperpolarize due to potassium 

ions. This movement of potassium, hyperpolarized the membrane so that 

the internal potential become more negative than the resting state. 

Consequently an inhibitory postsynaptic potential (IPSP) established. The 

potential is called inhibitory because the membrane potential is even 
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farther from the excitation threshold than in the resting state. The IPSP is 

shown in Fig. 2.13. 

Time - 
Fig. 2.13: Inhibitory Post Synaptic Potential (IPSP). 

An IPSP change the membrane voltage in the postsynaptic neuron which 

result from synaptic activation of inhibitory neurotransmitter receptors. A 

postsynaptic potential is called inhibitory when the resulting change in 

membrane voltage make it more difficult to fire an action potential, 

lowering the firing rate of action potential. 

When an action potential from the presynaptic neuron arrives at its terminals 

connecting the cleft, neurotransmitters are released into the cleft which diffuse 

through the 'cleft and bind with the receptor sites of the postsynaptic 
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membrane. This binding mechanism opens the ion channels situated at the 

membrane surface and ions move into or out of the membrane. If the synapse 

is excitatory, Sodium ions flow into the cell resulting into positive current. As 

a result the membrane depolarizes. If sufficient number of Sodium channels 

open, then membrane potential will be greater than the action potential 

threshold VT of the neuron and initiates an action potential. If the synapse is 

inhibitory, Chloride & Potassium ions move into & out of the cell, resulting 

into negative current. As a result the membrane hyperpolarizes. If the numbers 

of Chloride & Potassium channels are sufficiently large then membrane 

potential will be able to initiate an action potential in negative direction. 

Excitatory neurotransmitters make membrane potential less negative via 

increased permeability of the membrane to sodium & therefore tend to excite 

the postsynaptic membrane. Inhibitory neurotransmitters make membrane 

potential more negative via increased permeability of the membrane to 

potassium & therefore tend to inhibit or make less likely the transmission of 

an impulse [9]-[lo]. 
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General Overview of Neuron Modeling 

3.1 Introduction: 

Neuron models are used in neuromorphic engineering aiming at understanding 

of real neuronal systems and are gaining better, possibly brain like 

performance for systems being built. In recent times the term neuromorphic 

has been used to describe analog, digital or mixed-mode analogldigital VLSI 

systems that implement models of neuronal systems (for perception, motor 

control, or sensory processing) as well as software algorithms. A key aspect of 

neuromorphic design is to understanding how the morphology of individual 

neurons, circuits, and overall architectures create desirable computations, 

affect how information is represented, influences robustness to damage, 

incorporates learning and development, and facilitates evolutionary change. 

Neuromorphic engineering takes inspiration from biology, physics, 

mathematics, computer science and engineering to design artificial neural 

systems, such as vision systems, head-eye systems, auditory processors, and 

autonomous robots, whose physical architecture and design principles are 

based on those of biological nervous systems. Neuromorphic systems are 

basically artificial systems and can be realized in analog VLSI, and they range 

from vision chips to synaptic conductances. By building and operating 

neuromorphic systems, we can have depth knowledge of computational 

principles of neural networks and systems. Here we reviewed of some 

publications concerning the development of model of neuron based on 

Hodgkin - Huxley equations and subsequent electronic models based on the 

similarities between biological and semiconductor physics. 
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Neuroengineering, or more precisely Bio-neuroengineering which is 

inseparable part of Bioelectronics, is an interdisciplinary area, with the 

common goal of analyzing the function of the nervous system, developing 

methods to restore damaged neurological function & creating artificial 

neuronal systems by integrating physical, chemical, mathematical & 

engineering tools. 

The development of artificial circuit models that simulate the behavior of 

biological neuron is one of today's most promising directions of investigation 

in the field of neurobio and neuromorphic engineering. Two main classes of 

models of spiking neurons have been implemented in silicon, namely 

conductance based model, such as Hodgkin and Huxley (H-H) model and 

Integrate and fire (I-F) model such as McGregor model. I-F model is 

employed to reproduce some phenomenological properties of biological 

neurons that are specially focused on the designers. The latter is employed to 

design the electroph ysiological properties of biological neuron accurately. 

Conductance based model details allow for a dynamics of a neuron membrane 

potential and spike generation. 

3.2 Conductance based model: 

These types of silicon neurons contain analog circuits that emulate the physics 

of a real ionic conductance and are typically based on prototypical ion 

conductance models that obey Hodgkin-Huxley principles. The Conceptual 

basis of the H-H model equation is given by the stochastic motion of 

ions through channel proteins with the cell membrane, driven by 

potential difference across the cell membrane and regulated by potential 

dependent conductances. In 1952 H-H explained how action potentials 
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are generated through the electrical excitability of neuronal membrane. 

Action potential are arises from the synergistic action of sodium and 

potassium channels, each of which open and close in a voltage dependent 

fashion. 

Conductance based models allow for detailed dynamics of a neuron's 

membrane potential and spike generation. They imitate the biological neurons' 

response by modeling several ion channels, like sodium, potassium, calcium, 

etc. Advantages of conductance models are the possibility of modeling post- 

inhibitory rebounds, bursting, and the multiple-compartmental structure of a 

single neuron. Thus Hodgkin- Huxley conductance based models provides an 

excellent description of the electrical behavior of the neuron. The Hodgkin 

and Huxley (H-H) equation is generally used by biomedical engineers 

and neuroscientist to model analog circuit for axonal membrane. If a 

neuron is considered as a signal processing unit, the synapses and dozens of 

different types of neurotransmitters discovered thus far that can act on 

transmitter-gated ion channels in synapses must be examined. Thus far, many 

neuron models were proposed for explaining the active principle of neuron 

such as the famous Hodgkin-Huxley (H-H) model. 

3.2.1 Hodgkin-Huxley Membrane Model: 

Hodgkin- and Huxley showed that the current can be canied through the 

membrane either by charging the membrane capacity or by movement 

of ions through the resistances in parallel with the capacity. Hodgkin- 

and Huxley described that the electrical behaviour of membrane may be 

represented by the equivalent circuit shown in Fig 3.1. 
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Fig. 3.1: Electrical circuit representing membrane. RNIl =VgNo; RK= I/gK; RI= I/gl. RNn and RK vary 
with time and membrane potential; the other components are constant. 

As described by Hodgkin and Huxley, the current passing through the 

biological membrane can either be the capacitive current, which is by charging 

the membrane capacitance or ionic current which is due to movement of ions 

through the resistances in parallel with the capacitance. So, for analysis of 

Hodgkin and Huxley model, the total current is divided into capacitive current 
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and ionic current. The expression of capacitive current described by Hodgkin 

and Huxley is given by- 

And the ionic part of the total current is composed of sodium ions (INa) 

current, potassium ions (IK) current and other ions (I,) current and given by- 

I, = INu + IK  + I /  (3.2) 

Thus the total membrane current is 

I  = I ,  + I, 

In the capacitive current, V is the displacement of the membrane potential 

from its resting value, CM is the membrane capacitance per unit area which is 

assumed to be constant, t is time. Hodgkin and Huxley in their series of papers 

showed that the ionic permeability of the membrane can be expressed in terms 

of ionic conductances (gNa, g~ and g,). The respective ionic currents given by 

Hodgkin and Huxley are - 

Where EN, and EK are the equilibrium potentials for the sodium and potassium 

ions. El is the potential at which the leakage current due to chloride and other 

ions is zero. For practical application the above three equations can be written 

in the form - 

I N u  = g N u  (v -VNo) (3.7) 
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1, = gx ( v  - v x  ) (3.8) 

Where, 

V = E - E ,  

And E, is the absolute value of the resting membrane potential. V, VNa, VK and 

Vl can be measured as displacement from the resting membrane potential. 

At steady state condition the capacitive component of total current is zero 

since at steady state (dV/dt) = 0. The individual ionic currents are related with 

their respective ionic conductances (gNa, gK etc), equilibrium potential of 

respective ions (ENa, EK and E,) and membrane potential (E) [I]. The total 

membrane current is a function of time and voltage and is given by - 

In order to introduce the concept of resting and action potential related to 

biological neurons, the general equation for the total current passing through 

the patch of membrane given by Hodgkin and Huxley can be expressed as - 
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Where, Ip is current due to Na -K pump, which can be split into two separate 

currents, Sodium pump current Ip(Na), and Potassium pump current Ip(K). 

Because of its small contribution, Na-K pump current can be neglected. 

From the current expression, the resting potential expression can be written as- 

Where, NK = (gNa) / ( g K )  is the sodium/potassium conductance ratio. 

Now, if an ionic current is injected- 

inside the cell through the membrane neglecting the Na-K active pump current 

I,, it will shift the resting potential of the membrane to a new steady value. 

Therefore, constant current I,,, applied for a short time At will shift the 

membrane potential to a new steady value given by- 

Now if the I,,, current is turn off, the membrane current will decay back to its 

original resting value V,,,. The simulated output profile of H-H model is shown 

in Fig 3.2. 
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h g .  3.2: The simulated output of H-H model 

After these historical developments, many researchers in the field of bio- 

neuroengineering proposed different models of biological neurons. The 

dynamics of those models is quantitatively and qualitatively similar to 

Hodgkin-Huxley mechanisms which implement their specific equations. 

3.2.2 Lewis Membrane Model: 

Edwin R. Lewis published several electronic membrane models that are based 

on the Hodgkin-Huxley equations. Lewis membrane model proposed by 

Edwin R. Lewis, uses discrete transistors and associated components for the 

sodium and potassium conductances, synaptic connections, and other 

functions of electronic membrane model [2]. All these are parallel circuits 

connected between nodes representing the inside and outside of the 

membrane. Lewis implemented the electronic membrane model as shown in 
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Fig. 3.3, with active filters for sodium and potassium conductances and 

mu1 tipliers. 

INSIDE 

OUTSIDE 
Fig. 3.3: The block diagram of Lewis Membrane Model 

Since the output of the model is the transmembrane voltage V,, the potassium 

current can be evaluated by multiplying the voltage corresponding to GK by 

(V, - VK). The Lewis model is an accurate physical analogy to the Hodgkin- 

Huxley expressions and the behavior of the output voltage V,, corresponds to 

that predicted by the Hodgkin-Huxley equations. The electronic circuits in the 

Lewis neuron model has provision for inserting (and varying) not only such 

constants as GK ,,,,, GN, ,,,,, VK, VNa, VClr which enter the Hodgkin-Huxley 

formulation, but also z,,, z,, z,,, which allow modifications from the Hodgkin- 

Huxley equations. In the following, the components of the model are 

discussed separately. 
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3.2.2.1 Potassium Conductance of Lewis Membrane model: 

The circuit simulating the potassium conductance of Lewis membrane model 

is shown in Fig 3.4. The potassium conductance function GK(V,,,t) is generated 

from the simulated membrane voltage through a nonlinear active filter 

according to the Hodgkin-Huxley model (in the figure separated with a dashed 

line). The three variable resistors in the filter provide a control over the delay 

time, rise time, and fall time. The value of the potassium conductance is 

adjusted with a potentiometer, which is the amplitude regulator of a multiplier. 

The multiplier circuit generates the function GK(V,,"t).vK, where vK is the 

difference between the potassium potential (VK) and membrane potential (V,,,). 

The multiplier is based on the quadratic function of two diodes. 

membrane 

con du ctan ce 

Fig. 3.4: The circuit simulating the potassium conductance of the 
Lewis membrane model. 
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3.2.2.2 Sodium Conductance of Lewis Membrane model: 

In the Lewis circuit simulating the sodium conductance, Lewis omitted the 

multiplier on the basis that the equilibrium voltage of sodium ions is about 120 

mV more positive than the resting voltage. Because of the interest in small 

membrane voltage changes, the gradient of sodium ions may be considered 

constant. The circuit simulating the sodium conductance is shown in Fig 3.5. 

The time constant of the inactivation is defined according to a varistor. The 

inactivation decreases monotonically with the depolarization, approximately 

following the Hodgkin-Huxley model. 

Fig. 3,s: The circuit simulating the sodium conductance of the 
Lewis membrane model. 
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3.2.2.3 Simulated Action Pulse of Lewis Membrane model: 

By connecting the components of the membrane model as in Fig 3.6 and 

stimulating the model analogously to the real axon, the model generates a 

membrane action pulse. This simulated action pulse follows the natural action 

pulse very accurately. Fig 3.7 illustrates a single action pulse generated by the 

Lewis membrane model. The goal of Lewis model is to simulate the behavior 

of a neuronal network, including coupled neuron. 

Fig. 3.6: The complete Lewis membrane model 
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Fig. 3.7: Single action potential pulse generated by Lewis Membrane Model 

3.2.3 Roy Membrane Model: 

Guy Roy published an electronic membrane model in 1972 and gave it the 

name "Neurofet". His model, analogous to Lewis's, is also based on the 

Hodgkin-Huxley model. Guy Roy used Field Effect Transistors (FETs) to 

simulate the sodium and potassium conductances. FETs are well known as 

adjustable conductors. So the multiplying circuit of Lewis may be 

incorporated into a single FET component (Fig 3.8). In the Roy model the 

conductance is controlled by a circuit including an operational amplifier, 

capacitors, and resistors. This circuit is designed to make the conductance 
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behave according to the Hodgkin-Huxley model. Roy's main goal was to 

achieve a very simple model rather than to simulate accurately the Hodgkin- 

Huxley model. Nevertheless, the measurements resulting from his model, 

shown in Fig 3.9 and 3.10, are reasonably close to the results obtained by 

Hodgkin and Huxley. Fig 3.9 illustrates the steady-state values for the 

potassium and sodium conductances as a function of applied voltage. Note that 

for potassium conductance the value given is the steady-state value, which it 
3 reaches in steady state. For sodium the illustrated value is G'Na=GNa mar m @hO 

; it is the value that the sodium conductance would attain if h remained at its 

resting level ( h o )  The full membrane model was obtained by connecting the 

potassium and sodium conductances in series with their respective batteries 

and simulating the membrane capacitance with a capacitor of 4.7 nF and 

simulating the leakage conductance with a resistance of 200 kQ. The results 

from the simulation of the action pulse are illustrated in Fig 3.10 [3] 

Fig. 3.8: The circuits simulating (A) sodium and (B) potassium conductances in  the Roy Membrane 
Model 
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Fig. 3.9: Steady-state values of the (A) Grand (B) GINa as a function of membrane voltage 
clamp in the Roy model (solid lines), compared to the measurements of Hodgkin and Huxley (dots). 

V,, the transmembrane voltage, is related to the resting value of the applied voltage clamp. 

Time [ms] Time lrns] Time [ms] 

Fig: 3.10: Voltage-clamp measurements made for (A) potassium and (B) sodium 
conductances in the Roy model. The voltage steps are 20,40, 60, 80, and 100 mV. 

(C) The action pulse simulated with the Roy model. 
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3.2.4 Farquhar and Hasler Membrane Model: 

There is clear analogy between biological neuron and semiconductor physics. 

Hodgkin-Huxley realized non-linear conductancee using resistors. But 

biological channels have exponential current relationship to the voltage on the 

membrane which can not be simply realized using resistor. E. Farquhar and P. 

Hasler [4] proposed a model of sodium and potassium channel type neuron 

circuit which can generate action potential. The proposed model of E. 

Farquhar and P. Hasler is shown below in Fig. 3.11. 

Classic h,l ode1 New h1 otlel 

F I ~ .  3.11 The figure shows the model proposed by E. Farquhar 
and P Hasler 
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The Fig.3.11 shows the transition from bio-physics to semiconductor physics. 

The proposed model of E. Farquhar and P. Hasler can be realized for linear 

conductances using Bipolar Junction Transistor (BJT) or a sub-threshold mode 

Metal Oxide Semiconductor Field Effect Transistor (MOSFET). MOSFET has 

higher preference over BJT because of its extremely low power dissipation in 

sub-threshold mode. As mentioned earlier, the proposed model of neuron 

circuit of E. Farquhar and P. Hasler consists of sodium and potassium channel 

circuits. The sodium channel circuit of E. Farquhar and P. Hasler is shown in 

Fig. 3.12 below, and it contains a band pass filter and a band pass control 

circuit which controls the sodium channel transistor and it is observed that the 

response of band pass filter is that of sodium channel response. Similarly, the 

potassium channel circuit of E. Farquhar and P. Hasler is shown below in Fig. 

3.13. By combining the two channel circuits of E. Farquhar and P. Hasler a 

complete neuron circuit model is proposed, which is shown in Fig. 3.14. The 

results obtained by E. Farquhar and P. Hasler closely matches with the 

biological data. 
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hlmbranc Na' C b ~ d  Control C'irtnit for Na' DyRunics 
Qpscitor Tranddor 

En, 
h k  \It  

Fig. 3.12: The sodium channel circuit model of E. Farquhar 
and P. Hasler 

Fig. 3.13: The potassium channel circuit model of E. Farquhar 
and P. Hasler 
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Fig. 3.14: The neuron circuit model using both sodlum and 
potassium channel circuit of E. Farquhar and P. Hasler 

The experimentally measured action potential generated by the circuit model 

developed by E. Farquhar and P. Hasler is shown in Fig. 3.15. The action 

potential generated is quite similar to the biological one. 
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Fig. 3.15: The action potential generated by the neuron circuit modei of 
E. Farquhar and P. Hasler 

The physical principles governing ion flow in biological neurons share some 

interesting similarities to electron flow through channels of a MOS transistor. 

A simple electrical circuit can be designed which seeks to exploit these 

similarities to produce an artificial silicon neuron circuit which behaves in a 

manner similar to a biological neuron. Artificial neurons are designed to 

process information in a way that directly mimics the processing that is found 

in biological neurons. 

3.3 Integrate and Fire (I&F) model: 

Integrate and fire (I&F) models are less realistic than conductance-based ones, 

but require fewer transistors and less silicon real-estate. They allow for the 

implementation of large, massively parallel networks of neurons in a single 

VLSI device. I&F neurons integrate pre-synaptic input currents and generate a 
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voltage pulse analogous to an action potential when the integrated voltage 

reaches a spiking threshold. Networks of I&F neurons have been shown to 

exhibit a wide range of useful computational properties, including feature 

binding, segmentation, pattern recognition, onset detection, and input 

prediction. Many variants of these circuits were built during the 1950s and 

1960s using discrete electronic components. 

3.3.1 I & F model of Mead: 

The first simple VLSI version was probably the Axon-hillock circuit, 

proposed by Carver Mead and colleagues in the late 1980s (Mead, 1989) [5]. 

It reduces the complexity of a single component with a single conductance. 

The Integrate & Fire model of Carver Mead is shown in Fig 3.16. 

Fig. 3.16: The Axon Hillock Integrate and Fire circuit of C. Mead. 
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In this model, a capacitor that represents the neuron's membrane capacitance 

integrates current input to the neuron. When the capacitor potential crosses the 

spiking threshold a pulse V,,, is generated and the membrane potential Vl,l,l,l is 

reset. This circuit captures the basic principle of operation of biological 

neurons, but cannot faithfully reproduce all of the dynamic behaviors observed 

in real neurons. In addition it has the drawback of dissipating non-negligible 

amounts of power while the membrane potential V,,,,,,, crosses the amplifier's 

switching threshold [6] .  

The basic circuit of this model consists of a capacitor C, parallel with a 

resistor R, driven by current I. The basic Integrate and Fire model of neuron is 

shown in Fig 3.17. 

F I ~  3 17 Bas~c Integrate and Flre circuit 
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The driving current is spilt in to two components: 

Where IR is the resistive current passes through the R, and Ic is the capacitive 

component . 

Thus, I = V I R  + C (dvld t )  (3.20) 

Where V is the membrane potential. A spike will occur when V reaches a 

threshold VTH After the occurrence of spike next spike cannot occur due to 

refractory period [7 ] .  

3.3.2 Leaky integrate and fire model: 

The family of leaky integrate-and-fire (LIF) neuron models has a simplified 

spike generation mechanism while providing an accurate approximation of the 

membrane potential and other neuron properties like refractory properties and 

adaptation to stimuli. Simplification of spike generation allows for improved 

computation speed as compared with conductance based models. This model 

is a very simple mechanism of spike generation and dendritic integration. 

Abbott & Kepler (1990) have shown that the more complex H-H model can be 

reduced to an LIF model in the limit that the membrane loading time is the 

dominant time scale of the neuronal dynamics [8]-[9]. The model provides a 

good description of subthreshold integration of synaptic input and injection 

current that the neuron received. The Leaky Integrate and Fire model of 

neuron is shown in Fig 3.18. 
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Fig. 3.18: The leaky integrate and fire model 

The resistor R models the overall leakage of the membrane, and the C models 

the overall capacitance of the membrane. The time constant z = RC. When a 

spike occurs the capacitor will be discharged. In this neuron model, the 

dendrites are modeled as a single point at which the synaptic inputs are 

summed, while current leaks away linearly. The voltage like state variable at 

point A is described by: 

Where z is the time constant of the point neuron (i.e. a reciprocal) measure of 

its leakiness), and I( t)  is the total external input to the neuron. In the presence 

of positive input, the activity A can rise to the threshold 8. When this is 

crossed from below, the neuron emits a spike, and A is reset to some initial 

value. The mechanism of spike generation is generally ignored in the model, 

and the output is characterized entirely by the sequence of spike times. This 

type of neuron is sometimes known as a point neuron, because all the 
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geometry of the dendrite has been shrunk to a single point. If R is infinite, then 

the neuron is not leaky, and it simply integrates its input until this reaches 

threshold. If t is small, then more recent inputs have a larger effect on A. If I(t) 

is made up of a number of excitatory synaptic inputs, each of which is not 

large enough to cause A to exceed 8, then the neuron will act as a coincidence 

detector, firing when a number of its excitatory inputs occur at about the same 

time, allowing A to reach 8 in spite of the leakage. 

As integrate and fire model is described by the dynamics of membrane 

potential V (t) .  

Where C, is the membrane potential, vo is the resting potential, zn, is the 

passive membrane time constant, Is(t) a current describing the effect of 

synaptic input. I,,,,(t) is the current injected in to the neuron. The first term in 

the right is the current due to the passive leak of the membrane, and the 

passive membrane time constant is related to the neuron's capacitance and 

leak resistance R,, of the membrane potential by t, = R,, C,,, . For 

subthreshold potentials the respond of the model to periodic deterministic 

input is 

Where it is assumed that the membrane potential at the initial time to is at the 

resting potential v(to) = Vo. When the membrane potential reaches the 

threshold Vth a spike is generated and the membrane potential is reset to its 

initial value V,,,,, The main interest in the integrate-and fire neuron model is 
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stochastic synaptic input. In the case of current synapses, the synaptic current 

is described by 

As in the case of homogeneous synaptic input, the excitatory and inhibitory 

synaptic inputs, SE,k(t) and Sl,k(t), are described as a series of &function inputs 

to each synapse. 

where tE,k and t1,k are the times of the synaptic input spikes for the excitatory 

and inhibitory synapses, respectively. Thus leaky integrate fire model gives 

the membrane potential for injected current and details of the synaptic input 

for current synapses and conductance synapses [lo]. 

Nonlinear integrate-and-fire models have been considered in different 

regimes. These can roughly be categorized by three criteria; whether they are 

deterministic or stochastic, whether the applied signal is static or time 

dependent, and whether this is a sub- or suprathreshold signal, i.e. whether the 

signal may drive the membrane voltage above the threshold in absence of 

random noise. 
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General Overview of Synapse Modeling 
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General Overview of Synapse Modeling 

4.1 Introduction: 

Modeling and simulation of the electrical activity of neuron including the 

synapse provides important tools for characterization and prediction of 

neuronal function. Such model has important applications in the field of 

neurobioengineering for simulation of receptor function and electrical activity 

of the postsynaptic cell. In the field of neuromorphology, such model may be 

used for simulation of agonist-receptor function of postsynaptic cell. 

The electrical mechanism of synapse is shown in Fig. 4.l(a). The synaptic 

equivalent circuit is shown in Fig. 4.l(b), where I is the total current from 

ionic channels of all synapses and El, E2, ...., EM represent the chemical 

potentials of each corresponding ions. For example, EM may be ENa or may be 

Eel. The total current I help to stimulate the postsynaptic neuron to initiate an 

action potential [I]. 

Fig. 4.l(c) shows the equivalent circuit of a synapse which consists of a 

presynaptic neuron, synaptic cleft and postsynaptic neuron. Here, CM 

represents the capacitance of the lipid bilayer of postsynaptic membrane. The 

conductance gNo, g ~ ,  gc,, and go represent the membrane permeability of 

Sodium, Potassium, Chloride and other ions. ENn, Ecr, and EK are the 

chemical potentials of Sodium, Chloride and Potassium. E, is the resting 

potential. 

From the Fig. 4.l(b), the total current can be written as 
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If V,, be the postsynaptic membrane potential established by the ionic and 

capacitive membrane current then 

Postsynaptic neuron 
ofsynapse i 

Pnsynaptic nturon Excitatory 
ofsynapse i synapse i 

K +  channels Cr' Channels 

Na+channels 

Fig. 4.l(a): Electrical mechanism of synapse 
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Fig. 4.l(b): Equivalent circuit of a presynaptic neuron 
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Fig. 4. I(c): Electrical equivalent circuit of synapse 
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4.2 Synaptic Neuron Models: 

Modeling and simulation of neuron provides important tools for prediction of 

function of neurons at excitatory and inhibitory states. Such model has 

important applications in the field of neurobioengineering for simulation of 

receptor binding function and electrical activity of the postsynaptic cell. It is 

stated in literature [2] that FET is the ideal electronic element to simulate the 

axon membrane conductances. Theory of Metal-oxide Semiconductor Field- 

Effect Transistor (MOSFET) is therefore essential to understand the synaptic 

neuron model. 

4.2.1 Theory of Metal-oxide Semiconductor Field-Effect 

Transistor (MOSFET): 

The basic structure of Metal Oxide Semiconductor Field Effect Transistor 

(MOSFET) is shown in Fig. 4.2. MOSFET is a Metal Oxide Semiconductor 

(MOS) capacitor that has been made between two nf (i.e., heavily doped n- 

type) contact regions in a p-type semiconductor. The gate (G)  (or MOS 

capacitor electrode) has a length L and a width 2, as shown in Fig. 4.2. 
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Metal electrode 

b 
Substrate 

Fig 4.2. Structure of an n-channel enhancement-mode MOSFET 

The n' regions are called the source (S) and drain (D) regions. Their main 

function is to establish a low-resistance contact to the two ends of the n+-type 

inversion layer, and a very high resistance contact to the p-type semiconductor 

substrate. Indeed the n+ regions can supply electrons to the inversion layer, as 

is required there for conduction, but they can not supply holes to the p-type 

substrate, so they are a very poor ohmic contact to the substrate. They formpn 

junctions with the substrate, with the polarity of bias between the source and 

drain regions and the substrate being such as to inhibit current flow (actually a 

leakage current will flow across the n"p junction at the drain, but it  is very 

small, so the source and drain are effectively isolated when there is no 

inversion layer connecting them). In practice, only a negligible current can 

flow between the two n" regions unless a surface inversion layer is formed. 

This implies that current flows between source and drain only when we apply 
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a voltage between gate and substrate that is greater than the threshold voltage 

for the MOS capacitor. 

The device shown in Fig. 4.2 is called an n-channel enhancement-mode 

MOSFET: a p-channel enhancement-mode MOSFET can be made by using p+ 

contact regions in an n-type semiconductor substrate. The array of possible 

MOSFETs is indicated in Fig. 4.3, with the arrow indicating the direction from 

p-type to n-type. 

n- channel 
S G D 

n-channel 

'Fig. 4.3(a)(i) : Enhancement mode MOSFET structure and Circuit symbol (n-channel) 
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p-channel 
S G D 

p-channel 

Fig. 4.3(a)(ii) : Enhancement mode MOSFET structure and Circuit symbol (p-channel) 
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n- channel 
S G D 

Fig. 4.3(b)(i) : Deplet~on mode MOSFET structure and Circuit symbol (n-channel) 
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p-channel - 

S G D 

Fig. 4.3(b)(i1) : Depletion mode MOSFET structure and Circuit symbol (p-channel) 
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The line connecting the source and drain is continuous for depletion mode 

devices (channel exists for zero gate-source bias) and discontinuous for 

enhancement-mode devices (channel does not exist for zero gate-source bias). 

When MOSFETs are used as discrete devices, the substrate contact (labeled B 

for body in the figure) is usually connected to the source. In integrated circuits 

that use only one channel type, all of the transistors have a common substrate. 

Under these circumstances, it is common practice for a significant number of 

these devices to have their source terminals connected to other circuit 

components, not to the substrate. This connection results in complicated 

relationship between the gate-source voltage and drain current. Here it is 

assumed that, the source and substrate are connected together. 

4.2.1.1 Drain Characteristics for the Enhancement-Mode 

MOSFET: 

The basic electrical characteristics of a MOSFET can be described by a set of 

curves in which the drain current IDS is plotted as a function of the drain- 

source voltage VDs for given values of the gate-source voltage VGS. These 

curves are called the drain (or output) characteristics of the MOSFET. Other 

curves, called input characteristics, relate the drain current IDS to the gate- 

source voltage VGS for given values of the drain-source voltage VDs. 

Typical output characteristics for an n-channel enhancement-mode MOSFET 

are shown in Fig. 4.4(a). Fig. 4.4(b) shows a typical input characteristic of a 

MOSFET, pointing out the regions of operation. 
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Fig. 4.4(a): Output Characteristics of an n-channel enhancement mode MOSFET 

Strong 
Inversion we* /version I 

I 
I 

region 

00 - 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

1.0' 
I + 

VmCVI 

Fig. 4.4(b): Input Characteristics of an rz-channel enhancement mode MOSFET 
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The drain nonsaturation characteristics are defined by the equation 

The quantities P and VTH are device parameters that must be either measured 

or calculated. The drain characteristics shown in Fig. 4.4(a) indicates that there 

are two basic regions of operation of the MOSFET, corresponding to very low 

VDs<<(VGs-Vm) (nonsaturation region) and very high VDs>>(VGs-VTH) (saturation 

region) values of the drain voltage. The basic characteristics for these two 

regions can be derived now. The locus of points dividing the saturation region 

from the nonsaturation region is defined by 

For digital applications, the MOSFET operates on both sides of the curves 

specified by equation (4.4). For analog applications, the MOSFET is usual1.y 

operated in saturation. 

Considering Fig. 4.5, a drain voltage VDs is applied to MOSFET under the 

condition VGS>VTH, necessary to ensure that a conducting channel has been 

formed between the source and drain regions, where x is the distance 

coordinate measured along the length of the channel from source to drain. 
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Fig. 4.5: Shape of the channel width of an n-channel enhancement mode MOSFET, caused by the 

applications of a large drain-source voltage VDs 

The application of VDs will cause a voltage drop along the channel which is indicated 

by the function V(x), and whose value varies from 0 to VDs as it proceeds from the 

source to the drain. As indicated, the potential at a point xch, as shown in Fig. 4.5, by 

V(xch). The existence of such a potential implies that the voltage between the gate 

and a small section of channel placed at xch is 

The width and charge density at each point in the channel are then determined 

by V& and will vary along the x direction as indicated in Fig. 4.5. In 

particular, the channel will show maximum width at the source end and 

minimum width at the drain end. The charge in the differential section Ax of 

channel at x,,, is then given by 
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Ax 
where ACox =cOXW- 

Xo 

In equation (4.7), C,,, is the capacitance of oxide layer, coxis the dielectric 

constant of the oxide, x, is the oxide thickness, and W is the width of the 

device. 

The charge AQncan also be written in terms of VGS and V(x,) by using 

equation (4.5) as 

AQn = ACox I?',, - V(xCh ) - vm I (4.8) 

To calculate the drain current that flows under these conditions, it is first 

noticed that the time needed for camers (electrons) to flow across the section 

AX at x,,, is 

Where E(x,.,) is the field in the channel at x,., induced by the application of 

VDs. The minus sign in equation (4.9) derives from the definition of the 

positive direction of E(x). Thus, the current flowing through the section Ax 

can be written as 

By using equation (4.8), we can rewrite equation (4.10) in the form 

Using equation (4.7), we write equation (4.1 1) as 
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Since E(x ) = -- ch 
ch 

we obtain 

Equation (4.14) represents the current IDS flowing through a section of width 

Axcentered at x. The channel, in its turn, is formed of a large number of such 

sections, all of which are connected in series, going from the source to the 

drain. Moreover, the same current IDS must flow through each section for a 

given VDs. Therefore, the equation (4.14) can be integrated as follows: 

Carrying out the integration and dividing by the channel length L, the IDS 

current can be obtained as- 

This is exactly equation (4.3), when O value is set as- 
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Where C,,. is the capacitance of the gate oxide per unit area. 

In equation (4.17), p,, is constant up to sufficiently large values of VGS and P 
begins to decrease when VGS becomes large enough. Equation (4.17) states 

that, for a given type of channel (given p), the parameter /3 can be determined 

directly once the gate width W, the gate length L, and oxide properties (X, and 

) are known. 

At low drain voltages, i.e., for VDS(<(VGS-VTH), the quadratic term in VDs in 

equation (4.16) can be neglected. Thus, under this assumption, we can write 

Equation (4.18) states that the low drain voltage characteristics are a series of 

straight lines passing through the origin, with slopes that increase as VGS 

increases. In general, each of these characteristics can be described by the 

equation 

where Gos is called the drain-source conductance of the MOSFET. From 

equation (4.18) and (4.19), we have 

The variation in channel width with VDs has given the physical key to 

obtaining the basic MOSFET equation (equation (4.16)). However, this 

derivation is valid only as long as VDS<(VGS-VTH), i.e., when the MOSFET is 

operated in the so-called nonsaturation region, because when VDS=(VGS-VTH) 

the channel will (in principle) be reduced to zero width at the drain end. The 

physical situation is shown in Fig. 4.6(a): the channel is said to be pinched ofS 
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at the drain. The drain current that flows under this condition can be calculated 

from equation (4.16) by substituting VDs=(VGs-VTH). The result is 

By differentiating equation (4.16), it is found that the drain current has a 

horizontal tangent at VDS=(VGS-VTH), as indicated in the drain characteristics of 

Fig. 4.4(a). 

For the current given by equation (4.21) to flow, it is necessary that some very 

high velocity electrons exist in a thin region near the drain. Then, the channel 

is in practice not pinched down to exactly zero width, but rather to a point 

where there are just enough electrons to carry the drain current when each 

electron is traveling at its maximum velocity. 

S 1 0 D 

- - I 1  7 1  - 

L Channel 

Fig. 4.6(a): Shape of the channel width of an 11-channel enhancement mode MOSFET 

for VDS=( VGS- VTH) 
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Fig. 4.6(b): Shape of the channel width of an IT-channel enhancement mode MOSFET 

for VDS>( VCS- VTH) 

The presence of thin pinched-off region is more evident when VDs is increased 

beyond (VGS-VTH). When this happens, the actual channel pinch-off point, 

indicated by xp, in Fig. 4.6(b), will shift very slightly from drain toward the 

source. The voltage drop from source to the pinch-off point, V(xpop), will be 

exactly (VGS-VTH), since this is the value needed to reduce the channel charge 

and width to zero. The remainder of the applied drain voltage, [VDs -(VGS- 

VTN)], is dropped across the region from the extrapolated pinch-off point (xpop) 

to the drain, and the charge in this region can be neglected. 
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Thus, it follows that the non-pinched-off portion of the channel behaves like a 

MOSFET that has a gate length L= x,,, and is always operated at VrDs =(VGS- 

VTH). The total charge in the non-pinched-off portion of the channel and the 

voltage drop across it are practically fixed at the values they have when VDs 

=(VGS-VTH), SO to a first approximation the current IDS flowing in the channel 

will be independent of VDs for all values of VDs >(VGS-VTH) In other words, the 

drain current IDS saturates at its pinch-off value. As a consequence we can 

extend the drain current characteristics horizontally from the pinch-off point to 

larger values of VDs (see Fig. 4.4(a)). Thus, at large drain voltages, i.e., for VDs 

D ( V ~ ~ - V ~ ~ ) ,  the drain current IDS in this region is given by equation (4.21). 

The MOSFET is said to be operated in the saturation mode. From a circuit 

point of view, the fact that IDS can be independent of VDs implies that the 

output current IDS is controlled entirely by the input voltage VGS. Moreover, the 

output terminals of the MOSFET are therefore represented as a VGs-controlled 

current source instead of a conductance as in the nonsaturated operation mode. 

The physical phenomena just described and the corresponding electrical 

behavior of the MOSFET are summarized in Table 4.1. 

In the preceding analysis, the channel length L can be considered as constant. 

In reality, L is determined by the distance between the depletion regions 

surrounding the source and drain. The widths of these regions are functions of 

the source-substrate and drain-substrate biases. The width of the drain 

depletion region increases with drain voltage, thereby decreasing the channel 

length, which increases the gradient of carrier concentration, and therefore 
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increases the channel current Thls increase In channel current due to channel 

length modulation is called the Early efect Because the dependence of IDS on 

L is expliclt (through the parameter P )  In equations (4 16) and (4 21), we can 

solve directly for the drain conductance GDs of the MOSFET 

Table 4 1 B a s ~ c  properties of an n-Channel Enhancement-Mode MOSFET 

Because the dram current IS Inversely proportional to L, the drain conductance 

(whlch manlfest itself as a nonzero slope on the drain charactenst~cs for large 

values of VDs) IS proportional to IDS and inversely proport~onal to L Usually, 

this conductance is approximated by a constant depending on the given 
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process and device geometry. Because the conductance is proportional to IDS, 

in this approximation the extrapolated drain curves all intersect the voltage 

axis at a single point, which is VDs =- Vo . Thus, to take into account the 

channel-length modulation, the term GDs VDs can be simply added to the 

expressions of the drain current just obtained [3].  

4.2.2 Neuron Model for Excitation and Inhibition of 

Postsynaptic Membrane of Levine, Marvin et al: 

The postsynaptic membrane of a single neuron can have excitatory and 

inhibitory transmitter-gated ion channels. Generally, excitatory channels are 

specific to sodium ions and inhibitory channels are specific to chloride ions. 

The excitatory and inhibitory ionic current control the change in membrane 

potential. The influx of sodium ions causes an excitatory postsynaptic 

membrane potential (EPSP), whereas the influx of chloride ions causes an 

inhibitory postsynaptic membrane potential (IPSP). When excitation 

predominates, the membrane potential increases. If a sufficient number of 

transmitter gated sodium channels are open, then the membrane potential 

exceeds the threshold for initiating an action potential. When inhibition 

predominates, the membrane potential decreases (or hyperpolarizes), and 

triggering of an action potential is impeded. 

In the excitatory and inhibitory postsynaptic circuit model of Levine, Marvin 

et al, the variable conductance of the transmitter-gated ion channels is 

represented by MOSFET. The MOSFET is chosen because as described in 

MOSFET theory that it functions as a voltage controlled conductance in the 

linear region (equation (4.20)). For analysis, rewriting the equation (4.20): 
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W Where, P = p,C, - (from equation (4.17)).And GDs is the conductance of 
L 

the MOSFET, VGS is the gate voltage, VTH is the threshold voltage, C, is the 

capacitance of the gate oxide, p is the electron mobility constant, W is channel 

width, and L is the channel length. 

The excitatory and inhibitory postsynaptic circuit model of Levine, Marvin et 

a1 is shown in Fig 4.7. 

Extracellular - - I 
Fig. 4.7: Excitatory and inhibitory postsynaptic circuit 

model of Levine, Marvin et al 

In this model, an NMOSFET represents the conductance of the transmitter- 

gated sodium channels and a PMOSFET represents the conductance of the 
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transmitter-gated chloride channels. C, represents the capacitance of the lipid 

bilayer; VNa, VCI and VK are the Nernstian membrane potentials for sodium, 

chloride and potassium; GK is the conductance of non-gated potassium 

channels; GNa is the conductance of transmitter-gated sodium channels; and 

Gel is the conductance of the transmitter-gated chloride channels. VgE and V,, 

are the gate input voltages applied to elicit MOSFET conductances GN, and 

GK respectively. 

The postsynaptic membrane potential V,,, is controlled by the conductance of 

the transmitter-gated ion channels. From Fig. 4.7, the V,,, is established by the 

ionic and capacitive membrane current, given by the following equation: 

In SPICE simulation, the membrane potential V,, is obtained as a function of 

the relative weighting of the ionic conductances. 

The conductance of the transmitter-gated channels is controlled by transrnitter- 

receptor binding activity. The MOSFET conductance GDs is controlled by the 

gate voltage. In the excitatory and inhibitory postsynaptic circuit model of 

Levine, Marvin et al, the MOSFET gate voltage functionally represents the 

transmitter-receptor binding activity. The simulation input voltage applied to 

the MOSFET gate is expressed as: 

V , ( t )  = Vo[(l-exp (-k,t )) + exp (-k,t ) u( t - t , , , ) ]  (4.24) 

Where u(t-t,,,) is the Heaviside function, and V, is a voltage proportional to the 

maximum attainable conductance, when all the transmitter-gated channels for 
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a specific ion are open. The component values assigned in this model, for 

SPICE simulation, are based on the physical parameters of biologic neurons. 

Fig 4.8 shows the simulated result of the excitatory and inhibitory postsynaptic 

circuit model of Levine, Marvin et al. 

Date lT lme r u n  04122192 I3  36  4 1  T e m p e r a t u r e  2 7  0  
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Fig 4 8 S~mulated result of the excitatory and ~ n h ~ b ~ t o r y  
postsynapt~c clrcult model of Levlne, Marv~n  et al 

The top waveform represents the EPSP, the bottom waveform the IPSP and 

middle waveform the potential arising from combined excitation and 

inhibition. The postsynaptic membrane potential V,,, is established by spatial 

summation and temporal integration of the membrane current. The simulation 

output for the excitatory case illustrates an EPSP with sufficient amplitude for 

triggering an action potential. The output in the inhibitory case shows an EPSP 

that would suppress the triggering of an action potential. The output from 
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combined excitation and inhibition demonstrates the formation of a membrane 

potential based on the relative weighting of the sodium and chloride 

conductances. 

The excitatory and inhibitory postsynaptic circuit model of Levine, Marvin et 

al, is a physiologically motivated model which provides a practical method for 

simulating the structure and function of the postsynaptic membrane. The 

simulation result shows the effects of excitation and inhibition on a single 

neuron. This model demonstrates the basic mechanism of integrative decision- 

making that occurs at the postsynaptic region of the neuron [4]. 

4.2.3 Synaptic Neuron Model of Levine, Marvin et al: 

Michael D. Levine, Marvin F. Eisenberg, and Thomas L. Fare proposed a 

model of postsynaptic membrane at neuromuscular junction. This 

neuromuscular junction occurs biochemically between presynaptic membrane 

and postsynaptic membrane. In this circuit model of postsynaptic membrane, 

excitatory transmitter gated ion channels are simulated with a metal- oxide 

semiconductor field effect transistor (MOSFET). MOSFET is considered here 

because it functions as a voltage controlled resistor. Due to binding of 

neurotransmitter with the receptor of postsynaptic membrane, there will be 

influx of Sodium to the cell. If sufficient number of Sodium channels opens 

then membrane potential exceeds the threshold and generates an action 

potential. 

The postsynaptic membrane basically consists of transmembrane protein ion 

channels and lipid bilayer. Fig. 4.9 shows the circuit model for membrane. 

Simulation of the model yields an output representing the overall membrane 

potential of the postsynaptic region [5]. 
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IN. Znterce llular ___, 

Fig. 4.9: Circuit model of Levine, Eisenberg, and Fare 
for the membrane of the postsynaptic region. 

In this model C,,, represents the capacitance of lipid bilayer. VN, and Vk 

represent the Nernstian membrane potential for sodium and potassium. Gk 

represents the conductance of non-gated potassium channel. GNal, GNa2, GNa3 

represent conductance of acetylcholine-gated sodium channels. VsI, Vs2 and 

Vg3 are the MOSFET gate voltages used for obtaining transmitter gated sodium 

conductances 

The membrane is divided into three patches to demonstrate the sodium 

current. 

I,,,', = I ,  + I* + I3 (4.25) 

Due to spatial summation of sodium current through the open 

acetylcholine gated channels, the membrane potential V,, will be increased. 
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Where GN, is the total sodium conductance and Gk is the total potassium 

conductance of the postsynaptic membrane. Levine et al. [5] got the 

membrane potential V,, by spatial and temporal varying acetylcholine-gated 

sodium conductance GN, and simulation is done using Personal Computer 

Simulation Program with Integrated Circuit Emphasis (SPICE) software. 

The conductance of the acetylcholine-gated sodium channels in a patch of 

membrane is controlled by activity of transmitter-receptor binding [6] .  

Analogous to this is the MOSFET conductance GDs which is controlled by the 

gate voltage of the MOSFET. In the Levine et al. model of the postsynaptic 

membrane, the MOSFET gate voltage functionally represents the transmitter- 

receptor binding activity. For the simplest case, binding is governed by the 

chemical reaction: 

(unbound) K I  (bourid) 

2 ACh + A C ~ R  (closed) 2 Ach - A C ~ R  (open) 
K2 

Where K I  and K2 are the rate constant for the forward reaction and the reverse 

reaction' respectively. These rate constants are analogous to the time constants 

utilized by the exponential voltage function in SPICE. The simulation input 

voltage applied to the MOSFET gate is expressed as 

Where u(t-t,) is the Heaviside function, and V, is a voltage proportional to the 

maximum attainable conductance of the membrane patch when all the 

acetylcholine-gated sodium channels are open. 
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The Heaviside function is generally used in the mathematics of control 

theory and signal processing to represent a signal that switches on at a 

specified time and stays switched on indefinitely. It is also used in structural 

mechanics together with the Dirac delta function to describe different types of 

structural loads. It was named after the English polymath Oliver Heaviside [ 7 ] .  

Fig 4.10 shows the simulated postsynaptic membrane potential of Levine et al. 

model of the postsynaptic membrane. 

Flg 4 10 Simulated Postsynaptic Membrane Potentlal 
of Model of Levlne, Elsenberg, and Fare 

The top waveform represents the normal postsynaptic membrane 

potential and the bottom waveform represents the pathologic state 

postsynaptic membrane potential. The V ,  is established by spatial summation 

and temporal integration of the acetylcholine-gated sodium current. When V,,, 

exceeds a threshold value, in the -60 to -40 millivolt range, as shown in the 

simulation of the normal case, the voltage-gated sodium channels open 

causing initiation of an action potential. The simulation output in the case of 
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myasthenia gravis illustrates the degraded membrane potential secondary to 

the pathologic function of the acetylcholine-gated channels. This model is 

generally applicable in the field of neuropharmacology for simulation of 

receptor function and electrical activity of the postsynaptic cell. 
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Chapter 5 

Study on the Development. of Neuron Models: Integrate- 

and-Fire Based Models 
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Study on the Development of Neuron Models: Integrate- 

and-Fire Based Models 

In this chapter a study on the development of two neuron models based on 

Integrate-and-Fire based concept has been carried out. The description of two 

models and their simulation results have been presented and compared with 

the results obtained by the previous researchers. 

5.1 Introduction: 

Each silicon neuron in the artificial network system has one or more inputs 

and produces an output; each input having a weighting factor, which modifies 

the value entering the neuron. The neuron mathematically compares the 

integrated inputs with a threshold limit, and if the integrated input value is 

greater than the threshold limit then output the result or more precisely an 

action potential is generated. 

The basic circuit that can be used to simulate the action of a neuron both for 

resting and excitation is shown in Fig. 5.1. The resistor associated with each 

input (with conductances W,, W2, W3) simulates the synaptic weights and 'V,,,' 

is equivalent to the neuron threshold potential. Threshold potential will decide 

whether neuron will fire or not. The synaptic weights are less flexible, they 

have positive values only [I]. 
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off 

Fjg 5 1 B a s ~ c  Sjllcon Neuron model 

The net input to the amplifier can be determined by using the following 

equation. 
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Where, XI, X2, X3 are input voltages, and 'p' is the input to the amplifier. W,, 

W2, W3 are the conductance values representing the weight of each input, and 

'R,,,' is the input resistance of the amplifier. Assuming 'R,,,' to be very large, 

the expression of input to the amplifier can be written as- 

The output voltage 'Y is then given by - 

Where, A = amplifier gain and 'Vtl,' is the amplifier threshold voltage. 

Based on this basic principle, two analog circuits have been developed and 

studied to simulate the behaviour of biological neurons. 

5.2 Integrate-and-Fire Based Model 1: 

The circuit diagram of the model when the neuron is stimulated/excited is 

shown in Fig. 5.2. In this circuit there are three input signals. The neuron 

integrates the inputs and compares it with a threshold value, which will define 

whether the neuron will fire or not. And if integrated input is above the 

threshold limit, then it fires i.e. generation of action potential. In case of 

biological neuron the threshold limit is generally 5 - 15mV less negative than 

the resting potential. Here, the threshold limit is considered as 60mV. The 

threshold limit is given by the threshold stimulus. The Table 5.1 summarizes 

the different components used in silicon neuron of Fig. 5.2. 
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Fig 5 2 Proposed electrical model of neuron (Exc~tat~on) 
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TABLE 5.1 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF NEURON OF FIG. 5.2 

The circuit diagram of the model when the neuron is not disturbed or 

stimulated or more precisely membrane is resting i.e., when there is no input 

to the neuron is shown in Fig. 5.3. 

S1. 
No 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 
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Component 
Name 

V1 
V2 
V3 
R1 
R2 
R3 
R4 
R5 
R6 
R7 
U1 
U2 
U3 
U4 
VT 

Component Details 

A.C. Voltage Source 
A.C. Voltage Source 
A.C. Voltage Source 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 
Switch 
Switch 
Switch 
Op-Amp ( ~ 7 4 1 )  
Threshold Voltage I Volt ( 60mV 

Unit 

Volt 
Volt 
Volt 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 
Transmission time 
Transmission time 
Transmission time 

Value 

OV 
75mV 
95mv 
1.5K 
1K 
1K 
1K 
1K 
1.17K 
1K 
3 ms 
3 ms 
3 ms 
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Fig. 5 3: Proposed electr~cal neuron model at rest. 
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The different components and their values for the proposed electrical circuit of 

neuron of Fig. 5.3 are summarized in Table 5.2. 

TABLE 5.2 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF NEURON OF FIG. 5.3 

5.2.1 Results: 

S1. 
No 

01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 

Here, in the proposed excitable neuron model, shown in Fig. 5.2, the 

integrated input to the neuron is higher than the threshold potential, so the 

neuron should fire i.e., an action potential should initiate. The ORCAD 

simulation result when the net input to the neuron is higher than the threshold 

stimulus of the proposed model of excitable neuron of Fig. 5.2 is shown in 

Fig. 5.4, where the neuron is fired. The simulated action potential is very 
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Value 

OV 
OV 
OV 
1.5K 
1K 
1K 
1K 
1K 
1.17K 
1K 
3 ms 
3 ms 
3 ms 

Component 
Name 

V1 
V2 
V3 
R1 
R2 
R3 
R4 
R5 
R6 
R7 
U1 
U2 
U3 
U4 
VT 

Component Details 

A.C. Voltage Source 
A.C. Voltage Source 
A.C. Voltage Source 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 
Switch 
Switch 
Switch 
Op-Amp (p 741) 
Threshold Voltage I Volt ( 60mV 

Unit 

Volt 
Volt 
Volt 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 
Transmission time 
Transmission time 
Transmission time 
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similar to the experimentally recorded ones i.e., with real excitable actions of 

the neuron. 

Fig. 5.4: The simulation result of excitable neuron model of Fig. 5.2 

In the second case of the proposed model of Fig. 5.3, the integrated input to 

the neuron is zero i.e., lower than the threshold potential, so the neuron should 

not fire i.e., it should remain in its resting potential i.e., -70 mV. And the 

ORCAD simulation result when the membrane is at rest of Fig. 5.3 is shown in 
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Fig. 5.5. The simulated resting potential is very similar to the experimentally 

recorded ones i.e., with real neuron. 

Fig. 5.5: The simulation result of proposed model electrical neuron at rest. 

The results obtained from simulation of proposed model of silicon neuron for 

excitation are compared with those reported by previous researchers and are 

given in Table 5.4. 
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5.3 Integrate-and-Fire Based Model 2: 

In this model the neuron is supposed to be composed of dendritic regions and 

the soma. The dendritic regions have three dendritic terminals and receive 

input from presynaptic neurons. The circuit diagram of proposed model is 

shown in Fig. 5.6. Each dendritic region receives input or action potential 

from three different presynaptic neurons. Each dendritic region generates 

action potential if the integrated input of that specific region crosses the 

threshold value, which is required for the impulse to be transmitted from 

presynaptic neuron to the postsynaptic region. So, the post synaptic neuron has 

three input signals from the three dendritic regions for spatial summation. 
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ttrans =l ms 
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Fig. 5.6: Proposed electrical model of neuron 
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Each input to a specific dendritic region of the proposed model (shown in Fig. 

5.6) is connected with the synaptic weight values which modifies the input. In 

this model, overall effect of all presynaptic terminals of synapse is spatially 

integrated and brought to a single point value. This single value is compared 

with the threshold (60mv) value. If the integrated value is greater than the 

threshold value then impulse will be transmitted to postsynaptic neuron. The 

output of each dendritic region is shown in Fig. 5.7. 

The post synaptic membrane integrates the input from the three dendrites and 

compares with the threshold value. The threshold value will define whether 

the post synaptic membrane will fire or not. If integrated input is above the 

threshold limit, then the membrane will fire. i.e., an action potential will be 

generated, and if it is bellow threshold limit, then the membrane will not be 

fired. In the case of biological neuron the threshold limit is generally 

considered as 5 - 15mV less negative than the resting potential. 

In this case, threshold limit considered is 60mV for dendritic region as well as 

for soma for ORCAD simulation. The integrated input of the proposed model 

is higher than the threshold potential, so an action potential should be 

generated. The simulated action potential is shown in Fig. 5.8. The component 

values assigned in the model for ORCAD simulation is given in Table 5.3. 
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Fig. 5.7: The simulation output of dendritic regions 
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Fig. 5.8: The simulation result of neuron rnodel of Fig. 5.6 
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TABLE 5 3 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF NEURON OF FIG 5.6 
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The results obtained from simulation of proposed model of neuron are 

compared with the previous proposed model and are also given in Table 4.3 

and a close similarity is found. 

TABLE 5.4 
COMPARISON OF SIMULATION RESULTS 

5.4 References: 

[I] Indiveri, G. Douglas, R. Smith, L. S. Silicon Neurons; Scholarpedia; 

http://www.scholarpedia.org/article/Silicon~neurons#Conductance- 

based-models; (2008). 

$1. No. 

Lewis 
model [2] 

ROY 
model [2] 
Farquhar, 

Hasler 
model [3] 
See Fig. 

5.4 
See Fig. 

5.8 

[2] Malmivuo, J. Plonsey, R. Bioelectromagnetism - Principles and 

Apllications of Bioelectric and Biomagnetic Fields, Oxford University 

Press, 1995, Chapter 10. 

Time to 
attain peak 

value 

3.8 ms 

2.3 ms 

1 ms 

2 ms 

2 ms 

[3] Farquhar, E. Hasler, P. A Bio-physically inspired silicon neuron, IEEE 

Transactions on Circuits and systems, Vol. 52, No. 3, March 2005, pp. 

477-488. 

Total 
Duration 

6 ms 

5 ms 

1.5 ms 

5 ms 

3.5 ms 

Threshold limit to 
initiate action 

potential 

6 mV 

8 mV 

25 mV 

- 60 mV 

- 60 mV 
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Peak value of 
Action Potential 

10 V (clamped) 

95 mV 

110 mV 

30 mV 

15 mV 
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Chapter 6 

Study on the Development of Synapse Model: Integrate- 

and-Fire Based Model 
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Study on the Development of Synapse Model: Integrate- 

and-Fire Based Model 

Over past few years, excellent models were proposed to simulate post synaptic 

neuron both for excitatory and inhibitory states. In this chapter a study on the 

development of synapse model based on Integrate-and-Fire based concept has 

been carried out. Simulation of the model yields an output representing the 

overall membrane potential of the postsynaptic region. The description of the 

model and its simulation results have been presented and compared with the 

results obtained by the previous researchers. 

6.1 Introduction: 

As explained in chapter 4, referring to the electrical mechanism of synapse 

(Fig. 4(a), (b), (c)), when an impulse from the presynaptic neuron arrives at 

postsynaptic neuron, neurotransmitters are released from the presynaptic 

neuron. Because of which Sodium ions flow into the cell of the postsynaptic 

membrane resulting into positive current in case of excitatory synapse and the 

membrane depolarizes. If the postsynaptic membrane depolarizes sufficiently, 

then the postsynaptic membrane initiates an action potential. In the case of 

inhibitory synapse, Chloride ions move into the cell, making the postsynaptic 

membrane hyperpolarize, resulting into negative current. Tf the hyper- 

polarization of the postsynaptic membrane is sufficiently large then the 

postsynaptic membrane will be able to initiate an action potential, but in 

negative direction. Fig. 4.l(c) of chapter 4 shows the electrical equivalent 

circuit of a synapse which consists of a presynaptic neuron, synaptic cleft and 

postsynaptic neuron. Rewriting the equation 4.2: 
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I = C ( ~ V ~ / ~ ~ ) + ~ ~ ( V ~ - E ~ ) - ~ , ( V ~ - E ~ ) + ~ ~ ( V ~ - E C I ) + ~ K ( ~ ~ - ~ K )  (61) 

The expression of total current is composed of capacitive current and ionic 

current. The basic circuit which can be used to simulate the action of synapse 

is shown in as Fig. 5.1 in chapter 5 [I]-[3]. 

In the model developed, each presynaptic neuron has one or more inputs and 

produces an output; each input having a weighting factor, which modifies the 

value entering the synapse. The synapse mathematically compares the 

integrated inputs with a threshold limit, and if the integrated input value is 

greater than the threshold limit then synapse outputs the result or more 

precisely an action potential is generated. In the case of excitatory synapse, the 

synapse mathematically compares the integrated inputs with a threshold limit, 

and though in this case the integrated input value is less than the threshold 

limit then also an action potential is generated in positive direction. In the case 

of inhibitory synapse, the synapse mathematically compares the integrated 

inputs with a threshold limit, and if the integrated input value is greater than 

the threshold limit, an action potential is generated but in negative direction. 

6.2 A Simple Integrate-and-Fire Based Circuit Model for 

Excitatory and Inhibitory Synapse: 

The membrane of post synaptic neuron has two types of ion channels - 

excitatory and inhibitory, whereas these channels are ion specific. Sodium ions 

specific channels are excitatory in nature and Chloride ions specific channels 

are inhibitory in nature. And the diffusion of Sodium ions into the cell causes 

a membrane potential in positive direction which is known as excitatory 

postsynaptic membrane potential (EPSP) whereas the flow of Chloride ions 

Tezpur Un~versity 116 



Department of ECE Chapter 6 

causes a membrane potential in negative direction which is known as 

inhibitory postsynaptic membrane potential (IPSP). 

When an action potential from the presynaptic neuron arrives at its terminals 

connecting the cleft, neurotransmitters are released into the cleft 'which diffuse 

through the cleft and bind with the receptor sites of the postsynaptic 

membrane. This binding mechanism opens the ion channels situated at the 

membrane surface and ions move into or out of the membrane. If the synapse 

is excitatory, Sodium ions flow into the cell resulting into positive current. As 

a result the membrane depolarizes. If sufficient number of Sodium channels 

open, then membrane potential will be greater than the action potential 

threshold VT of the neuron and initiates an action potential. If the synapse is 

inhibitory, Chloride ions move into the cell, resulting into negative current. As 

a result the membrane hyperpolarizes. If the number of Chloride channels are 

sufficiently large then membrane potential will be able to initiate an action 

potential in negative direction. 

Here, excitatory and inhibitory synapses based on integrate-and-fire models 

are developed. The circuit model for the excitatory synapse is shown in Fig. 

6.1. The different component values used in the model is given in Table 6.1. 
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Fig. 6.1. Electrical circuit model of excitatory synapse 
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TABLE 6.1 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF NEURON OF FIG. 6.1 

The circuit model for the inhibitory synapse is shown in Fig. 6.2. The different 

component values used in the model is given in Table 6.2. 
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Value 

5mV 
5mV 
40mV 
33.33K 
20K 
0.1K 
2K 
2.34K 

Unit 

Volt 
Volt 
Volt 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 

Component Details 

A.C. Voltage Source(Pu1se) 
A.C. Voltage Source(Pu1se) 
A.C. Voltage Source(Pu1se) 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 

S1. 
No 
01 
02 
03 
04 
05 
06 
07 
08 

Op- Amp (p74 1) 
Threshold Voltage 1 Volt 1 60mV 

Component 
Name 

Vl 
V2 
V3 
R1 
R2 
R3 
R4 
R5 

09 
10 

U1 
VT 
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Rg. 6.2: Electrical circuit model of inhib~tory synapse 
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TABLE 6.2 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF NEURON OF FIG. 6.2 

5.2.1 Results: 

S1. 
No 
01 
02 
03 
04 
05 
06 
07 
08 
09 
09 
10 

The simulation output for excitatory synapse is shown in Fig. 6.3, which 

illustrates an EPSP with sufficient amplitude for triggering an action potential. 

Component 
Name 

V1 
V2 
V3 
R1 
R2 
R3 
R4 
R5 
R6 
U l  
VT 
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Component Details 

A.C. Voltage Source(Pu1se) 
A.C. Voltage Source(Pu1se) 
A.C. Voltage Source(Pu1se) 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 
Resistor 
Op-Amp (p 741) 
Threshold Voltage 1 Volt 1 60mV 

Unit 

Volt 
Volt 
Volt 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 
Ohms 

7 

Value 

40mV 
30mV 
40mV 
0.5K 
O.1K 
0.1K 
0.5K 
0.000 1 K 
0.13K 
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Fig. 6.3: The output profile of excitatory synapse 

The simulation output for inhibitory synapse is shown in Fig. 6.4, which 

illustrates an IPSP with sufficient amplitude for triggering an action potential 

in negative direction. 
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Fig. 6.4: The output profile of Inhibitory synapse. 

The results obtained from simulation are compared with those reported by 

previous researchers and are given in Table 6.3. 
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TABLE 6 3 
COMPARISON OF SIMULATION RESULTS 

In the conclusion of this work, it can be summarized that, simple electrical 

models both for excitatory and inhibitory synapses have been developed by 

considering a synapse to be made of presynaptic terminals, cleft and 

postsynaptic membrane. The overall effect of all presynaptic terminals is 

integrated and then reduced to a single point. The single point value is 

compared with threshold to produce an output. Models demonstrate the basic 

mechanism of neuron namely the effects of excitation and inhibition. 

6.3 References: 

Total 
Duration of 
EPSPJIPSP 

10 ms 

6 ms 

1.25 ms 

1.25 ms 

[I] Hodgkin, A. L. Huxley, A. F. A Quantitative Description of Membrane 

Current and Its Application to Conduction and Excitation In Nerve, Journal 

of Physiology, 11 7, pp. 500-544 ( 1  952). 

Time to 
attain peak 

value 
1 ms 

3.5 ms 

0.5 ms 

0.5 ms 
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Peak value of 
Impulse 

40 mV 
-52 mV 
(lnhib~tory)  

15 mV 

-1 10 mV 
( ~ n h i b ~ t o r y )  

S1. No. 

[41 
[51 

See Fig. 
6.3 

See Fig. 
6.4 

Threshold limit to 
initiate action 

potential 
- 40 mV 

- 60 mV to - 40 mV 

- 60 mV 

- 60 mV 
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[2] Hodgkin, A. L. Huxley, A. F. Katz, B. Measurment of Current 

Voltage Relations In The Membrane Of The Giant Axon Of Loligo, 

Journal Of Physiology, 1952, 11 6,424-448. 

[3] Indiveri, G. Douglas, R. Smith, L. S. Silicon Neurons; Scholarpedia; 

http://www.scholarpedia.org/article/Silicon~neurons#Conductance- 

based-models; (2008). 

[4] Mahowald, M. Douglas, R. A silicon neuron, Nature, Vol 354, 19/26 

December 1991. 

[5]  Levine, M. D. Eisenberg, M. F. Fare, T. L. A Physiologic-Based Circuit 

Model of the Postsynaptic region at the Neuromuscular Junction, IEEE 

Proceedings, pp. 1602 - 1603, ISBN : 0-7803-0785-2. 
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Chapter 7 

Some Aspects of Development of Biologically Motivated 

Circuit Models of Synapses 
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Some Aspects of Development of Biologically Motivated 

Circuit Models of Synapses 

In this chapter a study on the development of three biologically 

motivated/inspired synapse models has been carried out.' The modeling 

theories and description of the models and their simulation results have been 

presented and compared with the previously obtained results. 

7.1 Introduction: 

In the first synapse model, the variable conductance of ion channels of post 

synaptic neuron, dependence on the transmitters diffused through the synaptic 

cleft and bind with the receptor sites of the post synaptic membrane of neuron, 

is represented by MOSFET. MOSFET is chosen because it functions as a 

voltage controlled conductance in the linear region, analogous to the variable 

conductance of the transmitter gated ion channels of post synaptic region of 

neuron. This analog is incorporated into the famous Hodgkin-Huxley (H-H) 

model of neuron at the synaptic cleft. Simulation is performed in MATLAB 

environment both for excitatory and inhibitory actions of synapses and the 

results are presented. 

In the second synapse model, the variable conductance of postsynaptic 

membrane of neuron dependence on the neurotransmitter-receptor binding 

activity is represented by ion-sensitive field effect transistor (ISFET). ISFET 

functions not only as a voltage controlled conductance but can also be 

converted into an enzyme modified field effect transistor (ENFET) and 

therefore can provide a means of measurement of specific neurotransmitters 
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that bind with the receptor sites of postsynaptic membrane. This analog is 

incorporated into the Hodgkin-Huxley (H-H) model of neuron to substitute the 

variable Na' and C1- conductances. Simulation is performed in MATLAB 

environment both for excitatory and inhibitory states and results are presented. 

In the third synapse model, the variable conductance of postsynaptic 

membrane of neuron dependence on the acetylcholine-receptor binding 

activity is represented by enzyme modified field effect transistor (ENFET) 

sensitive to acetylcholine. Acetylcholine sensitive ENFET functions not only 

as a voltage controlled conductance but can also provide a means of 

measurement of specific neurotransmitters that bind with the receptor sites of 

postsynaptic membrane. This analog is incorporated into the Hodgkin-Huxley 

(H-H) model of neuron to substitute the variable Na' conductance. Simulation 

is performed in MATLAB environment both for normal (excitatory) and 

pathologic states and results are presented. 

7.2 Biologically Motivated Circuit Model of Neuron for 

Simulation of Excitatory and Inhibitory Actions of 

Synapses: 

The communication between two neurons is one directional communication. 

The function of postsynaptic neuron may, therefore, be considered to be an 

input to the next neuron. Modeling of neuron is, therefore, performed for 

postsynaptic neuron. 

The postsynaptic membrane consists of a lipid bilayer and transmembrane 

protein ion channels. Some ion channels such as sodium, chloride etc. are 

controlled by the neurotransmitters that bind with the receptor sites, i.e. the 

amount of ionic current is dependent upon the activity of the transrnitter- 
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receptor binding. In simplest case, the binding reaction may be represented 

asC11 

kl 
N m o  - t r m ' t t e r  + Reeptor (Closed) o N m  - t r m t e r  - ~eceptor ( @n) 

k2 (7.1) 

Where K, and K2 are the forward and backward rate constants respectively. 

The transmitter gated channels, therefore, have variable conductance 

dependence on the binding activity of transmitters. Transmitter gated ion 

channels can, therefore, be represented by MOSFET, because as discussed in 

chapter 4, MOSFET functions as a voltage controlled conductance in its linear 

region. Rewriting the governing equation from chapter 4 (equation 4.20): 

,O is the geometric sensitivity parameter given by 

Where Cox is the oxide capacity per unit area, W and L are the width and the 

length of the channel respectively, and p is the electron mobility in the 

channel. V,, is the gate to source voltage and V, is the threshold voltage of the 

MOSFET. In MOSFET, ,O and V, are constants and V,, is the only input 

variable. Thus GDs is dependent on gate voltage V,,, analogous to the 

conductance of ion channels of postsynaptic membrane dependent on the 

binding activity. Thus, considering the transmitter-receptor binding activity, 

the H-H model for membrane can be modified as shown in Fig. 7.1. Here V,, 

and V,, are gate voltages applied to MOSFETs that control the conductances 

g, and g,, respectively. 

Gate voltage is a time dependent voltage given by [I]  
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V, (t) = V0 [(I - exp(-klt) + exp(-k2t)U(t - 1, )I (7.4) 

Where K, and K, are time constants analogous to the rate constants of equation 

(7.1), U(t-t,,) is the Heaviside function and V,  is a voltage proportional to the 

maximum attainable conductance, when all the transmitter-gated channels for 

a specific ion are open. 

Axon 

Fig. 7.1 : Biologically motivated model of postsynaptic membrane 
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7.2.1 Modeling Neuron for Excitatory Synapse: 

The circuit model for excitatory synapse is shown in Fig. 7.2. The leakage 

current I ,  is considered to be small enough to be neglected. Since only sodium 

channels are responsible for excitatory action, the postsynaptic membrane is 

divided into three patches to represent spatial summation of the sodium 

current controlled by gNal, gNaZ, and g ~ ~ ~ ,  where 

So that, I  = I, - I  iva + I K  

Where g, is the total Sodium conductance and g, is the total Potassium 

conductance. 

The membrane potential V,, is obtained by spatially and temporally varying 

g, of transrnitter-gated sodium channels. 
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Fig. 7.2: Circult model for excitatory actlon of synapse 

The component values assigned in the model for MATLAB simulation are 

taken from literature [l] and are given in Table 7.1. The specifications for 

three n-channel MOSFETS, the parameters for exponential function in 

equation (7.4), applied to each MOSFET inputs are also given in Table 7.1. 
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TABLE 7.1 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF EXCITATORY SYNAPSE 

7.2.2 Modeling Neuron for Inhibitory Synapse: 

The modeling for inhibitory synapse is shown in Fig. 7.3. Considering only C1- 

channels to be responsible for inhibitory action, the post synaptic membrane is 

divided into three patches to represent spatial summation of the Chloride 

current controlled by g,,,, go, and g,,,, where 

I  + I  + I  'c1= 1 2 3 

So, that, I = I ,  + I  + I  Cl K 
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Value 
1 pF per cm2 

1 mS per 
cm2 

60mV 
-90mV 
15 pm 

2 pm 
100 nm 

600 c m 2 / ~ -  
sec 

2 Volts 

600 psec 
0.8 msec 

Unit 
Farad 

Mho 

Volt 
Volt 

Meter 
Meter 
Meter 

crn21~-sec 

Volt 

Second 
Second 

S1. No. 
01 
02 

03 
04 
05 
06 
07 
0 8 

09 

10 
11 

Parameter 
CM 

g K 

 EN^ 
EK 
L 
W 
tox 

CL 

v~ 

t m 
k l  = k2 

Parameter Details 
Membrane Capacitance 

Potassium Conductance 

Sodium Potential 
Potassium Potential 

Channel Length 
Channel Width 

Oxide Thickness 

Electron mobility 

Voltage proportional to 
the maximum attainable 

conductance 
Time 

Time Constant 
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Where gc, is the total Chlorine conductance and g, is the total Potassium 

conductance. 

The membrane potential V,,l is obtained by spatially and temporally varying g ,  

of transmitter-gated Chlorine channels. 

Fig. 7.3: Circuit model for inhibitory action of synapse 

The component values assigned in the model for MATLAB simulation, the 

specifications for three p-channel MOSFETS, and the parameters for 

exponential function in equation (7.4), applied to each MOSFET inputs are 

given in Table 7.2. 
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TABLE 7.2 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF INHIBITORY SYNAPSE 

7.2.3 Results: 

The MATLAB simulation outputs are shown in Fig. 7.4. The top waveform 

represents the normal postsynaptic membrane potential. Here V,,, is established 

by spatial summation and temporal integration of the transmitter gated sodium 

current and non-gated potassium current. Simulation results indicate that when 

V,,, exceeds a threshold in the range of -60 to -40mV, an action potential 

initiates which illustrates an EPSP. The bottom waveform represents the 

inhibitory action. It illustrates an P S P  with sufficient amplitude for triggering 

an action potential in negative direction. 

Sl. No. 
0 1 
02 

03 

04 

05 
06 
07 

08 

09 

10 
11 
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Unit 
Farad 

Mho 

Volt 

Volt 
Meter 
Meter 
Meter 

cm21~-sec 

Volt 

Second 

Second 

Value 
1 pF per cm2 

1 mS per 
cm2 

- 100mV 

-90mV 
15 pm 

2 ~m 
100 nm 

600 c m 2 ~ -  
sec 

-5 Volts 

850 psec 

0.8 msec 

Parameter 
CM 

g~ 

EC1 

EK . 

. L 
W 

tox 

P 

v o 

t m 

k l  = k2 

Parameter Details 
Membrane Capacitance 

Potassium Conductance 

Chloride Potential 

Potassium Potential 
Channel Length 
Channel Width 

Oxide Thickness 

Electron mobility 

Voltage proportional to 
the maximum attainable 

conductance 
Time 

Time Constant 
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Time in rns 

Fig. 7.4: Simulation results of excitatory and inhibitory actions of postsynaptic membrane 
Top waveform represents the EPSP and bottom waveform represents the LPSP. 

Here, MOSFET based electrical models both for excitatory and inhibitory 

actions of neurons have been developed. Postsynaptic membrane is divided 

into three patches to represent spatial summation of gated currents. Temporal 

integration of the currents is achieved by modeling exponentially varying time 

dependent gate voltage applied to MOSFET. This model can be used in 

neurobioengineering area for simulation of neurotransmitter-receptor binding 

activity and electrical activity of the postsynaptic neuron. 

The results obtained from simulation of proposed circuit models of synapse 

for excitatory and inhibitory actions using MOSFET are compared with those 
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of the other proposed models and models reported by previous researchers and 

are given in Table 7.8. 

7.3 Modeling Neuron for Simulation of Transmitter Gated 

Ion Channels of Postsynaptic Membrane at Synaptic Cleft: 

In this work, the variable conductance of postsynaptic membrane of neuron 

dependence on the neurotransmitter-receptor binding activity is represented by 

Ion Sensitive Field-Effect Transistor (ISFET). This work starts with thorough 

study on ISFET. 

7.3.1 Ion Sensitive Field-Effect Transistor (ISFET): 

The exploitation of field effect concept for measurement of ions in aqueous 

solution has given the birth of a new class of chemical sensors known as Ion 

Sensitive Field Effect Transistors (ISFET). This device was first reported by 

Bergveld in 1970, who used it for the measurement of ionic in and effluxes 

around a nerve [2]. This work was described in detail in 1972 [3] which is now 

cited by most authors as a pioneering publication in the field of ISFET 

development. Bergveld demonstrated that if the metal gate of ordinary Metal 

Oxide Semiconductor Field Effect Transistor (MOSFET) is omitted and the 

silicon dioxide layer is exposed to an electrolyte, the characteristics of the 

device are then affected by the ionic activity of the electrolyte and hence this 

device functions as an ion-sensitive transducer. At the same time Matsuo and 

Wise developed a similar device using silicon nitride as a sensitive sub gate 

layer, which greatly improved the sensor performance [4]. These pioneering 

works prompted further research in the field of ISFETOLOGY resulting into a 

large number of publications devoted to various aspects of ISFET 

development [ 5 ] .  Due to their small dimensions, these devices were initially 
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meant for biomedical applications and almost all papers at that time, described 

ISFETs as future tools for electrophysiological measurements and were 

therefore published in biomedical journals [5]. Nevertheless, with the new 

possibilities for electrophysiology measurements, research on ISFETs went in 

the direction of ion sensing in general, not specifically biomedical. Since 

1970, led by Bergveld, more than 600 papers, devoted on ISFETs and another 

170 on related biosensors , such as Enzyme FETs (ENFETs) [6] -[Ill, 

IrnrnunoFETs (IMFETs) [12], DNA biosensor [13]etc. appeared in many 

world's leading journals on biomedical, electron devices, sensors and 

actuators, biosensors and bioelectronics, biotechnology advances etc. These 

devices exhibit several advantages over conventional ion-selective electrodes. 

The advantages of these devices are given below [14] - [15]: 

1. The history of silicon usage for developing a wide range of sensors is 

. well reviewed by Middelhock [16]. 

2. ISFETs are very robust and durable. Unlike many conventional 

sensors, ISFET probes withstand cleaning with a toothbrush. 

3. The ISFETs are mass-produced by integrated circuit(1C) group 

technology, which make them very small and cost effective. 

4. ISFETs can be stored dry and require little routine maintenance. 

5 .  ISFETs can be used over an extremely wide temperature range and are 

sterilizable. 

6. ISFETs have potential for on-chip circuit integration leading to the 

development of micrototal analysis system (p-TAS) [17] or lab-on- 

chip system [18]. 
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7. Both computation and detection can be performed on the same chip 

with a buffer electronic system of information processing and storage. 

8. ISFETs can be made multifunctional by a combination of membranes. 

9. The insulating surface of ISFET contains reactive groups, which can 

be used for covalent attachment of organic molecules and polymers. 

ISFETs can, therefore, be converted into biosensors and bioelectronic 

devices [19] which are now regarded as promising tools in medicine, 

biotechnology, environmental control, agriculture, food industry and 

defense. 

7.3.1.1 Theory of ISFET: 

Ion Sensitive Field Effect Transistor (ISFET) is in fact a Metal Oxide 

Semiconductor Field Effect Transistor (MOSFET) in which metal gate is 

replaced by a complex structure sensitive to hydrogen ion concentration. The 

schematic representation of a MOSFET and an ISFET is given in Fig. 7.5, as 

well as their common electronic diagram. 

Fig. 7.5(a): Structure of MOSFET 
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Fig. 7.5(b): Schematic of lSFET 

Fig. 7.5(c): Electronic Diagram of ISFET 
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It is obvious that ISFET is obtalned by replacing the standard metal gate of a 

MOSFET with a reference electrode, a chermcally sensitive insulator between 

which presents a measured electrolyte The gate voltage is appl~ed to the 

reference electrode and the electrolyte closes the electnc Gate-Source clrcult 

ISFET is therefore fundamentally a MOSFET and hence the theoretical 

description of MOSFET is essential to descnbe ISFET's theory The most 

important equation of MOSFET is the threshold voltage, VTH(MOS,, which is 

defined as the value of gate voltage (VG) that IS necessary to cause surface 

inversion and is given by [20] 

where, 

2@y sermconductor surface inversion potential, 

@.= F e r n  potentlal of the sermconductor, 

QB= sermconductor depletion charge per unlt area, 

QM = work function of the gate metal in volts, 

= work function of bulk sermconductor i e extnnsic sermconductor ( ~ n  

volts), 

Q,J = the fixed surface- state charge per unit area at the insulator- 

sermconductor ~nterface, 

C,, = capacitance per unit area of the oxlde, and 

Qox = accumulated charge In the oxide 
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Here all terms are purely physical in nature. In case of the ISFET, the same 

fabrication process is used, resulting in the same constant physical part of the 

threshold voltage. But the introduction of electrolyte between the reference 

electrode and the insulator, produces two more potentials: the constant 

potential of the reference electrode, Emf and the interfacial potential Yo + xs"' 
at the solution / oxide interface, where Yo is the surface potential, shown to be 

a function of the solution pH and f '  is the surface dipole potential of the 

solvent having a constant value. Therefore, the equation for the ISFET 

threshold voltage is as follows [15]: 

The general expressions for the drain current of the MOSFET in the non- 

saturated and saturated mode are respectively [21]: 

W where P = Coxp 

where 

p= electron mobility, 

w = width of the channel, 

I = length of the channel, 

VGS= Gate-Source voltage in volts, and 

(7.1 la) 
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VDs = Drain-Source voltage in volts. 

In MOSFET, the parameter j? is a design constant and VDs is kept constant by 

the applied electronic circuit. Moreover, the fabrication processes for 

MOSFET devices are so well controlled that VTH(MOS) is also a constant. Thus, 

VGS is the only input parameter. In conventional MOSFET, therefore, IDS / VDs 

curves are drawn as a function of VGS as shown in Fig. 7.6 (a). 

If proceeded like MOSFET then the general expressions for the drain current 

of ISFET in the non-saturated and saturated mode can be directly written 

respectively as: 

W where ,O = C,,p (7.12~) 

Since ISFET is a sensing device i.e., an ion sensor, the input parameter should 

be VTH And since VTH can be chemically modified via the interfacial potential 

at the electrolyte/oxide interface, Yo, the IDS / VDs curves are recorded as a 

function of pH of the solution as shown in Fig. 7.6(b). This effect is due to the 

relation Yo = f(pH). This analysis clearly indicates that an ISFET is 

electronically identical to a MOSFET and can be seen as an electronic device, 

with one additional feature: its threshold voltage can be chemically modified 

via the interfacial potential at the electrolyte/oxide interface. 

This analysis also gives the answer of debates regarding the need of reference 

electrode. Since field effect concept is explored in ISFET, to charge the 
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electrolyte-insulator- semiconductor (EIS) structure, which is analogous to 

metal-oxide-semiconductor (MOS) structure, with the gate oxide as insulator, 

needs two connections - one in silicon and the other in the electrolyte. In order 

that the electrolyte terminal can be connected to one terminal of the voltage 

source, a reference electrode is required so that the reference electrode and 

electrolyte together can substitute the metal gate of MOSFET which is 

connected to one terminal of voltage source, i.e. VGS [21]. 

Vm in volts 

Fig. 7.6(a): Dram current vs. drain to source voltage at varlous Gate voltage of a MOSFET 
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Fig. 7.6(b): Drain current vs. dram to source voltage at various pH of an ISFET 

7.3.1.2 ISFET Operational Principle: 

The mechanism responsible for the change in surface charge can be explained 

by well known site-binding theory introduced in 1973 by Yates et al. [22] to 

describe the properties of an oxide aqueous electrolyte interface and was 

generalized in 1986 by Fung et a1 [23] to characterize ISFETs with oxide 

insulators. According to this theory, the insulating surface contains hydroxyl 

groups (OH) which can be protonated (thus positively charged) or 

deprotonated (thus negatively charged) depending on the concentration of the 

hydrogen ions in the electrolyte. The surface hydroxyl groups which can bind 

hydrogen ions are called binding sites. In case of Si02 insulator, it is assumed 
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that it has only one lund of H+-specific binding site represented by SiOH, SiO* 

and SiOH+.The ionization reactions are: 

SiOH a SiO- + H' 

S i O H  + H' e SiOH; 

with H+ representing the protons in the vicinity of the surface. It is thus clear 

that the originally neutral surface may become a positive site or negative site 

by accepting or donating protons from or to the electrolyte solution 

respectively. As a result of these chemical reactions at the interface, the 

originally neutral oxide surface containing only neutral sites is converted into 

a charged surface having positive and negative charge sites. The resulting 

surface charge depends on an excess of one type of charged site over the other 

and is a function of the solution pH. For this reason H+ and OH- are referred to 

as potential determining ions for this interface. Besides the potential 

determining ions, electrolyte has other anions and cations called electrolyte 

ions. These electrolyte ions form ion pairs with oppositely charged surface 

sites or groups - a process known as surface complexation. The formation of 

surface complexes also readjusts the acid - base equilibrium and affects the 

surface charge by partly compensating the charged sites. Of course, the 

distribution of ions in the electrolyte solution can be well explained by using 

Gouy - Chapman - Stern theory [24]. According to this theory, two layers are 

formed in the electrolyte solution. Double layer consists of Stem inner layer 

and a diffuse layer. Inner layer consists of two planes namely inner Helmholtz 

plane (IHF) and outer Helmholtz plane (OHP). IHP is the locus of centers of 

adsorbed ions which form pairs with the charged surface sites as already 

discussed in surface complexation. The OHP is the locus of the centers of the 
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hydrated ions with the closest approach to the surface. The diffuse layer 

extends from the OHP to the bulk of solution and contains the nonspecifically 

absorbed ions that behave as an ionic cloud and balanced by the 

uncompensated surface sites. With this model, the electrical double layer 

behaves as two capacitors CH and CD in series where CH is the Helmholtz 

capacitance and CD is the diffused layer capacitance as shown in Fig. 7.7. 

Electrolyte OHP I H P  Oxide Semiconductor 

Fig. 7.7(a): Site binding theory of electrical double layer 
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Fig. 7.7(b) Charge and potentlal distribution of an ISFET for pH < pHpzc 
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Fig. 7.7(c): Charge and potential distribution of an ISFET for pH > pHpzc 

7.3.1.3 ISFET Modeling: 

Modeling of ISFET provides important tools for prediction of function of the 

device for different new sensing materials that can be used to make devices 

with enhanced sensitivity. Since the introduction of site-binding model, many 

models have been developed- some are physico-chemical and some are based 

on SPICE (Simulation Program with Integrated Circuit Emphasis). But 

irrespective of different approaches, basic objective of ISFET modeling is to 

obtain a relationship of the form Yo = / (pH)  and almost all models have 

considered the condition of charge neutrality of an electrolyte-insulator- 

semiconductor (EIS) system in conjunction with the site binding theory and 
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electrical double layer theory. The aim of this section is to describe some 

mathematical quantities used for many ISFET models. 

Considering site-binding theory, let us denote SiOH;, SiOH, SiO' positive, 

neutral and negative surface sites of insulating surface. Exchange of the 

potential determining ions with these sites can be described as follows: 

k 
S ~ O  H c-+--1 S i O H  + H 

k- SiOH - SiO- + H: 

Under equilibrium conditions, the amphoteric dissociation constants are given 

by: 

The subscript in [H'] means that the concentration of protons is near the 

surface of the insulator, and [S~OH,'], [SiOH], and [SiO-] are the 

concentration of the proton binding sites present in the oxide surface. 

Now according to the Boltzmann distribution, the relation between the 

concentration of an ion species X at a location i in the electrolyte double layer, 

[XIi , and the concentration of the same species at the bulk electrolyte, [XIb, is 
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Therefore, equations (7.13) and (7.14) may be rewritten respectively as 

Using this basic site binding model, Bousse et al. [25] develops a simple 

model and proven to be applicable for an ISFET surface of SiOz and A1203 

According to this model, the resulting equation for the surface potential is 

Where, pHpZ, is the value of the pH for which the oxide surface is electrically 

neutral and p determines the final sensitivity. 

In 1996, based on the same site binding theory, a new model was developed 

by R.E.G. Van Hal et a1 [26]. This model explores the well known equation 

for capacitance Q = CV, where Q is the surface charge, C is the double layer 

capacitance at the interface and V is the surface potential denoted by y/,. 

According to this model, y/, can be expressed as 

kT AY --2.3a-ApH 0 - 9 bulk 

With 
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Where P symbolizes the ability of the oxide surface to deliver or take up 

protons called buffer capacity of the surface and Cdif is the differential double 

layer capacitance, a is a dimension less sensitivity parameter varying between 

0 and 1, depending on the intrinsic buffer capacity. 

Considering electrolyte ions, the surface complexation due to anions and 

cations of electrolyte solution can be represented by the following chemical 

reactions: 

Here the left hand sides represent the bindings with the surface charge groups. 

The dissociation constants at equilibrium can again be written as: 

K; = 
[SiOH,' ] [A-],s 
[SiOH,' - A- ] 

K: = 
[SiO- ] [C'],v 
[SiO- - C'] 

Using Boltzmann distribution, we have 

-swp 
[.+Is =[.+Ib A] uncl [ A -  I s  = [ A -  lb  exp 

Therefore, the equations (7.20) and (7.21) may be rewritten as 
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where CO is the electrolyte bulk concentration such that [C+]  = [A-] = C? . 

On the oxide surface, there is a fixed number of surface sites per unit area, N,: 

Depending on the chemical equilibrium of the surface sites, a surface charge 

density oo [C /m2] exists: 

oo = ([s~oH~'] - [s~o-] + [si0H2+ - A-] -[SO- - C+ 1) (7.25) 

The combination of equations (7.13) to (7.16) and (7.21) to (7.22) yields [27]: 

The charge density at IHP, op [c /m2]  is: 

The diffuse layer charge density, [c /m2]  is [20]: 

where E, is the dielectric constant of the solution, eo is the permittivity of the 

free space and CO is the ion concentration in the bulk electrolyte. k is the 

Boltzmaan constant and T is the absolute temperature. 

The charge neutrality of the system requires that 

o + + o  + o s = o  
d P O  
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where semiconductor surface charge density a, is given by [28]: 

where E, is the silicon relative permittivity and po and no are the equilibrium 

hole and electron concentration. 

o, = \ 

The charges and the potentials at the interfaces are related by the following 

equations: 

25 k~ p exp - +=+I  + n  exp - ---I 
s o  [o((-7) kT ) o( ( F  F  )I 

where C, and C2 are the unit area capacitances of the inner and outer 

Helmholtz layers respectively and Co is the unit area capacitance of the 

insulator film. 

The system of equations that can describe an ideal electrolyte-insulator- 

semiconductor (EIS) structure can now be described as follows: equations 

(7.13) through (7.16) and (7.20) through (7.28) represent the reaction at the 

electrolyte -insulator interface and the charge potential relationships in the 

electrolyte diffused layer and oxide surface. The condition for charge 

neutrality is given by equation (7.29). The charge potential relationship on the 

semiconductor surface is given by the equation (7.30). The link between the 

different regions such as OHP, IHP, oxide surface and semiconductor surface 
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of the system is contained in equations (7.31). It is obvious from the equations 

(7.31a) and (7 .31~)  that the semiconductor surface potential is dependent on 

the oxide surface potential Yo and hence the measurement of 4, will provide a 

means of obtaining the surface potential Yo at the electrolyte-oxide interface. 

The dependence of the oxide surface potential Yo on the pH can be verified by 

solving the set of equations mentioned above. Some values required for 

simulation purpose, collected from various papers have been presented in 

Table 7.3. 

Table 7.3: Some values required for sirnulat~on 

7.3.1.4 ISFET Technology: 

As mentioned above, ISFETs are fundamentally MOSFETs, therefore, the 

classic microelectronic technology of integrated circuits (IC) is also the basic 

technology used in ISFET development. The fabrication step is similar to the 

process of the p-channel or n-channel metal gate MOSFETs. ISFETs are 

fabricated with silicon films on sapphire wafers (SOS). The gate SiOz film is 

thermally grown on the surface of the substrate at about 1 0 0 0 ~ ~ .  But unlike 

the MOSFETs, the selection of gate dielectric coating of ISFETs is important 

pHpzc 

3 

6.8 

8.5 

Materials 

Si02 

Si3N4 

A1203 
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Values of 

& 
K - 

63.1x10-~ 
15.8 
63.1x10-~ 
15.8 
79.9~10-lo 
12.6x10-' 

Values 
in pF / 
cm2 
C I 
c2 

120 
20 
120 
20 
120 
20 

Values 
of 

K+' 
K ! 
0.317 
0.9 
0.317 
0.9 
0.317 
0.9 

Number 
of 
binding 
sites 

- 

1.0x10-'~ 

Types of 
binding 
sites 

Nsil 

Nsil & 
Nnit 
Nsil 
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as protonation/deprotonation of this material is influenced by the pH of the 

electrolyte. The various methods used for fabrication of these coatings are 

plasma enhanced chemical vapor deposition (PCVD), plasma anodic 

oxidation, evaporation by electron beam, sputtering etc. [29]. The pH response 

of different types of oxide coatings is presented in Table 7.4. As far as 

physical shape is concerned, most ISFETs have source, drain and gate on the 

same side of the chip but there are also those in which drain-source and gate 

are placed on the opposite sides of the substrate [30]. The specifications of 

various ISFETs fabricated at different institutes, laboratories, groups etc. are 

given in Table 7.5 [31] - [33]. The review by Sergei V. Dzyadevych et al., 

describe the development of ISFETs including the technology in details [15]. 

The latest investigations concern the miniaturization of reference electrodes 

for field effect sensors compatible with silicon chip technology [34], the 

integration of biosensors based on ISFETs into a flow-injection analysis 

system and the development of nanoscale ISFETs. 

Table 7.4 Spec~f~cat~ons of pH sensors havlng d~fferent sensltlve layer 

Tezpur U~zlverslty 1-56 

Sensitive layer 
Si02 

A1203 
Si3N4 
Ta205 

pH range 
2-5 

2- 12 
2-12 
2-12 

Sensitivity (mV 1 pH) 
25-48 
53-57 
46-56 
56-57 
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Table 7 .5 :  Specifications of ISFET-based pH sensors manufactured by different institutes, 

laboratories, groups 

ISFET are microelectronic/nanoelectronic devices and have been found to be 

growing interest in the rapidly developing field of bioelectronics 

encompassing a very wide spectrum of applications. Many ISFET based pH 

electrodes have been reported in recent years, most of which are in the state of 

commercialization. A good number of companies, including giants in this field 

are involved in their manufacturing and marketing. They have even been 

presenting the advantages of ISFET based pH electrodes via various media to 

promote the development of ISFET based sensors such as CHEMFET, 

ENFET, BIOFET, and DNAFET etc. The advantages that they have 

highlighted are unbreakable, portable, fast response, easy to store and clean for 

repeated use. They can also be used for direct measurement in complex 

aqueous and semisolid samples like cheese, meat, etc and have potential for 

on-chip circuit integration leading to the development of micrototal analysis 

system and can also be mass-produced by existing integrated circuit(1C) batch 

production technology. Due to these advantages, extensive research is being 

carried out in a number of Universities/laboratories across the globe to 

develop various ISFET based biosensors mainly for biomedical, bio- 

Institutes1 
laboratories1 
groups 
RIMD (Ukraine) 
LASS (France) 

ESIEE (France) 
ITIMS (Vietnam) 
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Sensitive 
layer 

Si3N4 
Si02 1 
Si3N4 
Si3N4 
Si02 

ID I VD (PA 
/ v  1 

200 I1 
10011 

20011 
200-500 1 
0.2-1 

pH 
range 

2-12 
3-9 

7-12 
2.5-8 

Sensitivity (mV 
/pH) 

30-40 
40-50 

15 
11-13 
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analytical, food processing, defense applications. Though, a series of reliable 

and promising results have been obtained, no successful commercial version 

of ISFET based biosensor is available so far. Keeping these factors in view, it 

is expected that like the ISFET based pH electrode, attempts to commercialize 

the biosensors will also be made in near future. In view of the future 

perspective of nano technology, efforts have also been made by the 

Bioelectronics Division of Tezpur University with special emphasis on 

modeling of different geometries of ISFET devices at very small dimensions 

such as the Cylindrical ISFET, Conical ISFET etc. 

7.3.2 ISFET Based Modified H-H Model: 

Referring to the equation (7.12a), for very small value of drain to source 

voltage, VDs, the conductance of ISFET in its linear region can be written as 

W 
where, p = pCox - 

I 

In equation (7.32), P and VGS are constants and VTH (IS, is the only input 

variable. Thus GDs is dependent on the threshold voltage, VTH(/S), analogous to 

the conductance of ion channels of postsynaptic membrane dependent on the 

binding activity. Thus, considering the transmitter-receptor binding activity, 

the H-H model for membrane can be modified as shown in Fig. 7.8. Here V,, 

and V,, are fixed gate voltages applied to the reference electrodes of ISFETs 
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and VTHl and VTHZ are the respective threshold voltages of ISFETs that control 

the conductances g, and g,, respectively. 

Axon 

1 Outside 
F 
.c 

Fig. 7.8: Modified H-H model of Postsynaptic membrane 

Neurotransmitter-receptor binding activity is a time dependent phenomenon 

and therefore number of opening of transmitter gated ion channels will be 

varying with respect to time. VWlSI in equation (7.32) can, therefore, be 

modeled as given in equation (7.4): 

Where K, and K, are time constants analogous to the rate constants of equation 

(7.9), U(t-t,,) is the Heaviside function and VTHO is the threshold voltage 

proportional to the maximum attainable conductance, when all the transmitter- 

gated channels for specific ions are open. 
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7.3.2.1 Modeling Neuron for Excitatory Synapse: 

The modeling for excitatory synapse is shown in Fig. 7.9. The leakage current 

I, is considered to be small enough to be neglected. Since only sodium 

channels are responsible for excitatory action, the postsynaptic membrane is 

divided into three patches to represent spatial summation of the sodium 

current controlled by gNa,, gNa2, and gNa3, where 

= I  + I  + I 3   IN^ 1 2 

So that, I  = I, - I  
N O  + I K  

urn 
=Cma-gmYmm-E~)+gK(Vm-EK) 

Where gNa = g~,,+ g ~ ~ , +  g, is the total Potassium conductance. 

The membrane potential V,, is obtained by spatially and temporally varying 

g, of transmitter-gated sodium channels. 
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Fig. 7.9: ISFET based Circuit model for excitatory action of synapse 

The component values assigned in the model for MATLAB simulation are 

taken from reference [35] and are given in Table 7.6. The specifications for 

three n-channel ISFETs as well as the parameters for exponential function in 

equation (7.34), applied to each ISFET inputs are also given in Table 7.6. The 

three gate to source voltages of three ISFETs i.e., V,,, Vg2 and VK3 are kept 

constants at lVolt each. The three input parameters of ISFETs namely VTHI, 

VTHZ and VTH3 are applied in a staggered sequence at 1.5 msec intervals. This 

is done to simulate the time variation in neurotransmitter-receptor binding 

with respect to different patches of postsynaptic membrane in accordance with 

reference [35].  
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TABLE 7.6 
DIFFERENT COMPONENTS USED 1N THE PROPOSED MODEL OF EXCITATORY SYNAPSE 

7.3.2.2 Modeling Neuron for Inhibitory Synapse: 

The modeling for inhibitory synapse is shown in Fig. 7.10. Considering only 

C1- channels to be responsible for inhibitory action, the post synaptic 

membrane is divided into three patches to represent spatial summation of the 

Chloride current controlled by g ,,,, g,,, and g ,,,, where 

S1. 
No. 
0 1 
02 

03 
04 

05 
06 
07 
08 

09 

10 

11 

12 

- I  + I  + I  1 - 1 2 3 

SO, that, I  = Im + I  + I  
Cl K 

flm =Cm-+g (V -E  )+g (V -EK)  Cl C1 K m 

Parameter 

CM 

g K 

 EN^ 
EK 

I 
L 
W 

tox 

CL 

VTHO 

t m 

k l  = k2 
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Value 

1 pF per cm2 

1 mS per cm2 
60mV 

-90mV 

OA 
15 pm 

2 pm 
100 nm 

600 cm21~-sec 
- 2 Volts 

600 psec 

0.8 msec 

Parameter Details 

Membrane Capacitance 

Potassium Conductance 

Sodium Potential 

Potassium Potential 

Membrane Current 
Channel Length 
Channel Width 

Oxide Thickness 

Electron mobility 

Threshold Voltage 

Time 

Time Constant 

Unit 

Farad 

Mho 

Volt 

Volt 

Ampere 
Meter 
Meter 
Meter 

crn21~-sec 
Volt 

Second 

Second 
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Where g, = g,,+ go, + g,,,and g, is the total Potassium conductance. 

The membrane potential V,,, is obtained by spatially and temporally varying g,, 

of transmitter-gated Chlorine channels. 

Axon II " 

_b Outside - - I 
Fig. 7.10: ISFET based Circuit model for inhibitory action of synapse 

Table 7.7 summarizes the component values assigned in the model for 

MATLAB simulation for inhibitory action of synapse. The specifications for 

three p-channel ISFETs as well as the parameters for exponential function in 

equation (7.34), applied to each ISFET inputs are also given in Table 7.7. The 

three gate to source voltages of three ISFETs i.e VgI, Vg2 and Vg3 are kept 
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constants at lVolt each. The three input parameters of ISFETs namely VmI, 

VTHZ and VTH3 are applied in a staggered sequence at 1.5 msec intervals. This 

is done to simulate the time variation in neurotransmitter -receptor binding 

with respect to different patches of postsynaptic membrane. 

TABLE 7.7 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF INHIBITORY SYNAPSE 

7.3.2.3 Results: 

The MATLAB simulation outputs are shown in Fig. 7.11. The top waveform 

represents the normal postsynaptic membrane potential. Here V,,, is established 

by spatial summation and temporal integration of the transmitter gated sodium 

current and non-gated potassium current. Simulation results indicate that when 

V,,, exceeds a threshold in the range of -60 to -40mV, an action potential 

initiates which illustrates an EPSP. The bottom waveform represents the 
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inhibitory action It illustrates an IPSP with sufficient amplitude for tnggenng 

an action potential in negative direction The simulated EPSP and IPSP are 

very s~rmlar to the expenmentally recorded ones 1 e , w~th real excitatory and 

inhibitory actions of post synaptic membrane 

1001 I I I I I I I I I 
0 0 5  1 1 5  2 2 5  3 3 5  4 4 5  

Time ln rns 

R g  7 11  S~mula t~on  results of exc~tatory and ~ n h ~ b ~ t o r y  actlons of postsynaptic membrane Top 
waveform represents the EPSP and bottom waveform represents the IPSP 

ISFET based electncal models both for excitatory and inhibitory actions of 

neurons have been developed Postsynaptic membrane is divided into three 

patches to represent spatial summation of gated currents Temporal lntegratlon 

of the currents is achieved by modeling exponentially varying time dependent 

threshold voltage of ISFET The main aim of thls work is to show that ISFET 

can be used as circuit analog to simulate the excitatory and inhibitory 

postsynaptic potentials with an additional advantage possibility of 

measurement of neurotransmtters d~ffused through the synapt~c cleft by 
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converting the ISFET into neurotransmitter sensitive ENFET [8]. This 

biologically motivated model may become a useful research and teaching unit 

both in neurology and bioelectronics areas. 

The results obtained from simulation using ISFET are also compared with 

those reported by previous researchers and with the other proposed models 

and are given in Table 7.8. 

TABLE 7.8 
COMPARISON OF SIMULATION RESULTS 
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Excitatory Inhibitory 
S1. No. 

[I1 

[351 

Present 
Work 
of 7.2 

Present 
Work 

, of 7.3 

Sl. No. 

[I1 

[351 

Present 
Work 
of 7.2 

Present 
Work 
of 7.3 

Threshold 
limit to 
initiate 
action 

potential 
- 65 mV to 

- 50 rnV 
- 60mV to 

-40rnV 

- 60 m v  to 
- 40 mV 

-60mV to 
- 40 mV 

, 

Threshold 
limit to 
initiate 
action 

potential 
No Action 
Potential 

Time 
to 

attain 
peak 
value 

1ms 

ms 

1 ms 

ms 

Time 
to 

attain 
peak 
value 

1.2 
ms 

Total 
duration 
of EPSP 

3.5ms 

6 ms 

3.5 ms 

3'5 ms 

Total 
duration 
of IPSP 

3.5 ms 

Simulation performed only for 
excitatory synapse 

No Action 
Potential 

No Action 
potential 

, 

1.5 
ms 

1.5 
ms 

3 ms 

3 ms 



7.4 Biologically Inspired Circuit Model for Simulation of 

Acetylcholine Gated Ion Channels of the Postsynaptic 

Membrane at Synaptic Cleft: 

The purpose of this work is to develop a simple analog circuit model that can 

simulate the function of neurotransmitter acetylcholine gated ion channels of 

postsynaptic membrane at the synaptic cleft. Simulation is performed in 

MATLAB environment for excitatory actions of synapses both for normal and 

pathologic states. 

It has been mentioned in the previous section that ISFET can be converted into 

Enzyme Modified Field Effect Transistor (ENFET) by immobilizing specific 

enzyme on its gate surface. Acetylcholine sensitive ENFET devices have 

practical applications, specially in the analysis of phosphorous pesticides or 

nerve gases. In view of its practical implications a description of such devices 

are discussed below. 

7.4.1 Acetylcholine (ACh): 

Theacetylcholine(ACh) is achemical compound which acts as a 

neurotransmitter in both the peripheral nervous system (PNS) and central 

nervous system (CNS). ACh is the only neurotransmitter used in the motor 

division of the somatic nervous system (Sensory neurons use glutamate and 

various peptides at their synapses). ACh is also the principal neurotransmitter 

in all autonomic ganglia. ACh basically acts as excitatory neurotransmitter, 

but can work as inhibitory neurotransmitter. ACh behaves as an excitatory 

neurotransmitter at neuromuscular junctions. But, it slows down the heart rate 
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when functioning as an inhibitory neurotransmitter. Acetylcholine is 

considered to be the first neurotransmitter which was identified. 

Acetylcholine functions both in the PNS and in the CNS as a neuromodulator. 

In the PNS, acetylcholine activates muscles, and is a major neurotransmitter in 

the autonomic nervous system. In the CNS, acetylcholine and the associated 

neurons form a neurotransmitter system, the cholinergic system, which tends 

to cause anti-excitatory actions. 

In the PNS, when acetylcholine binds to acetylcholine receptors on skeletal 

muscle fibers, it opens ligand-gated sodium channels in the cell membrane. 

Sodium ions then enter the muscle cell, initiating a sequence of steps that 

finally produce muscle contraction. Although acetylcholine induces 

contraction of skeletal muscle, it acts via a different type of receptor 

(muscarinic) to inhibit contraction of cardiac muscle fibers. 

In the CNS, ACh has a variety of effects as a neuromodulator upon plasticity, 

arousal and reward. ACh has an important role in the enhancement of sensory 

perceptions when we wake up and in sustaining attention. Damage to the 

cholinergic (acetylcholine-producing) system in the brain has been shown to 

be plausibly associated with the memory deficits associated with Alzheimer's 

disease. 

Acetylcholine and the associated neurons form a neurotransmitter system, the 

cholinergic system from the brainstem and basal forebrain that projects axons 

to many areas of the brain. In the brainstem it originates from 

the Pedunculopontine nucleus and dorsolateral tegmental nuclei collectively 

known as the mesopontine tegmentum area or pontomesencephalotegmental 

complex. In the basal forebrain, it originates from the basal optic nucleus of 
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Meynert and medial septa1 nucleus. In addition, ACh acts as an important 

internal transmitter in the striatum, which is part of the basal ganglia. It is 

released by a large set of interneurons with smooth dendrites, known 

astonically active neurons or TANS. 

Acetylcholine is synthesized in certain neurons by the enzyme choline 

acetyltransferase from the compounds choline and acetyl-CoA. The 

enzyme acetylcholines terase converts acetylcholine into the 

inactive metabolites choline and acetate. This enzyme is abundant in the 

synaptic cleft, and its role in rapidly clearing free acetylcholine from the 

synapse is essential for proper muscle function. Certain neurotoxins work by 

inhibiting acetylcholinesterase, thus leading to excess acetylcholine at the 

neuromuscular junction, thus causing paralysis of the muscles needed for 

breathing and stopping the beating of the heart. 

There are two main classes of acetylcholine receptor (AChR), nicotinic 

acetylcholine receptors (nAChR) and muscarinic acetylcholine 

receptors (mAChR). They are named for the ligands used to activate the 

receptors. 

Nicotinic AChRs are ionotropic receptors permeable to sodium, potassium, 

and chloride ions. They are stimulated by nicotine and acetylcholine. They are 

of two main types, muscle type and neuronal type. The former can be 

selectively blocked by curare and the latter by hexamethonium. The main 

location of nicotinic AChRs is on muscle end plates, autonomic ganglia (both 

sympathetic and parasympathetic), and in the CNS. The disease myasthenia 

gravis, characterized by muscle weakness and fatigue, occurs when the body 

inappropriately produces antibodies against acetylcholine nicotinic receptors, 
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and thus inhibits proper acetylcholine signal transmission. Over time, the 

motor end plate is destroyed. 

Muscarinic receptors are metabotropic, and affect neurons over a longer time 

frame. They are stimulated by muscarine and acetylcholine, and blocked 

by atropine. Muscarinic receptors are found in both the CNS and thePNS, in 

heart, lungs, upper GI tract and sweat glands [36]. 

7.4.2 Acetylcholine-sensitive ENFET: 

The application of enzymes as bioactive matrices for tailoring of biosensors 

and bioelectronic devices is of substantial basic and practical importance. The 

organization of biosensor and bioelectronic devices requires the integration of 

the biomaterial, e.g. enzyme, with a transducer to generate an electronically 

contacted assembly that enables the electronic transduction of biorecognition 

or biocatalytic events occumng on the transducer. 

Electrical contacting of redox-proteins and electrode supports can be 

accomplished by the application of diffusional electron-transfer mediators, by 

tethering of redox-relay on the enzyme and by the immobilization of redox 

biocatalysts in redox-polymer systems. 

The assembly of monolayers and multilayers of biomaterials on electronic 

supports can be used as a general method to organize biosensing systems. The 

thin sensing interfaces of monolayer/multilayer assemblies provide matrices 

that lack diffusion barriers for the analyte penetration. Redox-relay-tethered 

enzyme layers assembled on electrodes, surface-reconstitution of apo-proteins 

on redox-relay/cofactor composite layers, and crosslinking of complex 

composite layers consisting of redox-enzyme / cofactor / redox-relay units 

were reported as electrically contacted enzyme-electrodes for electrochemical 
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sensing. Similarly, antigen monolayers associated with electrodes or 

oligonucleotide-functionalized electrodes can be used for the electrochemical 

detection of antibodies and DNA, respectively. 

The application of silicon-based microelectronics, and particularly ion- 

sensitive field-effect transistors (ISFETs) as transduction elements for 

biocatalytic transformations and biological recognition events, is a challenging 

subject in bioelectronics and analytical chemistry. Enzyme-based field-effect 

transistors, ENFETs, are based on biocatalytic reactions affecting the charge at 

the gate surface, and producing an electronic signal dependent on the enzyme 

substrate concentration. The sensing performance of the ENFET is affected by 

the integration method of the enzymes and the ISFET device. The 

immobilization of enzymes in thick polymer films (such as polyvinylchloride, 

polyacrylarnide hydrogels or polyurethane) on ISFET devices, or the 

construction of membrane- (e.g. Nafion or polyvinylpyridine) covered 

crosslinked enzyme matrices on the ISFET, yield active ENFET sensing 

devices. These bioelectronic systems, however, suffer from basic limitations 

associated with diffusion barriers of the substrates through the polymer 

membranes, leading to slow response times and moderate sensitivities. The 

organization of monolayer/multilayer enzyme-based ISFET could 

substantially improve the response-times and analytical performance of the 

ENFET devices. ENFETs can be fabricated by the &no-engineering of the 

electronic device with a nanoporous thin film that is functionalized with a 

biocatalytic enzyme-monolayer. The Acetylcholine-Sensitive ENFET is in fact 

an ISFET whose gate surface is immobilized with enzyme, acetylcholine- 

esterase. 
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Fig. 7.12 outlines the configuration of this ENFET device. Field-effect 

transistors with an Al2O3 gate is used as the transducer of the ENFET. An Ag / 

AgC1-electrode is used as a reference electrode. The differential output signal 

between the source of the ENFET device and the reference electrode is 

recorded with a semiconductor parameter analyzer keeping the drain current 

(Id) and source-drain voltage (V*) constant. The schematic diagram as well as 

its electronic diagram is shown in Fig. 7.13. The equation 7.39 summarizes the 

biocatalytic transformation stimulated by the acetylcholine-esterase enzyme 

that is used to generate ENFET sensor sensitive to acetylcholine. 

Analyte Solution 

Sensing 

I Inferface Si02 

Source Drain 
Si> 

vds 

Fig. 7.12: General configuration of ENFET 
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ate Acetylc holinasterase 
membrane 

Ref. electrode 

(b) 

Fig. 7.13: Acetylcholine ENFET (a) Schematic diagram (b) Electronic diagram 
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The proton generated in this reaction alters the pH at the gate surface which is 

registered by the underlying ISFET. These changes in the pH affect the 

potential of the gate interface and consequently affect the potential difference 

between the gate and the source electrode (VGS) when ID and VDs are kept 

constant. 

Since it is essentially an ISFET, the governing equation with reference to the 

equation (7.32) can therefore be written as- 

W Where, as previous P = PC,, - 
L 

Here VTN(,cNFET, is a function of pH of solution dependent on the concentration 

of acetylcholine. Response of such a particular device with respect to VGS is 

shown in Fig. 7.14 [8]. 
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R g  7 14 Calibration plot of the AChE-mod~fied ENFET in 
the presence of d~fferent concentrations of acetylchollne Inset t~me-dependent 

response of the AChE-mod~fied ENFET upon lnteractlon w ~ t h  a 
acetylchollne solut~on [8] 

7.4.3 Circuit Model based on Acetylcholine Sensitive 

ENFET: 

Referring to equation (7.40) 1.e. 

In ENFET, P and VGS are constants and VTH(ENFET, is the only input vanable. 

Thus GDs is dependent on the threshold voltage, VTH(ENFET), analogous to the 

conductance of ion channels of postsynaptic membrane dependent on the 
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binding activity. The acetylcholine gated ion channels can therefore be 

represented by acetylcholine sensitive ENFET due to its variable nature of 

conductance with respect to voltage. 

In case of excitatory action, acetylcholines (Ach) are released by the 

presynaptic terminals into the synaptic cleft. Acetylcholines diffuse through 

the cleft and bind with specific receptor sites of post synaptic membrane. 

These receptors are called nicotinic acetylcholine receptors (AChR). The 

acetylcholine - receptor binding activity initiates the opening of sodium 

channels causing the flow of sodium ions into the cell. If a sufficient number 

of channels open, then the membrane potential exceeds the threshold for 

initiating an action potential. 

In the case of pathologic state, the number of functional receptor sites in the 

post synaptic membrane is reduced. This is caused by an autoimmune disease, 

called myasthenia gravis, where the host manufactures antibodies. These 

antibodies destroy acetylcholine receptors in the post synaptic membrane at 

the synaptic cleft causing the reduction of functional receptors and hence the 

neurotransmitter - receptor binding activity at the postsynaptic membrane. In . 

this condition, sufficient numbers of channels are not open to initiate an action 

potential and as a result the patient suffers from muscle weakness [35].  

In simplest case the acetylcholine - receptor binding activity is governed by 

the chemical reaction [35]-  

1 

2ACh + AChR (closed) 2Ach - AChR (open) 

K2 

Where K, and K2 are the forward and backward rate constants respectively. 
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Acetylcholine-receptor binding activity is a time dependent phenomenon and 

therefore number of opening of transmitter gated ion channels will be varying 

with respect to time. VTwENFETI in equation (7.40) can, therefore, be modeled 

as [35]: 

Where K, and K, are time constants analogous to the rate constants of equation 

(7.42), U(t-t,) is the Heaviside function and VTHo is the threshold voltage 

proportional to the maximum attainable conductance, when all the transmitter- 

gated channels for Na' ions are open. 

The circuit model for post synaptic membrane is shown in Fig. 7.15. Since 

only sodium channels are responsible for excitatory action, the postsynaptic 

membrane is divided into three patches to represent spatial summation of the 

.sodium current controlled by gNal, gNn2, and gNnj, where 

So that, I = I ,  - I  
NO + IK 

Where g ~ ,  is the total sodium conductance and g, is the non-gated potassium 

conductance. Vgl, Vg2 and Vg, are the voltages applied to the reference 

electrodes of the ENFETs. 

The membrane potential V,, is obtained by spatially and temporally varying 

g~~ of acetylcholine-gated sodium channels. 
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Fig. 7.15: Circuit model for Postsynaptic membrane 

The component values assigned in the model for MATLAB simulation are 

taken from reference [35] and are given in Table 7.9. The specifications for 

three n-channel ENFETs and the parameters for exponential function in 

equation (7.21), applied to each ENFET inputs are also given Table 7.9. The 

three gate to source voltage of three ENFETS i.e VgI, Vg2 and Vg3 are kept 

constants at lVolt each. The three input parameters of ENFET namely VTHI, 

Tezpur University 178 



Department of ECE Chapter 7 

VTH2 and Vm3 dependence on concentration of acetylcholine are applied in a 

staggered sequence at 1.5 msec intervals. This is done to simulate the time 

variation in acetylcholine transmitter -receptor binding with respect to 

different patches of postsynaptic membrane [35]. 

In order to reduce the number of functional receptors caused by autoimmune 

disease, VTHo is considered as -1 volt. The time constants kl and k2 are 

considered as 1.5msec to prolong the rate of acetylcholine-receptor binding 

activity. 

TABLE 7.9 
DIFFERENT COMPONENTS USED IN THE PROPOSED MODEL OF SYNAPSE 
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S1. 
No. 
0 1 
02 

03 
04 
05 
05 
06 
07 
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09 
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Parameter 

c m  

g~ 

 EN^ 
EK 

I 
L 
W 
tox 

I-1 

v ~ ~ o  
t m 

k l =  k2 

Parameter Details 

Membrane Capacitance 

Potassium Conductance 

Sodium Potential 
Potassium Potential 
Membrane Current 

Channel Length 
Channel Width 

Oxide Thickness 

Electron mobility 

Threshold Voltage 
Time 

Time Constant 

Unit 

Farad 

Mho 

Volt 
Volt 

Ampere 
Meter 
Meter 
Meter 

cm2/~-sec  

Volt 
Second 
Second 

Value 

1 pF per cm2 
1 mS per 

cm2 
60mV 
-90mV 

0 A 
15 pm 

2 pm 
100 nm 

600 c m 2 ~ -  
sec 

-2 Volts 
600 psec 

0.8 msec 
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7.4.4 The Result: 

The MATLAB s~mulat~on outputs are shown In Flg 7 16 The top waveform 

represents the normal postsynaptic membrane potential and the bottom 

waveform represents the postsynaptlc membrane potential In the case of 

pathologlc state. It is seen that when V, exceeds the threshold in the range of - 

60mV to -45mV, more or less all the sod~um channels open and lnltiates an 

action potent~al But dunng pathologlc state, the membrane potent~al degrades 

due to reduct~on of functional receptors and hence no actlon potential is 

developed 

-90 I I I I I I I I I I I 

0 0 5  1 1 5  2 2 5  3 3 5  4 4 5  5 5 5  6 
Time In ms 

Fig 7 16 S~mulated result of postsynaptlc membrane potent~al 
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The aim of this work is to show that acetylcholine-sensitive EWET can be 

used as circuit analog to simulate the excitatory postsynaptic potential with an 

additional advantage: measurement of concentration of acetylcholine diffused 

through the synaptic cleft. This biologically motivated model may become a 

useful research and teaching unit both in neurology and bioelectronics areas. 

The basic idea of the model can be used for other types of neurotransrnitter- 

gated channels and can reproduce a wide variety of electrical responses. 

The results obtained from simulation of the proposed model are compared 

with those reported by previous researchers and with the other proposed 

models and are given in Table 7.10. 

TABLE 7.10 
COMPARISON OF SIMULATION RESULTS 
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Present Work 
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Present Work 
of 7.3 

Present Work 
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1 ms 
3 ms 
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3.5 ms 
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Chapter 8 

Conclusion and Future Research 
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Conclusion and Future Research 

8.1 Conclusion and Future Research: 

In this dissertation, simple analog circuit models of neuron based on Integrate- 

&-Fire model is developed and simulated. The dissertation also includes some 

biologically motivated circuit models of post synaptic membrane for 

simulation of excitatory and inhibitory actions of synapses. The models are 

designed and simulated using ORCAD and MATLAB software. The basic 

purpose of this research work is to develop simple analog circuit models that 

can simulate the function of ion channels of postsynaptic membrane dependent 

on the neurotransmitters diffused through the synaptic cleft. 

The first chapter is the introduction chapter that includes research problems, 

research objectives, and scope of the work. This chapter also highlights the 

thesis outline of all the remaining chapters. 

The second chapter describes the physiological structure of nerve membrane 

and the principle of generation & conduction of nerve impulses. It includes 

biological overview of neuron, neuron morphology. It discusses in details the 

different types of neurons available. It also highlights the generation of action 

potential and different aspects of action potential. The second part of this 

chapter includes synapse in details and different aspects of synapse. 

The third chapter presents the literature review of neuron modeling. It 

includes the conductance based model starting with Hodgkin-Huxley models 

to different conductance based models proposed by different neuroscientist. 
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Then it discusses different integrate-&-fire (I-F) models proposed by different 

neuroscientists. 

The fourth chapter describes the general overview of synapse starting with the 

literature review of different models of synapse proposed by different 

neurologists. This chapter also includes the basic operation principle of 

MOSFET, which is used in the design of synapse models. This chapter 

describes in details the different synapse models considering excitation and 

inhibition actions. 

In chapter five, two simple silicon neuron models have been proposed based 

on Lapicque's philosophy. The first model is developed for excitation and 

resting actions. The second model is the model comprising of dendritic regions 

and the soma. The input to the dendritic regions are integrated and brought to 

a single point, and that single point value is applied to the soma to generate 

action potential. The simulation results indicate that this I&F model can 

reproduce the neural dynamics as close as to H-H type models. 

In Chapter six, simple integrate-&-fire based model both for excitatory and 

inhibitory synapses has been developed by considering each biological 

synapses as a two state device. Simulation of the model yields an output 

representing the overall membrane potential of the postsynaptic region. 

Results obtained from simulation are compared with the results of previous 

researchers and a good agreement is obtained. This model can be used to 

demonstrate the basic mechanism of neuron namely the effects of excitation 

and inhibition. 

In chapter seven, some biologically motivated circuit models have been 

proposed to predict the behaviour of postsynaptic membrane dependence on 

Tezpur Utziversity 189 



Department of ECE Chupter 8 

neurotransmitter receptor binding activity i.e. a synaptic action. In the first part 

of this chapter, an electronic circuit analog of postsynaptic membrane has been 

proposed using MOSFET as circuit analog. MOSFET functions as a voltage 

controlled conductance in its linear region and therefore analogous to the 

variable conductance of the ion channels of postsynaptic membrane. This 

model can be used in neurobiology area for simulation of neurotransmitter- 

receptor binding activity and electrical activity of the postsynaptic neuron. 

In the mid part of this chapter, an Ion Sensitive Field Effect Transistor 

(ISFET) is used as the circuit analog to simulate a group of excitatory and 

inhibitory transmitter-gated ion channels. This analog is incorporated into a 

circuit model of the postsynaptic membrane at the synaptic cleft. Simulation of 

the circuit yields an output representing the membrane potential of the input 

region. Simulation shows the effects of excitation and inhibition on a single 

neuron. 

In the last part of this chapter, Enzyme Modified Field Effect Transistor 

(ENFET) sensitive to acetylcholine is used to simulate a group of excitatory 

acetylcholine-gated ion channels. This analog is incorporated into a circuit 

model of the postsynaptic membrane at the neuromuscular junction. 

Simulation of the model yields an output representing the overall membrane 

potential of the postsynaptic region. Simulation is performed both for the 

normal and the pathologic states. This model has general applicability in the 

field of neurology for understanding receptor function and electrical activity of 

the postsynaptic cell. 

Finally, simulation results of all the biologically motivated models have been 

analyzed and compared. From this analysis, it can be concluded that the 

ISFET based circuit model is more advantageous because it can be modified 
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into specific neurotransmitter sensitive ENFET leading to the simultaneous 

measurement of neurotransmitters that bind with the receptor sites of the 

postsynaptic membrane. The techniques can be extended to simulate the other 

ion channels mediated by other neurotransmitters using different ENFETS 

sensitive to specific transmitters. Measurement of neurotransmitter plays an 

important role in the field of neurology. 

It has been already stated that g ~ ,  and g~ have very low values in their resting 

state and both conductances are increased with applied potential and reached a 

saturation value when applied voltage is sufficiently large. Moreover both 

conductances have slow time dependence. In future, these characteristics may 

be directly explored by introducing feed back circuit in the gate of 

ISFETIENFET. The time dependence of conductances can be simulated by 

introducing RC circuit in the feed back path. Such circuit, that can accurately 

simulate the action of the chemical transmitters, will have importance in 

building complex neuron networks. 


