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Abstract 

The main objective of this thesis is to study the convergence of finite element solutions 

to the exact solutions of elliptic, parabolic and hyperbolic interface problems in fitted 

finite element method. The emphasis is on the theoretical aspects of such methods. 

Due to low global regularity of the true solution it is difficult to apply the classical 

finite element analysis to obtain optimal order of convergence for interface problems (cf. 

[5, 11]). In order to maintain the best possible convergence rate, a finite element dis­

cretization with straight interface triangles is considered and analyzed. More precisely, 

we have shown that the finite element solution converges to the exact solution at an 

optimal rate in L2 and HI norms for elliptic problems. Then the results are extended 

for parabolic interface problems and optimal order error estimates in L2(L2) and L2(HI) 

norms are achieved. Further, optimal VX!(Hl) and VX!(L2) norms error estimates for the 

parabolic interface problems have been derived under practical regularity assumption of 

the true solutions. 

Although various finite element method for elliptic and parabolic interface prob­

lems have been proposed and studied in the literature, but finite element treatment 

of similar hyperbolic problems is mostly missing. In this work, we are able to prove 

optimal order pointwise-in-time error estimates in L2 and HI norms for the hyperbolic 

interface problem with semi discrete scheme. Fully discrete scheme based on a symmetric 

difference approximation is also analyzed and optimal HI norm error is obtained. 

Finally, numerical results for two dimensional test problems are presented to 

illustrate our theoretical findings. 
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Chapter 1 

Introduction 

The purpose of this thesis is to present some results on finite element Galerkin methods 

for linear elliptic, parabolic and hyperbolic interface problems. 

1.1 Problem Description 

Interface problems are often referred as differential equations with discontinuous coef­

ficients. The discontinuity of the coefficients corresponds to the fact that the medium 

consists of two or more physically different materials. To begin with, we first introduce 

elliptic, parabolic and hyperbolic interface problems. 

Elliptic interface problems: Let 0 be a convex polygonal domain in]R2 with boundary 

a~. Further, let 0 1 C 0 be an open domain with C 2 smooth boundary f and O2 = 

0\01 (see, Figure 1.1). We now consider the following linear elliptic interface problems 

of the form 

LU = f(x) in 0 (1.1.1) 

with Dirichlet boundary condition 

U(x) = 0 on ao (1.1.2) 

and interface conditions 

[ul = 0, [fJ~~] = g(x) along f. (1.1.3) 
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Figure 1.1: Domain 0 and its sub domains 0 1 , O2 with interface r. 

The symbol [v] is a jump of a quantity v across the interface r, i.e., [v](x) = V1(X) -

V2(X)' X E r, where Vi(X) = v(:r) In" i = 1,2 and n denotes the unit outward normal 

to the boundary 001 . Here, £ is a second order elliptic partial differential operator of 

the form 

£V = -V.(;3(x)Vv). 

We assume that the coefficient function f3 is positive and piecewise constant, i.e., 

/3(X) = /3z in Oz, i = 1,2. 

Parabolic interface problems: We consider the following linear parabolic interface 

problems of the form 

Ut + £u = f(x, t) in 0 x (0, T] (1.1.4) 

with initial and boundary conditions 

u(x,O) = uo(x) in 0; u(x, t) = ° on 00 x (0, T] (1.1.5) 

and interface conditions 

[u] = 0, [/3~~] = g(x, t) along r, (1.1.6) 

The domain 0, operator £, symbols [v] and n are defined as before, and T < 00. 
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Hyperbolic interface problems: We shall also consider the following hyperbolic in­

terface problems of the form 

Utt + .c U = 0 in n x (0, T] (1.1. 7) 

with initial and boundary conditions 

U(X, 0) = uo(x) & Ut(x, 0) = vo(x) in .0; u(x, t) = 0 on an x (0, T] (1.1.8) 

and interface conditions 

[U] = 0, [!3~~] = g(x, t) along r, (1.1.9) 

The domain n, operator .c, symbols [v] and n are defined as before, and T < 00. 

The equations of the form (1.1.1)-(1.1.3) are often encountered in the theory of 

magnetic field, heat conduction theory, the theory of elasticity and in reaction diffusion 

problems (see, [23, 29, 49]). Many interface problems in material science and fluid 

dynamics are modeled after above problem when two or more distinct materials or fluids 

with different conductivities or densities or diffusions are involved. For the literature 

relating to applications of elliptic differential equations with discontinuous coefficients, 

one may refer to Ewing [22], ~ielsen [37] or Peaceman [38] for the model of the pressure 

equation arising in reservoir simulation, Reddy [41] for reactor dynamics, Z. Li et ai. [33] 
for the model of the potential in the computation of micromagnetics for the ferromagnetic 

materials or electrostatics for macromolecules. 

The equations of the form (1.1.4)-(1.1.6) involving discontinuous coefficients are 

sometimes called diffraction problems of parabolic types. This type of interface problem 

is critical in many applications of engineering and sciences, including non-stationary 

heat conduction problems, electromagnetic problems, shape optimization problems to 

name just a few. For a detailed discussion on parabolic problems with discontinuous 

coefficients, see Dautry and Lions [14], Gilberg and Trudinzer [25], Hackbush [27], La­

dyzhenskaya et ai. [30], Li and Ito [32] and Marti [36]. 

The model equations of the form (1.1.7)-(1.1.9) involving discontinuous coeffi­

cients are used in many applications such as ocean acoustics, elasticity, and seismology 

to model the propagation of small disturbances in fluids or solids. In electromagnetism, 

the equation (1.1.7) corresponds to a problem in which the material occupying the in­

terior is a dielectric rather than a metal (cf. [2]). In the study of wave equations for 
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some physical problems, such as acoustic or elastic waves travelling through heteroge­

neous media, there can be discontinuities in the coefficients of the equation. As a model, 

consider the problem of transverse vibrations of an infinite string, with a discontinuity 

in density p at a location x = a. Let 'ljJ represent the non dimensionalized displacement 

normal to the string. Then we have the equation 

which is equivalent to the problem 

where 

(3(x) = { {31 = ~ if x < a 
(3 - Ill. l'f 2-

P2 
x>a 

along with the initial condition 

'ljJ(x,O) = f(x). 'ljJt(x,O) = o. 

For this physical model, we have the following jump conditions at the interface x = (Y 

The interface conditions correspond to the facts that displacement and normal compo­

nent of the tension in the deflected string are continuous. The one dimensional acoustic 

wave equation is often used as a model in seismology. For example, consider the one­

dimensional acoustic wave equation 

pUt + Px = 0 & Pt + kux = 0, 

where p is the density, u is the velocity, p is the pressure and k is compression(bulk) 

modulus. At x = a, the coefficients are given as 

x<o: 

x> a. 

The velocity and pressure must be continuous across the interface, and therefore the 

jump conditions at the interface are 

[11,] = 0, [P] = O. 

4 



The above problem can also be rewritten as hyperbolic problems 

pUtt - kuxx = 0, 
k 

Ptt - -Pxx = O. 
P 

with discontinuous coefficients. 

1.2 Notation and Preliminaries 

In this section, we shall introduce borne standard notation and preliminaries to be used 

throughout of this work. 

All functions considered here are real valued. Let 0 be a bounded domain 

in ~d, d-dimensional Euclidian space and DO denote the boundary of O. Let x = 

(Xl, X2, ... ,Xd) E 0, and let dx = dXl,"" dXd. Further, let 0: = (0:1,"" O:d) be a 

d-tuple with nonnegative integer components and denote order of 0: as 10:1 = 0:1 + 0:2 + 
... + O:d. Then, by DCY.cjJ, we shall mean the o:th derivative of cjJ defined by 

We shall make frequent reference to the following well-known function spaces. 

For 1 ~ P < 00, V(O) denotes the linear space of equivalence classes of measurable 

functions cjJ in 0 such that J~ IcjJ(x)IPdx exists and is finite. The norm on LP(O) is given 

by 

iiUiiLP(n) = (in icjJ(x)iPdX)~, 1 ~ P < 00. 

For p = 00, LOO(O) denotes the space of functions cjJ on 0 such that 

iicjJiiL=(n) = pss sup icjJ(x)i < 00. 
xEn 

When P = 2, L2(0) is a Hilbert space with respect to the inner product 

By support of a function cjJ, supp cjJ, we mean the closure of all points X with cjJ( x) =I- 0, 

l.C., 

supp cjJ = {x : cjJ(x) =I- O}. 
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For any nonnegative integer m, Cm(O) denotes the space of functions with continuous 

derivatives upto and including order m in O. CO'(O) is the space of all Cm(O) func­

tions with compact support in O. Also, Coo(O) is the space of all infinitely differential 

functions with compact support in O. 

We now introduce the notion of Sobolev spaces. Let m ~ 0 and real p with 

1 :::; p < 00. The Sobolev space of order (m,p) on 0, denoted by Wm,P(O), is defined as a 

linear space offunctions (or equivalence class offunctions) in V(O) whose distributional 

derivatives upto order m are also in LP(O), i.e., 

The space Wm,P(O) is endowed with the llorm 

11¢llm.p 

When p = 00, the norm on the space Wm,Xl(O) is defined by 

For p=2, these spaces will be denoted by Hm(o). The space Hm(o) is a Hilbert space 

with natural inner product defined by 

(¢,1jJ) = L 1 Da¢Da1jJdx, ¢,1jJ E Hm(o). 
O::;lal::;m 0 

The sobolev space Hm(o) (respectively, HO'(O)) is also defined as the closure of cm(o) 

(respectively, Coo(O)) with respect to the norm 11¢llm = 11¢llm,2. This result is true 

under some smoothness assumption on the boundary a~. Clearly, L2(0) = HO(O) and 

Hm(o) = wm,2(0). We also need the fractional space H4 (0) equipped with the norm 

Ilv)11 1() = inf {llwIIHl(o): lOW = 1p}, 
H2 0 WEHl(O) 

where 10 is a trace operator. For a more complete discussion on Sobolev spaces, see 

Adams [1]. 
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We shall also use the following spaces in our error analysis. For a given Banach 

space 8, we define, for m = 0, 1 and 1 ~ p < 00 

Wm,P(O, T; B) ~ { u(t) E B for a.c. t E (0, T) and t, [II iJi';Jt) II: dt < 00 } 

equipped with the norm 

( 
m rT II alu(t) liP ) ~ IlullwTn,p(O,T;B) = ~ Jo atl B dt 

We write Hm(o T· 8) = W m,2(0 T· 8) and L2(0 T· 8) = HO(O T· 8) When no risk of , , , , , , , , . 

confusion exists we shall write L2(8) for L2(0, T; 8). 

that 

Further, we denote Loo(O, T; 8) to be the collection of all functions v E 8 such 

ess sup Ilv(x, t)IIB < 00. 
tE(O,T] 

Below, we shall discuss some preliminary materials which will be of frequent use 

in error analysis in the subsequent chapters. The bilinear form A(·, .) associated with 

the operator .c, given by 

A(n, v) = 1 j3(T)\ln. \lvdx, 

satisfies the following boundedness and coercive properties: For cjJ, 't/J E Hl (n), there 

exists positive constants C and c such that 

and 

From time to time we shall also use the following inequalities (see, Hardy et al. 

[28]): 

(i) Young's inequality: For a., b ~ 0 and f > 0, the following inequality 

a2 Eb2 

ab< -+-- 2E 2 

holds. 
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(ii) Cauchy-Schwarz inequality: For a, b 2: 0, 1 < p < 00 and * + ~ = 1, 

aP bq 

abS -+-. 
p q 

In integral form, if ¢ and 1jJ are both real valued and ¢ E £P and 1jJ E Lq, then 

For p = q = 2, the above inequality is known as Schwarz's inequality. The 

discrete version of Schwarz's inequality may be stated as: 

(iii) Let ¢]' 1jJ], J = 1, 2, ... ,n be positive real numbers. Then 

Below, we state without proof, the following two versions of Grownwall's lemma. For a 

proof, see [40]. 

Lemma 1.2.1 (Continuous Gronwall's Lemma) Let G(t) be a contznuous functwn 

and H(t) a nonnegatwe contznuous functwn on zts znterval to S t S to + a. If a 

continuous functwn F(t) has the property 

F(t) S G(t) + it F(s)H(,<,)ds for t E [to, to + a], to 
then 

F(t) S G(t) + lot G(s)H(s)exp [it H(T)dT] ds for t E [to, to + a]. 

In partzcular, when G(t) = C a nonnegatwe constant, we have 

F(t) S Cexp [lot H(S)dS] for t E [to, to + a]. 

Lemma 1.2.2 (Discrete Gronwall's Lemma) If (Yn), (in) and (9n) are non-negative 

sequences and 

then 

Yn S fn + L gkYk, n 2: 0, 
O::;k<n 

8 



In addition, we shall also work on the following spaces: 

equipped with the norms 

2 2 

IIVllx = IIVIlHl(rl) + L II V IlH2(rl,) & IIVlly = IIVIlL2(rl) + L IIVIlHl(rl,), 

z=l z=l 

respectively. 

We now turn to the literature concerning the regularity of elliptic, parabolic 

and hyperbolic problems with discontinuous coefficients. Due to the presence of dis­

continuous coefficients the solution u, in general, does not belong to H2(0,) even if the 

coefficients are sufficiently smooth in each individual subdomain O,z, i = 1,2. Concern­

ing the elliptic interface problems, we have the following regularity result. For a proof, 

see Chen and Zou [11], and Ladyzhenskaya et al. [30]. 

Theorem 1.2.1 Let f E L2(0,) and g E H~(r). Then the problem (1.1.1)-{1.1.3) has 

a unique solutwn u E X n HJ(O,) and u satisfies a prwri. estimate 

Regarding the parabolic interface problems (1.1.4)-(1.1.6), we have the following regu­

larity result (cf. [11, 30]). 

Theorem 1.2.2 Let f E Hl(0,T;L2(0,)). g E Hl(O,T;Ht(r)) anduo E HJ(O,). Then 

the problem (1.1.4}-{1.1.6) has a umque solutwn u E L2(0, T, X) n HI (0, T, Y) n HJ (0.). 

We now recall the following regularity result for the solution u of the interface problem 

(1.1.7)-(1.1.9) (cf. [13,30]). 

Theorem 1.2.3 Let uo, Vo E HJ(O,). Then the problem {1.1.7)-{1.1.9} has a unique 

solution U E L2(0, T; X n H6(o')) n Hl(O, T; H2(0'1) n H2(0'2)) n H2(0, T; Y). 

1.3 A Brief Survey on Numerical Methods 

In this section, we shall discuss a brief survey of the relevant literature concerning of 

elliptic, parabolic and hyperbolic interface problems. 
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Solving differential equations with discontinuous coefficients by means of classical 

finite element methods usually leads to the loss in accuracy (cf. [5, 11]). One major 

difficulty is that the solution has low global regularity and the elements do not fit with the 

interface of general shape. For non-interface problems, one can assume full regularities of 

the solutions (at least H2(n)) on whole physical domain. But for the interface problems, 

the global regularity of the solution is low. So the classical analysis is difficult to apply 

for the convergence analysis of the interface problems. Thus the numerical solution to 

the interface problem is challenging as well as interesting also. 

The standard finite difference and finite element methods may not be successful 

in giving satisfactory numerical results for such problems. Hence, many new methods 

have been developed. Some of them are developed with the modifications in the stan­

dard methods, so that they can deal with the discontinuities and the singularities. For 

the literature on the recent developments of the numerical methods for such problems, 

we refer to [15, 35] which includes extensive list of relevant literature. The numerical 

solutions of interface problems by means of finite element Galerkin procedures have been 

investigated by several authors. One of the first finite element methods treating interface 

problem has been studied by Babuska in [5]. In [5], the author has formulated the prob­

lem as an equivalent minimization problem and then finite element methods are used to 

solve the minimization problem. Under some approximation assumptions on finite ele­

ment spaces, Babuska has obtained sub-optimal order error estimate in HI norm. The 

algorithm in [5] requires the exact evaluation of line integrals on the boundary of the 

domain and on the interface, and exact integrals on the interface finite elements are also 

needed. In the absence of variational crimes, finite element approximation of interface 

problem has been studied by Barrett and Elliott in [6]. They have shown that the finite 

element solution converges to the true solution at optimal rate in L2 and HI norms over 

any interior subdomain. In [6], it is assumed that the solution and the normal deriva­

tives of the solution are continuous along the interface, and fourth order differentiable 

on each subdomain. For the problems (1.1.1)-(1.1.3), Bramble and King [8] have consid­

ered a finite element method in which the domains 0,1 and 0,2 are replaced by polygonal 

domains n1,h and n2,h, respectively. Then, the Dirichlet data and the interface function 

are transferred to the polygonal boundaries. Finally, discontinuous Galerkin finite el­

ement method is applied to the perturbed problem defined on the polygonal domains. 
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Optimal order error estimates are derived for rough as well as smooth boundary data. 

Under practical regularity assumptions on the true solution, the convergence of conform­

ing finite element method is studied in [11], [37J and [43J. In [11], Chen and Zou have 

considered a practical piecewise linear finite element approximation for solving second 

order elliptic interface problem with LU = - \7. (,8\7 u) in a polygonal domain, where 

the coefficient f3 is assumed to be positive and piecewise constant in each subdomains. 

They have proved almost optimal order of convergence in L2 and energy norms. More 

precisely, the error bounds obtained by Chen and Zou [11 J are optimal up to the factor 

log h. Under the assumptions on the source term fln1 = 0 and the interface function 

9 = 0, Neilsen [37J has proved optimal order of convergence in HI norm in the presence 

of arbitrarily small ellipticity. The algorithm in [37J requires that the interface triangles 

follow exactly the actual interface r. In [43], the finite element solution converges to 

the exact solution at an optimal rate in L2 and HI norms if the grid lines coincide with 

the actual interface by allowing interface triangles to be curved triangles. Further, if the 

grid lines form an approximation to the actual interface, optimal order of convergence 

in HI norm and sub-optimal order in L2 norm are derived for elliptic problems. More 

recently, in [16], the author has discussed quadrature finite element method for elliptic 

interface problems in a two dimensional convex polygonal domain. Optimal order error 

estimates in L2 and HI norms are derived for a practical finite element discretization 

with straight interface triangles. 

We now turn to the finite element Galerkin approximation to parabolic interface 

problems (1.1.4)-(1.1.6). Although a good number of articles is devoted to the finite 

element approximation of elliptic interface problems, the literature seems to lack con­

cerning the convergence of finite element solutions to the true solutions of parabolic 

interface problems (1.1.4)-(1.1.6). For the backward Euler time discretization, Chen 

and Zou [11 J have studied the convergence of fully discrete solution to the exact solution 

using fitted finite element methods. They have proved almost optimal error estimates 

in L2(L2) and L2(HI) norms when global regularity of the solution is low. Then an 

essential improvement was made in [21J. The authors of [21J have used a finite element 

discretization where interface triangles are assumed to be curved triangles instead of 

straight triangles like classical finite element methods. Optimal order error estimates 

in L2(L2) and L2(HI) norms are shown to hold for both semi discrete and fully dis-
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crete scheme in [21]. More recently, for similar triangulation, Deka and Sinha ([19]) 

have studied the pointwise-in-time convergence in finite element method for parabolic 

interface problems. They have shown optimal error estimates in DX!(Hl) and Loo(L2) 

norms under the assumption that grid line exactly follow the actual interface. Similar 

results are also obtained by Attanayake and Senaratne in [4] for immersed finite element 

method. 

Finally, we turn to the numerical methods for hyperbolic interface problems 

(1.1.7)-(1.1.9). Numerical solutions of hyperbolic equations with discontinuous coeffi­

cients draws significant attention in a variety of fields such as the oil exploration industry 

and mineral finding as well as the study of earthquakes. Numerical simulation of seismic 

wave propagation problems in heterogeneous media can be traced back to as early as 

Alterman and Karal([3]) in 1968 and Boore([7]) in 1972. Alterman and Karal developed 

a finite difference scheme to solve the equations of elasticity in one spatial dimension 

and they applied their scheme to the problem of a layered half space with a buried point 

source emitting a compressional pulse. The interface between different layers was placed 

at z = h on the grid line, where z is the coordinate representing the depth below the 

surface of the Earth. A general introduction on the numerical treatment for hyperbolic 

interface problems by means of finite difference method can be found in Le Veque's Book 

[31]. Three numerical schemes namely Wendroff, TVD and WENO have been discussed 

in [31]. These schemes use values of the sound speed on discrete points or averaged 

values on grid cells. As a consequence, they do not describe accurately the position and 

the shape of interfaces cutting grid cells. Furthermore, due to low regularity of the true 

solution the method leads to the loss in accuracy near the interface. It is then a new 

approach called explicit jump immersed interface method was introduced in [48]. These 

numerical methods ensure a given accuracy at grid points near interface, but they are 

difficult to implement with higher order schemes. To overcome this difficulty an explicit 

simplified interface method was introduced by Piraux et al. in [39] for one dimensional 

acoustic velocity and acoustic pressure. 
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1.4 Objectives 

This section elucidates our contributions and motivation for the present study. The 

physical world is replete with examples of free surfaces, material interface and moving 

boundaries that interact with a surrounding fluid. There are interfaces that separate 

air and water (in the case of bubbles or free surface flows) and boundaries between two 

materials of different physical properties (in porous media flow or mixing layers). While 

the mathematical modelling of the interaction is a difficult problem in itself, another 

formidable task is developing a numerical method that solves these problems effectively 

and efficiently. 

The analysis of finite element methods for interface problem has become an active 

research area over the years. The main objective of this work is to establish some new 

optimal a priori error estimates in fitted finite element method for interface problem 

with straight interface triangles. The achieved estimates are analogous to the case with 

a regular solution, however, due to low regularity, the proof requires a careful technical 

work coupled with a approximation result for the linear interpolant. Other technical 

tools used in this work are Sobolev embedding inequality, approximations properties 

for modified elliptic projection, modified duality arguments and some known results on 

elliptic interface problems. 

In the present work, optimal order error estimates in L2 and HI norms are derived 

for the linear elliptic interface problems (c.f. [17]) and which improve the earlier results in 

the articles [11] and [43]. Then the results are extended for parabolic interface problems 

and optimal order error estimates in L2(L2) and L2(HI) norms are achieved (c.f. [18]). 

Due to low global regularity of the solutions, the error analysis of the standard 

finite element method for parabolic problems is difficult to adopt for parabolic interface 

problems. In this work, we are able to fill a theoretical gap between standard energy 

technique of finite element method for non interface problems and parabolic interface 

problems. Optimal DXJ(HI) and Loo(L2) norms error estimates have been derived under 

practical regularity assumption of the true solution (c.f. [20]). 

Although various FEM for elliptic and parabolic interface problems have been 

proposed and studied in the literature, but FEM treatment of similar hyperbolic prob­

lems is mostly missing. In this work, we are able to prove optimal order pointwise-in-time 

error estimates in L2 and HI norms for the hyperbolic interface problem with semidis-
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crete scheme. Fully discrete scheme based on a symmetric difference approximation is 

also analyzed and optimal Loo(Hl) norm error is obtained. 

1.5 Organization of the Thesis 

The organization of the thesis is as follows: Chapter 2 deals with the error analysis 

for elliptic interface problems in two dimensional convex polygonal domains. Optimal 

order error estimates in L2 and HI norms are derived for a practical finite element 

discretization. 

Chapter 3 is devoted to the convergence of finite element method for parabolic 

interface problems with straight interface triangles. The proposed method yields optimal 

order error estimates in L2(L2) and L2(HI) norms for semi-discrete scheme. Convergence 

of fully discrete solution is also discussed and optimal error estimate in L2(Hl) norm is 

achieved. 

In Chapter 4, we analyze the continuous time Galerkin method for spatially 

discrete scheme for parabolic interface problems. Optimal Loo(Hl) and Loo(L2) norms 

error estimates have been derived under practical regularity assumption of the true 

solution. Further, the fully discrete scheme based on backward Euler method is also 

proposed and analyzed. Optimal L2 norm error estimate is obtained for fully discrete 

scheme. 

Chapter 5 is concerned with a priori error estimates for hyperbolic interface prob­

lems. Optimal error estimates in Loo(L2) and Loo(HI) norms are established for con­

tinuous time discretization. Further, the fully discrete scheme based on a symmetric 

difference approximation is considered and optimal order convergence in HI norm is 

established. 

Finally, numerical results are presented for two dimensional test problems in 

Chapter 6 for the completeness of this work. 

For clarity of presentation we have repeatedly given equations (1.1.1) - (1.1.3) or 

(1.1.4) - (1.1.6) or (1.1.7) - (1.1.9) at the beginning of subsequent chapters. 

14 



Chapter 2 

Finite Element Methods for Elliptic 

Interface Problems 

In this chapter, we have discussed the convergence of finite element solution to the exact 

solution of elliptic interface problem. For a finite element discretization based on a mesh 

which involve the approximation of the interface, optimal order error estimates in L2 

and HI norms are achieved under practical regularity assumptions of the true solution. 

2.1 Introduction 

Let 0 be a convex polygonal domain in ]R2 with boundary a~. Let r be the C2 smooth 

boundary of the open domain 0 1 C 0 and O2 = 0 \ 0 1 . We recall the following linear 

elliptic interface problems of the form 

£u = f(x) in 0 (2.1.1) 

with Dirichlet boundary condition 

u(x) = 0 on ao (2.1.2) 

and interface conditions 

a 
[u] = 0, [,8 a~] = 0 along r. (2.1.3) 

Here, f = f(x) is a real valued function in O. The operator £, symbols [v] and n are 

defined as in Chapter 1. 
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As a first step towards finite element approximation for the elliptic interface 

problem (2.1.1)-(2.1.3), we recall the space HJ(O) = {¢ E HI(O) : ¢ = 0 on aO}. Then 

weak formulation of the problem (2.1.1)-(2.1.3) may be stated as: Find u E HJ(O) such 

that u satisfies 

A(u, v) = (1. v) V v E H6(0), (2.1.4) 

where (".) denotes the inner product of the L2(0) space. 

The solution u E X n HJ(O) satisfies the following a priori estimate (cf. [11]) 

Ilullx ::; CIlII1£2(I1)' (2.1.5) 

The main objective of this chapter is to extend the results of quadrature based finite 

element method discussed in [16]. The main crucial technical tools used in our analysis 

are some Sobolev embedding inequality, approximations properties for linear interpola­

tion operator, duality arguments, some known results on elliptic interface problems and 

some auxiliary projections. For the earlier works on finite element approximation to 

elliptic interface problems, we refer to Chapter 1. 

The organization of this chapter is as follows. In section 2.2, we describe the finite 

element discretization and some known results for elliptic interface problems. Finally, 

in section 2.3 error estimates for linear elliptic interface problem are presented. 

2.2 Finite Element Discretization 

For the purpose of finite element approximation of the problems (2.1.1)-(2.1.3), we now 

describe the triangulation Th of 0 as follows. We first approximate the domain 0 1 by 

a domain O~ with the polygonal boundary r h whose vertices all lie on the interface r. 
Let O~ be the approximation for the domain O2 with polygonal exterior and interior 

boundaries as ao and r h , respectively. 

Triangulation Th of the domain 0 satisfy the following conditions: 

(A2) If K 1 , K2 E Th and KI =1= K 2, then either KI n K2 = 0 or KI n K2 is common 

vertex or edge of both triangles. 
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(A3) Each triangle K E Th is either in O~ or O~ and intersects r (interface) in at most 

two points. 

(A4) For each triangle K E Th, let hK be the length of the largest side. Let h = 
max{hK : K E 1h}. 

The triangles with one or two vertices on r are called the interface triangles, the set of 

all interface triangles is denoted by Ti and we write O~ = UKETrK. 

Let Vh be a family of finite dimensional subspaces of H6(0) defined on Th con­

sisting of piecewise linear functions vanishing on the boundary a~. Examples of such 

finite element spaces can be found in [9J and [12J. 

For the coefficients f3(x), we define its approximation f3h(X) as follows: For each 

triangle K E Th, let f3K(X) = f3i if K c 07, i=l or 2. Then f3h is defined as 

Then the finite element approximation to (2.1.4) is stated as follows: Find Uh E Vh such 

that 

Ah(Uh, Vh) = (j, Vh) \;/ Vh E Vh, 

where Ah (·,·) : Hl(O) x Hl(O) ----+ IR is defined as 

Ah(w, v) = L 1 f3K(X)"lW' "lvdx \;/w, v E Hl(O). 
KETh K 

(2.2.1) 

The following lemmas will be useful for our future analysis. For a proof, we refer 

to [45J. 

Lemma 2.2.1 For Wh, Vh E Vhl we have 

IAh( Wh, Vh) - A(Wh' vh)1 S Ch L II"lvhli£2(K) II"lwhli£2(K)' 
KETr 

Lemma 2.2.2 If Or is the union of all interface triangles, then we have 

Let Ilh : C(O) ----+ Vh be the Lagrange interpolation operator corresponding to 

the space Vh . As the solutions concerned are only in Hl(O) globally, one cannot apply 
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Figure 2.1: Interface Triangles K, S, along with interface r and its approximation rho 

the standard interpolation theory directly. However, following the argument of [11] it is 

possible to obtain optimal error bounds for the interpolant IIh (see Chapter 3, [15]). In 

[15], the authors have assumed that the solution 11, E xnwl.OO(Ot nOo)nW1,OO(02nOO), 

where no is some neighborhood of the interface r. The following lemma shows that 

optimal approximation of IIh can be derived for 11, E X with [u] = 0 along interface r. 

Lemma 2.2.3 Let IIh : C(O) ~ Vh be the linear interpolation operator and u be the 

solution for the interface problem (2.1.1)-(2.1.3), then the following approximation prop­

erties 

hold true. 

Proof For any v EX, let Vi be the restriction of v on O~ for i = 1, 2. As the interface is 

of class C2
, we can extend the function Vi E H 2(Oz) on to the whole 0 and obtain the 

function i\ E H2(O) such that v~ = V~ on nz and 

For the existence of such extensions, we refer to Stein [46]. Further, we have a C2 

function ¢ in [C, B] such that (c.f. [24]) 

(2.2.3) 

and hence 
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Then, for K E ~, we now define 

IIhu = { 
IIh UI if K ~ n? 
IIhu2 if K ~ n~. 

~hen it is easy to verify that lIhuE Vh (d. [17]). 

Now, for any triangle K E ~ \ Tr, the standard finite element interpolation theory 

(d. [9, 12]) implies that 

(2.2.4) 

For any element K E Tr, we write Ki = K n ni , 'i = L 2, for our convenience. Further, 

using the Holder's inequality and the fact meas(K2) :S Ch3 we derive that for any p > 2, 

and Tn = 0, 1, 

3(p-2) 
< Ch ~ Ilu - IIhullwrn,p(K2) 

3(p-2) 
< Ch~ lin - IIhnllwrn,p(K) 

3(p-2) +1 
< Ch~ -mllullw1,p(K), (2.2.5) 

in the last inequality, we used the standard interpolation theory (d. [12]). On the other 

hand 

Ilu - IIhUIIHm(Kd IluI - IIhUIIIHrn(KIl 

< Cllu1 - IIhUIIIHm(K) 

< Ch2
- mlluIIIH2(K) 

< Ch2-mllullx, (2.2.6) 

in the last inequality, we used (2.2.2). In view of (2.2.5)-(2.2.6), it now follows that 

:S Ch4
-

2m llulli- + C L h5-2m-%{lluIII~1'P(KIl + Ilu211~1'P(K2)}' (2.2.7) 
KET': 
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We now recall Sobolev embedding inequality for two dimensions (d. Ren and Wei [42]) 

1 1 IIVIILP(O) ~ Cp'2llvIIHl(O) '<:Iv E H (0), p > 2. 

Now, setting p = 6 in the Sobolcv embedding inequality (2.2.8), we obtain 

111LzIIL6(K,) < 11 1LiIIL6(O,) ~ ClI11'iIIHl(O,), 

IIV'UiIIL6(K,l < IIV'uzIIL6(Otl ~ CIIV'UiIIHl(Ot)' 

In view of the above estimates, it now follows that 

This together with (2.2.7), we have 

(2.2.8) 

Then Lemma 2.2.3 follows immediately from the estimates (2.2.4) and (2.2.9). D 

2.3 Convergence Analysis for Elliptic Interface Prob­

lem 

In this section, we will establish some new optimal error estimates for linear elliptic 

interface problem which will be useful in the subsequent error analysis of parabolic 

interface problems. 

From (2.1.4) and (2.2.1), we note that 

A(u - IIhu, Vh) 

+{A(Uh' Vh) - Ah(Uh, Vh)} 

(Ih + (Ih 

By Lemma 2.2.3, we can bound the term (1)1 by 

l(Ihl < Cllu - IIhuIIHl(o)IIV'VhIIL2(O) 

< ChllullxllvhIIHl(O) 
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For the term (Ih, use Lemma 2.2.1 to have 

l(Ihl < ChIIVUhllL2(o)IIVVhllL2(O) 

< ChII VUhllL2(O) IIVhIIHl(O) 

< Chllfllp(o)IIVhIlHl(O) 

where we have used the inequality 

which follows directly from (2.2.1) by taking Vh = Uh and usillg coercivity. 

(2.3.3) 

From the estimates (2.3.2)-(2.3.3), we conclude by taking Vh = Uh - IIhu in (2.3.1) 

that 

(2.3.4) 

The above estimate (2.3.4) together with Lemma 2.2.3 and (2.1.5) leads to the following 

optimal order error estimate in Hl norm. 

Theorem 2.3.1 Let U and Uh be the solutions of the problem (2.1.1}-(2.1.3) and (2.2.1), 

n~spectively. Then, for f E L 2 (n), the following HI-norm e:rmr estimate holds 

For the L2 norm error estimate we shall use the Nitsche's trick. We consider the 

following elliptic interface problem 

-V· (13Vw) = U - Uh in 0, 

with Dirichlet boundary condition 

w(x) = 0 on an 

and interface conditions 

a 
[w] = 0, [13 a:J = 0 along f. 

Then clearly w E X n Hri(n) and satisfies the weak form 

A(w, v) = (11, - 7th, v) \Iv E Hci(n). (2.3.5) 
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Further, w satisfies the a priori estimate (d. [11]) 

(2.3.6) 

We then define its finite element approximation to be the function Wh E Vh such that 

(2.3.7) 

Arguing as in the derivation of Theorem 2.3.1 and further using the a priori estimate 

(2.3.6), we have 

Setting v = U - Uh E HJ(O) in (2.3.5) and using (2.1.4) and (2.2.1), we obtain 

A(w,u - 'Uh) 

A(w - Wh, U - Uh) + A(Wh' U - Uh) 

A(w - Wh, U - Uh) + {Ah(Uh, Wh) - A(Uh' Wh)} 

-. (I 1) 1 + (IIh 

By Theorem 2.3.1 and (2.3.8) we immediately have 

Arguing as deriving (2.3.3) we can deduce 

KETr 

< ChIIVUhll£2(Or) IIVWhll£2(Or) 
< ChlIV(u - uh)llr,2(Or)II VWhll£2(Or) 

+ChIIVull£2(Or)IIV(w - wh)II£2(Or) 

+ChIIVuIIL2(OnIIVwll£2(Or) 
< Ch21Ifll£2(O)llu - Uhll£2(O) 

+Ch~ II'ullx Ilu - Uhll£2(O) + Ch2 11ullx Ilwllx 

(2.3.8) 

(2.3.9) 

(2.3.10) 

where we have used Theorem 2.3.1, Lemma 2.2.2 and (2.3.8), and the following inequality 
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Thus, for the term (IIh, we have 

I(IIhl :::; Ch21Ifll£2(!1)llu - UhIIL2(!1) 

+Ch2 1lullxllu - UhIIU(!1) 
< Ch21Ifll£2(!1)llu - Uhll£2(!1)' 

Finally using (23 10)-(2.3.11) in (2.3.9), we obtain 

Thus, we have proved the following optimal order f'stimaks in L2 norm. 

(2.3.11) 

Theorem 2.3.2 Letu anduh be the solutzons of the problem (2.1.1}-(2.1.3) and (2.21), 

respectwely. Then, jor f E L2(O), there e;ust a posztwe constant C mdependent of h 

such that 

Remark 2.3.1 Under certam hypotheses. the error of approxzmatzon of solutzons of 

certam nonlmear problems zs baszcally the same as the error of approxzmatzon of solutzons 

of related lznear problems (10, 26j. Therefore an essentzal zmprovement of the results of 

(11) for the lmear ellzptzc mterface problems have been obtamed m thzs work. Further, 

the results are also extended for the semzlmear problems (cf. (1'1)) 

A(u,v) = (f(u),v) V v E Hci(O). 
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Chapter 3 

L2(L2) and L2.(Hl) norms Error 

Estimates for Parabolic Interface 

Problems 

In this chapter, we extend the finite element analysis of elliptic interface problems dis­

cussed in Chapter 2 to parabolic interface problems. Optimal order error estimates in 

£2(£2) and £2(H1
) norms are derived for the linear parabolic interface problems. 

3.1 Introduction 

In this chapter, we consider a linear parabolic interface problem of the form 

Ut + .c U = j (x, t) in n x (0. T] (3.1.1) 

with initial and boundary conditions 

U(x, 0) = Uo in n; u(x, t) = ° on an x (0, T] (3.1.2) 

and jump conditions on the interface 

[u] = 0, [f3~:] = g(x, t) along r, (3.1.3) 

where, j = j(x. t) and 9 = g(T, t) are real valued functions in n x (0, TJ, and Ut = ~~. 
Further, Uo = uo(x) is real valued function in n. The domain n, operator .c, symbols 

[v] and n are defined as in Chapter 1, and T < 00. 
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To derive O(hm) (m ~ 0) error estimates for non-interface parabolic problems in 

the literature generally require u E L2(0, T; Hm+l(n)) n Hl(O, T; Hm-l(n)), see, [47]. 

The purpose of the present chapter is to extend the convergence analysis of fitted finite 

element method for elliptic interface problems to parabolic interface problems. The 

convergence of finite element solution to the exact solution has been discussed in terms 

of L2(Hl) and L2(L2) norms. The main crucial technical tools used in our analysis 

are Sobolev embedding inequality, approximation result for the linear interpolant and 

elliptic projection (see, Lemma 3.2.2), parabolic duality arguments and some known 

results on elliptic interface problems. The previous work on finite element analysis for 

parabolic interface problems can be found in Chapter 1. 

The outline of this chapter is as follows. In section 3.2, the approximation prop­

erties related to the auxiliary projections ar presented and section 3.3 is devoted to the 

error analysis for the semidiscrete scheme. Finally, in section 3.4, a fully discrete scheme 

based on backward Euler method is proposed and optimal L2(Hl) norm is established. 

3.2 Preliminaries 

In this section, some approximation properties related to the auxiliary projection is 

obtained. Due to the presence of discontinuous codficiellts the solution u, in general, 

does not belong to H2(n). Regarding the regularity for the solution of the interface 

problem (3.1.1)-(3.1.3), we have the following result (cf. [11, 30, 44]). 

Theorem 3.2.1 Let f E Hl(O, T; L2(n)), 9 E Hl(O, T; H~ (r)) and Uo E H(i(n). Then 

the problem (3.1.1)-{3.1.3) has a unique solution u E L2(0, T; X)nHl(O, T; Y). Further, 

u satisfies the following a priori estimate 

Ilull£2(O,J';X) ~ C {llfll£2(o,T;£2(O)) + IluoIIHl(O) + Ilg(x, 0)II H1 (r) 

+lIg(x, T)II H1 (1) + IIgIl H l(0,T;H1(1)J· (3.2.1) 

Now, we shall recall the finite element space Vh C HJ(n) consisting of piecewise 

linear polynomials vanishing on the boundary an where interface triangles are straight 

triangles as discussed in Chapter 2. Further, we assume that Vh satisfy the inverse 

estimate 

(3.2.2) 
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Approximating the interface function g(x) by its discrete specimen gh = 2::;::'1 g(~ )<1>;, 

where {<I>;} r;:l is the set of standard nodal basis functions corresponding to the nodes 

{PJ}~l on the interface r, we have the following approximation result. For a proof, we 

refer to [11]. 

Lemma 3.2.1 Let 9 E H2(r). If 0,'[. zs the umon of all mterface trzangles then we have 

1 gVhds -1 ghVhds ~ Ch~ IlgIIII2(rJllvhIIHl(flr) VVh E vh· 
f' f'h 

We now define an operator Ph : X n HJ(n) --+ Vh by 

Ah (Phv,4» = A(v.4» '114> E Vh , v E X n H6(n). (3.2.3) 

Earlier, in [11], the approximation results obtained for Ph in L2 and HI-norms are not 

optimal. However, the loss in accuracy for the HI norm is recovered in [45] under the 

assumption that the solution U E X n W1,OO(n1 n no) n W1,OO(n2 n no). The following 

lemma shows that optimal approximation of Ph in L2 and HI-norms can be derived for 

U E X n HJ (0,) only. This lemma is very crucial for our later analysis. 

Lemma 3.2.2 Havmg the prO)fctwn Ph fixed m (3.2.3), there zs a posztwe constant C 

mdependent of the mesh szze parameter h such that 

Proof. We first split U - Phu as 

From Lemma 2.2.3 of Chapter 2 and (3.2.3), we note that 

IIIhu - Phull1-1(fl) 

~ Ah(Ihu - u, Ihu - Phu) + Ah(U - Phu, IIhu - Phu) 

~ ChllullxllIIhu - PhuIIHl(fl) + {Ah(U, IIhu - Phu) - A(u, IIhu - Phu)} 

= ChllullxllIIhu - PhU IlHl(fl) 

+Ah(U - IIhu, IIhu - Phu) - A(u - IIhu, IIhu - Phu) 

+{ Ah(IIhu, IIhu - Phu) - A(IIhu, IIhu - Phu)} 

~ ChllullxllIIhu - PhuIIHl(fl) 

+{Ah(IIhu, IIhu - Phu) - A(IIhu, IIhu - Phu)} 

-: ChllullxllIIhu - PhvIIHl(fl) + (1). 
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Then using Lemma 2.2.1 of Chapter 2 for the term (I) to have 

1(1)1 < ChilIhuIIHl(O)IIIIhU - PhUIIHl(O) 

< Ch(IIIIhu - UIIHl(O) + IIUIIHl(O))IIIIhu - PhUIIHl(O) 

< ChllullxllIIhu - PhUIIHl(O). 

This in combination with (3.2.4) now leads to 

By Lemma 2.2.3 and using triangle inequality, we obtain 

(3.2.5) 

For L 2-norm error estimate, we consider the following interface problem: Find 

W E HJ (0) such that 

A(w, v) = (u - Phu, v) Vv E Hci(O), 

and let Wh E Vh be its finite element approximation such that 

Note that w E HJ(O) is the solution of (3.2.6) with jump conditions 

[w] = 0 and [B~:] = 0 along r. 

Then apply Theorem 2.3.2 for the above interface problem to have 

(3.2.6) 

(3.2.7) 

(3.2.8) 

In the last inequality, we have used regularity estimate for elliptic interface problem 

(3.2.6). Now, setting v = U - Phu in (3.2.6) and, using (3.2.5) and (3.2.8), we have 

A(w - Wh, U - Phu) + A(Wh' u) - A(Wh' Phu) 

A(w - Wh, U - Phu) + {A(u, Wh) - A(Phu, Wh)} 

- A(W-Wh,U-PhU)+(1I) 

< Cllw - whllHl(O) IIu - PhullHl(O) + (1 I) 

< Ch?IIullxll u - Phu llL2(O) + (1I). 
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For the term (11), we use (3.2.3) and Lemma 2.2.1 of Chapter 2 to have 

1(11)1 = IAh(PhU, Wh) - A(Phu, wh)1 :::; ChllPhUIIHl(fln IIWhIIHl(flr) 
:::; Ch(IIPhu - UIIHl(flr) + IIUIIHl(flr))(llwh - WIIHl(flr) + IIWIIHl(flr)) 
s Chh~ IlullxCh~ Ilwllx S Ch211ullxliPhU - ull£2(fl)' (3.2.10) 

In the last inequality, we have used Lemma 2.2.2 of Chapter 2. Then combining the 

estimates (3.2.9)-(3.2.10), we can cOllclude that 

(3.2.11) 

This completes the proof of Lemma 3.2.2. D 

We need the standard L2 projection Lh : L2(0) ---+ Vh defined by 

(3.2.12) 

satisfying the stability estimate 

(3.2.13) 

It is well known that Lhv E Vh is the best approximation of t' E L2(0) with respect to 

the L2 norm. Thus Lemma 3.2.2 immediately implies 

Lemma 3.2.3 Let Lh be defined by {3.2.12}. Then, for m = 0,1, we have 

Proof The L2-llorm estimate follows immediately from the fact that Lhw E Vh is the 

best approximation in the L2 norm to w E L2(0) and Lemma 3.2.2. For HI-norm 

estimate, we use the inverse inequality (3.2.2) and Lemma 3.2.2 to have 

Ilv - LhVIIHl(fl) < Ilv - PhvIIHl(fl) + IIPhv - LhVIIHl(fl) 

< Chllvllx + Ch-11lPhv - Lhvllv(fl) 

< Chllvllx + Ch-1{IIPhv - vll£2(fl) + Ilv - L h V II£2(fl)} 

< Chllvllx. 

This completes the rest of the proof. D 
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3.3 Continuous time Galerkin Method 

This section deals with the error analysis for the spatially discrete scheme for parabolic 

interface problems (3.1.1)-(3.1.3) and derive optimal error estimates in L2(0, T; HI) and 

L2(0. T; L2) norms. 

The weak formulation of the problem (3.1.1)-(3.1.3) is stated as follows: Find 

U E HJ(o.) such that 

(Ut, v) + A(u. v) = (I, v) + (g, v}r I::/v E Hci(o.), t E (0, TJ (3.3.1) 

with u(O) = uo. Here, (.,.) and (-, '}r are used to denote the inner products of L2(0,) 

and L2(r) spaces, respectively. 

The continuous in time Galerkin finite element approximation to (3.3.1) which 

may be stated as follows: Find Uh : [0, T] ---+ Vh such that Uh(O) = LhUo and satisfies 

(3.3.2) 

We shall need the following Lemma for the semidiscrete solution Uh satisfying (3.3.2) for 

our future use. For a proof, we refer to [15]. 

Lemma 3.3.1 Let f E L2(o.) and 9 E H2(r). Then we have 

it lIuhI111(o)ds ::; c (it {llfll'i2(O) + IlgI112(r)}ds + Iluo11'i2(o)). 

Now, we are in a position to discuss the main results of this section which is 

stated in the following theorems. 

Theorem 3.3.1 Let u and Uh be the solutwns of {3.1.1}-{3.1.3} and (3.3.2), respec­

tzvely. Then, for Uo E HJ(o.), f E L2(0,) and 9 E H2(r), there 'tS a posztzve constant C 

zndependent of h such that 

Theorem 3.3.2 Let u and Uh be the solutwns of {3.1.1}-{3.1.3} and (3.3.2), respec­

tzvely. Then, for Uo E HJ(O,), f E L2(o.) and 9 E H2(r), there 'ts a pos'ttzve constant C 

zndependent of h such that 
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Proof of Theorem 3.3.1. Subtracting (3.3.2) from (3.3.1), for all Vh E Vh, we have 

(Ut - Uht, Vh) + A( U - Uh, Vh) = (g, Vh)r - (gh, Vh)rh 

(3.3.3) 

Define the error r(t) as r(t) = u(t) - l1h(t). Setting Vh = Lhu in (3.3.3) and using 

(3.2.12), we obtain 

1 d 2 ) "2 dt Ile(t)II£2(!1) + A(e, e 
1 d II 2 = (Ih + (Ih + (Ih + "2 dt U - Lhull£2(!1)' (3.3.4) 

where the terms (I)~, i = 1,2,3 are given by 

(Ih (g, Lhu - Uh)r - (gh, Lhu - Uh)r", 

(Ih Ah(Uh, Lhu - Uh) - A(Uh' Lhu - Uh), 

(Ih A(Uh - U, Lhu - u). 

Now, we estimate the terms (Ih, (Ih and (Ih one by one. By Lemma 3.2.1, Lemma 

3.2.3 and the triangle inequality, we obtain 

3 

< Ch'illgII H2 (r) IILhu - uhIIHl(!1) 
'i 3 

< Ch2 1191IH2(r) Ilullx + Ch'illgII H2 (r) Ile(t) IIHl (!1) 
5 3 2 1 2 < Ch'illgIIH2(I'Jilullx + Ch IIgIlH2(r) + 41Ie(t)IIHl(!1) 

< Ch2(llull~ + IlgI112(r)) + ~lle(t)1111(!1)' (3.3.5) 

In the last inequality, we used Young's Inequality. Similarly, for (Ih, using Lemma 2.2.1 

and Lemma 3.2.3 to have 

l(Ihl < ChlluhIIHl(!1) IILhu - U + U - uhIIHl(!1) 

< Chlluhllll1(!1) (1lLhu - uIIHl(!1) + Ilu - uhIIHl(!1)) 

< Ch21IuhI111(!1) + CIILhu - uI111(!1) + ~ lIu - uhI111(!1) 

< Ch21IuhI111(!1) + Ch211ull~ + ~lle(t)1111(!1)' (3.3.6) 

Then, the last term (Ih can be bOlllld('d by using Lemma 3.2.3 

l(Ihl < Chllullxlle(t)IIHl(!1) 

< Ch211ull~ + ~lle(t)1111(!1)' (3.3.7) 
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Integrating the identity (3.3.4) from a to t and using the estimates (3.3.5)-(3.3.7), we 

obtain 

lt Ilellif1(rl)ds ::; Ch21t Ilull~ds + Ch21t Iluhllif1(rl)ds + ~ lt IleI111(rl)ds 

+llu - L hu II12 (rl)' 

This, together with Lemma 3.2.3 and Lemma 3.3.1 completes the rest of the proof of 

Theorem 3.3.1. 0 

Proof of Theorem 3.3.2. For the L2 norm error estimate we shall use the parabolic 

duality trick. For any time t > a and e = 1£ - 7th, let w(s) E HJ(n) and Wh(S) E Vh, 

respectively, be the solutions of the backward problems 

(<p, ws) - A(<p, w) (<p, e) V<p E Hci(n), s < t, (3.3.8) 

w(t) O· , 

(<Ph, Whs) - Ah( <Ph, Wh) (<ph,e) V<Ph E Vh, S < t, (3.3.9) 

Wh(t) a 

with [w] = a and g(x, t) = a across the interface r. From (3.3.8) and (3.3.9), we obtain 

(3.3.10) 

for all <Ph E Vh. Following the standard argument of [34], it is easy to show that 

(3.3.11) 

Further, we assume that the following identity 

(3.3.12) 

holds true. The estimate (3.3.12) is obtained by reversing time in the proof of Theorem 

3.3.1 and further using Theorem 3.2.1 for the problem (3.3.8)-(3.3.9). Set <P = e in 
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, 

(3.3.8). Then, using the identity (3.3.3), we obtain 

(e, 'Ws) - A(e, 'W) 

(e, 'Whs) + (e, 'Ws - 'Whs) - A(e, W - Wh) - A(e, 'Wh) 
d 
ds (e, 'Wh) + (e, 'Ws - 'Whs) - A(e, W - Wh) 

-(es, 'Wh) - A(e, 'Wh) 
d 

ds (e, Wh) + (e, Ws - 'Whs) - A(e, w - Wh) 

+{A(Uh, 'Wh) - Ah(Uh, 'Wh)} + {(gh, Wh)r" - (g, Wh)r}. 

With an aid of (3.3.10), the above equation may be rewritten as 

d IleIII2(o) = ds (e, 'Wh) + (u - Phu, 'Ws - 'Whs) - A(u - Phu, 'W - 'Wh) 

+(Phu - Uh, 'Ws - 'Whs) - A(Phu - Uh, 'W - 'Wh) 

+{A(Uh' 'Wh) - Ah(Uh, Wh)} + {(gh, 'Wh)rh - (g, Wh)r} 
d 
ds (e, 'Wh) + (U - Phu, 'Ws - 'Whs) - A(u - Phu, 'W - 'Wh) 

+{A(Phu - Uh, 'Wh) - Ah(PhU - Uh, 'Wh)} 

+{A(V,h' Wh) - Ah(V,h, Wh)} + {(gh, Wh)rh - (09, Wh)r} 
d 
-d (e, 'Wh) + (U - Phu, 'Ws - 'Whs) 

s 
-A(u - PhU,'W - 'Wh) + (IIh + (IIh, (3.3.13) 

where (IIh = A(Phv" Wh) - Ah(PhV" Wh) and (IIh = {(gh, Wh)rh - (09, Wh)r}. 

We integrate (3.3.13) from 0 to t to obtain 

({(U - Phu, Ws - 'Whs) - A(u - Phu, W - 'Wh)}ds 
.10 
+ lt (I Ih ds + lt (IIhds 

< lt Ilu - PhuIIL2(O)llws - 'WhsIIL2(O)ds 

+C lt Ilu - PhuIIHl(O)llw - whIIHl(O)ds 

+ It(IIhds+ I
t
(IIhds . 
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We, now use the Young's inequality to obtain 

it Ilelli2(O)ds ::; E it {llw~ - wh~lli2(OJ + h-2 11 w - whll~1(OJ}d8 
o 0 

+ C i t

{llu _ Phulliz(o) + h211u - PhuI111(O)}ds 
E 0 

+ it(IIhds + i
t
(IIh dS . 

Apply (3.3.11) and (3.3.12) to have 

CE it Ile(t)lliz(o)ds + cit {Ilu - Phulli2(O) + h2 11u - Phull~I(OJ}ds 
o E 0 

+ it(IIhds+ it(IIhdS. (3.3.14) 

The term (IIh can be bounded by using Lemma 2.2.1 and Lemma 2.2.2 of Chapter 2 

I(IIhl < ChIIPhUIIHl(Or)llwhIIHl(OrJ 
< ChllPhu - uIIHl(Or)llwhIIHl(OrJ + ChlluIIHl(Oi,)llwhIIHl(Or) 

.:I 

< Chllu - PhuIIHl(OrJllwhIIHl(OrJ + Ch'l. Ilullxllw - whllHl(OrJ 
3 

+Ch'l.llullxllwIIHl(OrJ 
< Chllu - PhullHl(Orlll w - whllHl(Orl + Chllu - PhuIIHl(OrJllwIIHl(Orl 

+Ch~llullxllw - whIIHl(Or) + Ch2 1lullxllwllx. 

Integrating this identity from 0 to t and using Young's inequality, we obtain 

it I(IIhld8 ::; Ch it Ilu - PhullHl(OrJllw - WhllHl(OrJds 

+Ch~ it Ilu - PhuIIHl(Or)llwllxds 

+Ch~ it Ilullxllw - WhllHl(OrJ ds + Ch2it Ilullxllwllxds 

< C h4it Ilu - Phull~l(O)ds + ~h-2it Ilw - whll~1(O)d8 
E 0 2 0 

+ C h31t Ilu - Phull~l(OJds + ~ it IIwll~ds 
E 0 2 0 

+ C h51t Ilull~ds + ~h-2it Ilw - whll~l(O)ds 
E 0 2 0 

+ ~ h4it Ilull~ds + ~ it Ilwll~ds. 
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Further, using the regularity result (cf. Theorem 3.2.1), (3.3.8) and (3.3.12), we obtain 

(3.3.15) 

Finally, Lemma 3.2.1 and similar argument leads to 

(3.3.16) 

Thus, combining the estimates (3.3.15)-(3.3.16), together with (3.3.14) and Lemma 3.2.2 

completes the rest of the proof of Theorem 3.3.2. D 

Remark 3.3.1 The convergence results for the linear parabolic interface problems are 

also extended for the semilinear problems (cf. [18]) into the Brezzi-Rappaz-Raviart ([10}) 

framework. 

3.4 Error Analysis for Fully Discrete Scheme 

A fully discrete scheme based on backward Euler method is proposed and analyzed in 

this section. Optimal L2(0, T; HI (0,)) norm error estimate is obtained for fully discrete 

scheme. For the simplicity, we have assumed g(x, t) = O. 

We first partition the interval [0, T] into M equally spaced subintervals by the 

following points 

0= to < tl < ... < tAl = T 

with tn = nk, k = ~, be the time step. Let In = (tn-I, tn] be the n-th subinterval. Now 

we introduce the backward difference quotient 

for a given sequence {¢n}~=o C L2(0,). 

The fully discrete finite element approximation to the problem (3.3.2) is defined 

as follows: For n = 1, ... , M, fiud un E Vh such that 

(3.4.1) 
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with Uo = LhUo. For each n = 1, ... , M, the existence of a unique solution to (3.4.1) 

can be found in [11]. We then define the fully discrete solution to be a piecewise constant 

function Uh(x. t) in time and is given by 

We now prove the maiu result of this s('ction in the following th('orem. 

Theorem 3.4.1 Let u and U be the solutzons of the problem (4.1.1)-(4.1.3) and (4.5.1), 

rcspcctwcly. Assume that UO = LhUo and Uo 1,S suffiC1,ently smooth. Then there e:m,sts a 

constant C mdependent of hand k such that 

2 

:::; C(h2 + k) L {lluOIIH2(O,) + II Utll£2(O,T.H2(O,)) + II Uttll£2(O,T;£2(O,))} 
t=1 

Proof For simplicity of the exposition, we write un = u(x, nk), en 

wn = un - Phun. Using (3.3.1) and (3.4.1), it follows that 

(boken, en) + A(en, en) = (boken, wn) + A(en, wn) + (bokun - u~, Phun - un) 

+{Ah(Un, Phun - un) - A(Un, Phun - un)} 

(3.4.2) 

where 

Summing (3.4.2) over n from n = 0 to n = M, we have 

M M 

~lieMII12(o) + k LA(rn, rn) + ~ L IlbokcnIl12(o) < 
n=O n=O 

M 

+k L(II + 12 + 13 + 14). (3.4.3) 
n=O 

35 



Using Lemma 3.2.2 and Young's inequality, we obtain 

M M M 

k L11 ::; Ch
2
k L Ilunll~ + ~ L II L1k

cn lli2(o)· 
n=O n=O n=O 

(3.4.4) 

Similarly, 
M M M 

k L 12 :s; C(E)h2k L Ilunll~ + Ek L Ilenll~l(O)· (3.4.5) 
n=O n=O n=O 

To estimate k 2:~=o 13 , we first note that 

n Dun l1. tn 

L1ku - at = -k (s - tn-duss(s)ds. 
tn-l 

and hence using Lemma 3.2.2, we obtain 

M M M 

k L h ::; Ck21IuttIIL2(O,T;£2(O)) + Ch2k L Ilunll~ + k L Il en lli2(O)· (3.4.6) 
n=O n=O n=O 

Using Lemma 2.2.1, we obtain 

M 

Chk L {lIunIIHl(o)IIPhun - Un//Hl(O)} 
n=O n=O 

M 

< Chk L {lIunll~l(o) + %IIPhun - unll~l(O)} 
n=O 
M M 

< Chk L Ilenll~l(O) + Chk L Ilunll~· (3.4.7) 
n=O n=O 

In the last inequality, we have used Lemma 3.2.2. Combining (3.4.3)-(3.4.7) and using 

the standard kickback argument, we arrive at 

M 

IleM lli2(O) + k L Ilenll~/l(O) 
n=O 

For sufficiently small k, we obtain 

M 

lIeM lli2(o) + k L Ilenll~l(O) 
n=O 

M 

< Ck21Iuttll~,2(O,T;£2(O)) + Ch( k L Ilunll~) 
n=O 

M 

+ Ck L lI en lli2(o)· 
n=O 

M 

< Ck2I1uttlli2(o,T;£2(O)) + Ch( k L lIunll~) 
n=O 

M-1 

+ Ck L lI en lli2(o)· 
n=O 
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An application of discrete version of Gronwall's lemma leads to 

M M 

IleM II12(o) + k L Il en I111(O) :s; ck211'UttII12(o,T;L2(O)) + Ch( k L Ilunll~). (3.4.8) 
n=O n=O 

Finally, by a simple calculation we have 

M 

IIU - Uh ll L2 (O,T:Hl(O)) :s; CkllutllL2(O,T;Y) + C(k L Ilun+1 
- Un+l1111(O))L (3.4.9) 

n=O 

Since k = O(h), (3.4.9) combine with (3.4.8) leads to the desired result. D 
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Chapter 4 

LOO(L2) and LOO(Hl) norms Error 

Estimates for Parabolic Interface 

Problems 

The purpose of this chapter is to establish some new a priori error estimates in finite 

element method for parabolic interface problems. Optimal LOO(H1) and LOO(L2) norms 

error estimates have been derived under practical regularity assumption of the true 

solution for fitted finite element method with straight interface triangles. 

4.1 Introduction 

In 0 = 0 1 U r u O2 , we shall again recall the following parabolic interface problem 

Ut + £U = f(x, t) in 0 x (0, T] ( 4.1.1) 

with iuitial and boundary conditions 

U(x,O) = Uo in 0; u(x, t) = ° on ao x (0, T] (4.1.2) 

and jump conditions on the interface 

a 
[u] = 0, [,8 a~] = ° along r, (4.1.3) 

where, f = f (x, t) is real valued functions in 0 x (0, T], and Ut = ~~. Further, Uo = Uo (x) 

is real valued function in O. The operator £, symbols [v] and n are defined as in Chapter 

1, and T < 00. 
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Due to low global regularity of the solutions, it is difficult to achieve optimal 

1':'0 (L 2 ) and L 00 (HI) error estimates for parabolic interface problems. More recently, 

Deka and Sinha ([19]) have studied the pointwise-in-time convergence in finite element 

method for parabolic interface problems. They have shown optimal error estimates in 

L'Xl(Hl) and Loo(L2) norms under the assumption that grid line exactly follow the actual 

interface. This may causes some technical difficulties in practice for the evaluation of 

the integrals over those curved elements near the interface. Therefore, in present work 

an attempt has been made to extend the results obtained in [19] for a more practical 

finite element discretization discussed in [11]. In this chapter, we are able to show that 

the standard energy technique of finite element method can be extended to parabolic 

interface problems under the assumptions that solution as well as its normal derivative 

along interface are continuous. Optimal order pointwise-in-time error estimates in the L2 

and HI norms are established for the semidiscrete scheme. In addition, a fully discrete 

method based on backward Euler time-stepping scheme is analyzed and related optimal 

pointwise-in-time error bounds are derived. To the best of our knowledge, optimal point­

wise in time error estimates for a finite element discretization based on [11 J have not 

been established earlier for the parabolic interface problem. 

A brief outline of this chapter is as follows. In section 4.2, we introduce some 

standard notations, recall some basic results from the literature and obtain the a priori 

estimate for the solution. In section 4.3, we describe a finite element discretization 

for the problem (4.1.1)-(4.1.3) and prove some approximation properties related to the 

auxiliary projection used in our analysis. While Section 4.4 is devoted to the error 

analysis for the semidiscrete finite element approximation, error estimates for the fully 

discrete backward Euler time stepping scheme are derived in section 4.5. 

4.2 Preliminaries 

The purpose of this chapter is to introduce some new a priori estimates for the solutions 

of parabolic interface problems. 

In order to introduce the weak formulation of the problem, we now define the 

local bilinear form Al(.,.) : HI(OI) x H 1(OI) -+ lR by 

Al(w, v) = 1 (31"\lW' "\lvdx, 1 = 1,2. 
01 
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Then the global bilinear form A(-,·) : HJ(O) x HJ(O) --+ lR is defined by 

A(w,v) 1 f3(x)\lw . \lvdx 

Al(W,V) + A2(W,V) 'V W, v E Hci(o). 

Then weak form for the problem (4.1.1)-(4.1.3) is defined as follows: Find u: (O,T]--+ 

HJ(O) such that 

(Ut, v) + A(u, v) = (1, v) 'Vv E H6(0), a.c. t E (0, T] (4.2.1) 

with u(.r, 0) = UO(.T). 

Remark 4.2.1 Let l(x, 0) = 10(x). Then it is clear lrom (l.1.1) that Ut(O) E H2(0) 

provided Uo E HJ(O) n H4(0) and 10 E H'2(O). From therein, we assume that Uo E 

HJ(O) n H4(0), 1 E Hl(O, T; L2(0)) and 10 E H2(0). 

Under the assumption 1 E Hl(O, T; L2(0)), we have 

(4.2.2) 

Further Ut, satisfies the following initial and boundary condition 

Ut(x,O) = Ut(O) and Ut(x, t) = 0 on ao x (0, T] (4.2.3) 

along with the jump conditions 

[
aUt] rUt] = 0 and f3 an = 0 along r. (4.2.4) 

Thus v = Ut E Oi, i = 1,2 satisfies a parabolic interface problem (4.2.2)-(4.2.4). There­

fore, for It E Hl(O, T; L2(0)) and Ut(O) E H2(0), apply Theorem 3.2.1 to have the 

following result. 

Lemma 4.2.1 Let 1 E H2(O, T; L2(0)), fo E H2(0) and 11,0 E HJ(0)nH4(0). Then the 

problem (1.1.1)-{l.1.3) has a unique solution U E Hl(O, T; H2(01) n H2(02)) n HJ(O) n 
H2(0, T; L2(0)). Furthcr, Ut satisfies the following a priori estimate 
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Proof The proof of the existence of unique solution u E Hl(O, T; H2(D. 1 ) n H2(D.2)) n 
HJ(D.) n H2(0, T; L2(n)) follows from the assumptions and Theorem 3.2.1. 

Next, to obtain the a priori estimate we consider the following elliptic interface 

problem: For a.e t E (0, TJ, find w = w(x, t) E HJ (n) n X satisfying 

-\7 . ({3(x)\7w(x, t)) ft(x, t) - Utt(x, t) in D., (4.2.5) 

W 0 on an, 

[w1 = 0, fJ [aaawnl o along f. 

From the elliptic regularity estimate for elliptic interface problem (cf. [11]), it follows 

that 

Il w IIH2(fh) + Il w IIH2(f"lz) ~ C{llftIIL2(!1) + Iluttllu(rl)}' (4.2.6) 

Now, multiplying (4.2.5) by 1> E L2(n) n Hl(nd n H 1(n2 ) n {'I/) E L2(n) '1/) = 
o on an, [w] = 0 on f} and then integrating over 0,1 and 0,2, we get 

(4.2.7) 

Similarly from (4.2.2), we get 

(4.2.8) 

Thus, for all such 1>, we have 

Again, Ut E L2(D.) n Hl(nd n H 1(n2) n {'Ij! E L2(D.): 'Ij! = 0 on an, [w] = 0 on f}. 

Finally, setting 1> = w - Ut in the above equation and using the coercivity of each local 

bilinear map, we have w = Ut in ni , i = 1, 2. Then the desire estimate follows from 

(4.2.6). 0 

4.3 Some Auxiliary Projections 

In this chapter, we introduce linear interpolant and some auxiliary projections. Fur­

ther, the convergence of such operators are obtained under global minimum regularity 

assumption of the true solutions. 
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Since the global regularity of the true solution is low, it is not favorable to work 

on HI (0,) in estimating pointwise-in-time error estimates. Therefore, we introduce X* 

be the collection of all v E L2(n) with the property that v E H2(nt} n H2(n2) n {1P : 

1P = 0 on an} and [v] = 0 along r. Let I1h be the Lagrange's interpolation operator 

defined in Chapter 2. Then, for K E 'Ttt and v E X*, we now define 

(4.3.1) 

For a finite dimensional space Vh C HJ(n) discussed in Chapter 2, it is easy to verify 

that VI E Vh . 

Following the lines of proof for Lemma 2.2.3, it is possible to obtain the following 

optimal error bounds for linear interpolant VI in X*. We include the proof for the 

completeness of this work. 

Lemma 4.3.1 For any v E X*, we have 

Proof. For HI norm estimate, we have 

Ilv - vIIIHl(flil + Ilv - vIIIHl(fl2) 

< L Ilv - vIIIHl(K) + L {llv - VIIIHl(Kil + Ilv - vIIIHl(K2)} 
KETr 

::; Ch{llvIIH2(fh) + IlvIIH2(fl2)} 
+ L {llv - vIIIHl(Kil + Ilv - vIIIHl(K2)}· 

KETr 

(4.3.2) 

Here, KI = Knn l and K2 = Knn2 . Again, for any K E 'Ttt either K ~ n~ or K ~ n~. 

Let K ~ n~, then VI = I1hVl and hellce, we have 

Ilv - VIIIHl(Kil IlvI - I1hVIIIHI(Kil ::; IIVl - I1hVIIIHl(K) 

< ChllvIIIH2(K)::; ChllvIIIH2(fll)· (4.3.3) 
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3(p-2) 
IIV - VIIIHl(K2) < Ch------:XP Ilv - VIIIW 1,p(K2) Vp> 2 

Chllv - vlllwl,6(K2) = Chllv2 - Ihvlllw1,6(K2) 

< Chllv2 - vlllw 1,6(K2) + Chilvi - IIhVlllw l ,6(K2) 

< Chl/V2 - VI I/W1,6(K) + ChllVI - IIhVIIIWl,6(K) 

< ChllV2 - V11IH2(O) + Chllv11IH2(K) 

< ChIIVIIIH2(O) + ChIIV21IH2(O) 

< Ch(llvIIH2(OJ) + IlvIIH2(02))' (4.3.4) 

Then Lemma 4.3.1 follows immediately from the estimates (4.3.2)-(4.3.4). 0 

In the error analysis of parabolic problems the term p = u- Phu and Pt = Ut - PhUt 

plays very crucial role, where Ph is the standard elliptic projection (c.f. [47]). But in 

our present case solution U E HI(O,) and Ut E L2(0,), and therefore the standard elliptic 

projection Ph at Ut is not defined in usual manner. Therefore a modification in the 

definition of elliptic projection has been proposed and analyzed in this work. For any 

v E X* with [,68v/8n] = 0 along r, we define 

f* = { -V· (,61 Vv) in 0,1 
- V . (fJ2 Vv) in 0,2' 

Clearly 1* E L2(0,). We denote X** to be the collection of all such v E X*. Then define 

Rh : X* ---+ Vh by 

(4.3.5) 

The existence and uniqueness of such Rhv can be verified by setting Rhv = L: Ci<Pi in 

(4.3.5) and then applying the coercivity of Ah (., .). Here, <Pi represents basis function 

corresponding to the ith grid. Again, 

(f*,Vh) = - r V· (,61VV)Vhdx - r V· (,62VV)Vhdx iO l ~2 
- r ,61 ~V Vhds + r ,61 Vv . VVhdx ir ry i01 

+ r ,62 ~V Vhds + r ,62 Vv . VVhdx ir ry i02 

r ,61 Vv . VVhdx + r ,62 Vv . VVhdx + f [,6~v] Vhds iO l i02 ir ry 

A1(v, Vh) + A2(V, Vh). (4.3.6) 
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In the last equality, we have used the fact that [,B~~] = 0 along r. Combining (4.3.5) 

and (4.3.6), we have 

(4.3.7) 

Regarding the approximation properties of Rh operator defined by (4.3.7), we have the 

following results 

Lemma 4.3.2 Let Rh be defined by (4.3.1). then for any v E X** there 2S a positive 

constant C independent of the mesh parameter h such that 

Proof. Coercivity of each local bilinear map and the definition of Rh projection leads to 

Ilv - RhVI111(!1tl + Ilv - RhvI111(!12) 

~ C{Al(v - Rhv, V - Vh) + A2(v - Rhv, V - Vh)} 

+CA'(V,Vh - RhV) - CAl (Rhv,Vh - RhV) 

+CA2(V, vh - RhV) - CA2(RhV, vh - RhV) 

= C{Al(V - Rhv, V - Vh) + A2(V - Rhv,v - Vh)} 

+C{A~(RhV, Vh - RhV) - Al(RhV, vh - RhV)} 

+C{A~(RhV. vh - RhV) - A2(RhV, vh - RhV)} 

= C{A' (v - Rhv, V - Vh) + A2(V - Rhv, V - Vh)} 

+C{Ah(RhV. Vh - RhV) - A(RhV, Vh - Rhv)}. 

Then it follows from Lemma 2.2.1 of Chapter 2 and Young's inequality that 

Ilv - RhvI111(!11) + Ilv - RhvI111(!12) 

~ Cllv - RhvIIH1(!11)llv - vhIIHl(!1d + Cllv - RhvIIH1(!12)llv - VhIIHl(!12) 

+ Ch IIRhvIIHl(!1) Ilvh - RhVIIH1(!1) 

~ Ellv - RhVI111(!1d + C Ilv - vhI111(!1d + Ellv - RhvI111(!12) 
E 

+ C Ilv - vhIl11(!1
2

) + Ch21IRhVI111(!1) + Ellvh - RhvI111(!1)' 
E E 
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Again applying the fact IIRhVIIHl(fl) :::; G(llvIIHl(flIl + IlvIIHl(fl2)) and for suitable E > 0, 

we have 

Ilv - RhVII~l(fll) + Ilv - RhVII~1(fl2) < Gllv - vhll~l(fll) + Gllv - vhI111(fl2) 
+Gh2{llvll~1(fll) + Ilvll~1(fl2)}· 

Now, setting Vh = VI and then using Lemma 4.3.1, we have 

This completes the proof of Lemma 4.3.2. D 

Corollary 4.3.1 Let u be the exact solutzon of the mterface problem (4.1.1)-(4.1.3), 

then 

Proof. Since the solution u E X n HJ(D.) with [u] = ° and [,8~~] = 0, thus u E X** and 

hence the result follows from the previous result. 

Corollary 4.3.2 Let 7J, be the exact solutwn of the interface problem (4.1.1)-(4.1.3), 

then 

Proof. Again Ul = 1L2 and (31 ~ = ,82 ~~2 along r, therefore taking time derivative, we 

have 

Therefore, Ut E X** and hence an application of Lemma 4.3.2 leads to the desired result. 

Lemma 4.3.3 Lft Rh be defined fixrd m (4.3.7), then for any v E X** therr 28 a p082twe 

constant G independent of the mesh size parameter h such that 
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Proof. For L2 norm error estimate, we will use the duality argument. For this purpose, 

we consider the following interface problem 

with the boundary condition ¢ = 0 on 00 and interface conditions [¢] = 0, [,8~] = 0 

along r. 
Now multiply the above equation by w with wE L2(0) nHl(nd nH1(02) n hi): 

1/J = 0 on an} and [w] = 0 along r, and then integrate over 0. to have 

(v-Rhv,w) l-V .(,8V¢)wdx 

- ( V·(,81V ¢)wdx- r V.(,82V¢)wdx 
i~l i02 

r ,81 V¢.Vwdx - r ,81 ~¢ wds + r ,8zV¢.Vwdx 
i01 ir TJ i02 r o¢ 
+ ir,82 OTJ wds 

A
1
(¢, w) + A2

(¢, w) + 1 [,8w ~~] ds. 

Again WI = W2 and ,810¢doTJ = ,820¢2/0TJ along r implies [,8wo¢/OTJ] = 0 along r. 
Thus, the above equation reduces to 

(4.3.8) 

Let ¢h E Vh be the finite element approximation to ¢ defined as: Find ¢h E Vh such that 

Arguing as deriving Lemma 4.3.2, it can be concluded that 

II¢ - ¢hIIHl(Otl + II¢ - ¢hIIHl(02) 

:::; C(II¢ - whlIHl(OIl + II¢ - whIlHl(02)) 

+Ch(II¢IIHZ(OI) + 1I¢IIH2(02)) 'VWh E Vh · 

Let ¢I be defined as in (4.3.1) and then set Wh = ¢! to have 

II¢ - ¢hIIHl(OIl + II¢ - ¢hIIHl(02) < Ch(II¢IIH2(OIl + 11¢IIH2(Oz)) 

< Chllv - RhVllu(o). 
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In the last inequality, we used the elliptic regularity estimate 114>lIx :::; Cllv - RhVllu(o) 

(cf. [11]). Thus, we have 

(4.3.10) 

Since [V-RhV] = 0 along rand V-RhV E L2(O)nHl(Ol)nHl(02)n{'ljJ: 'ljJ = 0 on a~}, 

therefore we can set w = v - Rhv ill (4.3.8) to have 

IIv - Rhvllz2(0) - A 1(¢, v - RhV) + A 2 (¢, v - RhV) 

- Al(4) - 4>h, V - RhV) + A2(4) - 4>h, V - RhV) 

+{A1 (4)h, v - RhV) + A2(4)h, V - RhV)} 

< CII4> - ¢hll[[I(OI) Ilv - RhVIIHl(Od 

+CII4> - 4>hIIHl(02) Ilv - RhVIIHl(02) 

+{A1(¢h,V) + A2(4)h'V)} - {Al(4)h' RhV) + A2(4)h, RhV)} 

< Chllv - RhVllu(o) . Ch(llvIIH2(01) + IlvIIH2(02») 
+Ah(Rhv,4>h) - A(RhV, 4>h) 

- Ch2 11v - RhVllp(0)(llvll[[2(01) + Ilvll[[2(02») 

+{ Ah(Rhv, 4>h) - A(RhV, 4>h)} 

- Ch?llv - Rhvllu(0)(llvIIH2(OIl + IIVIIH2(02») + (J). 

Now, we apply Lemma 2.2.1 to have 

I(J)I < Ch L IIRhVIlHl(K) II4>hIIHl(K) 
KETr 

< Ch L IIRhVIIHl(Kd II4>hIIHl(Kd 
KETr 

+Ch L IIRhVIIHl(K2) II4>hIIHl(K2) 
KETr 

- (Jh + (Jh· 
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Again, using Corollary 4.3.1 and estimate (4.3.10), we have 

IIRhVIIHl(K2) I\¢h I\Hl(K2) 

:=; {I\Rhv - VIIHl(K2) + II V IIHl(K2)}{II¢h - ¢IIHl(K2) + 11¢IIHl(K2)} 

:=; {IIRhv - VIIHl(fh) + II V21IHl(K2)}{II¢h - ¢IIHl(fh) + 11¢IIHl(K2)} 

:=; C{ hllvIIH2(fh) + hllvIlH2(fh) + II V2I1Hl(K)} 

x{hllv - RhVllu(o) + II¢IIH'(K)}' 

Setting p = 4 in the Sobolev embedding inequality (2.2.8), we obtain 

IIV2I1Hl(K) - I\ v2I1u(K) + I\ VV2I\U(K) 
, 1 

< Ch"2llv2I\L4(K) + Ch"2I1Vv2I\L4(K) 
1 1 

< Ch"2l1v2I1Hl(K) + Ch"2I1VV2I1Hl(KJ 
1 1 

< Ch"2IIV2I1H2(K) :=; Ch"211 1hIlH2(02)' 

(4.3.13) 

( 4.3.14) 

where we have used the fact that meas(K) :=; Ch2. Similarly, for 1I¢IIHl(K). we have 

(4.3.15) 

Combining (4.3.13)-(4.3.15), we have 

IIRhVIlIfl(K2 ) lI¢hIlIfl(K2J 

:=; Ch{lI v IIH2(OJ) + II v IlH2(02)}llv - RhVllu(o). 

Therefore, for (Jh, we have 

(4.3.16) 

Similarly, for (J) 1, we have 

( 4.3.17) 

Then, using the estimates (4.3.16) and (4.3.17) in (4.3.12), we have 

( 4.3.18) 

Finally, (4.3.11) and (4.3.18) leads to the following optimal L2 norm estimate 

This completes the rest of the proof. 
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Corollary 4.3.3 Let U be the exact solution of the interface problem (4.1.1)-(4.1.3), 

then 

\\U - Rhu\\v<n) ~ Ch2\\u\\xl 

IIUt - RhU tll£2(!1) ~ Ch2 (ll utIIH2(!11l + Il u tIIH2(!12))· 

4.4 Error Analysis for the Semidiscrete Scheme 

In this section, we discuss the semi discrete finite element method for the problem (4.1.1)­

(4.1.3) and derive optimal error estimates in L2 and HI norms. 

The continuous-time Galerkin fillite element approximation to (4.2.1) is stated 

as follows: Find Uh(t) E Vh such that Uh(O) = RhUo and 

(Uht, Vh) + Ah(Uh, Vh) = (I, Vh) VVh E Vh, t E (0, T]. (4.4.1 ) 

Subtracting (4.4.1) from (4.2.1), we have 

(Ut - Uht, Vh) + A(u, Vh) - Ah(Uh, Vh) = 0. ( 4.4.2) 

Define the error e(t) = 11, - 11,h = 11, - Rh11, + Rh11, - Uh = P + 0, with p = U - Rhu and 

o = Rhu - Uh. Again, using (4.3.7) for v = U E X** and further differentiating with 

respect to t, we have 

Also, 

From the above two equations, we have 

Setting Vh = (RhU)t - RhUt in the above equation, we obtain (RhU)t = RhUt. 

Now, by the definition of Rh operator and (4.4.2), we obtain 

((Rhu)t - Uht, Vh) + Ah(Rhu - Uh, Vh) 

(Rh'Ut, Vh) - (Uht, Vh) + Ah(Rhu, Vh) - Ah(Uh, Vh) 

(Ut - Pt, Vh) - (Uht, Vh) + A( u, Vh) - A h( Uh, Vh) 

(-Pt, Vh) + (Ut - Uht, Vh) - (Ut - Uht, Vh) 

(-Pt, Vh). 
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For Vh = B, we have 

(Bt, B) + CIIBII~l(O) < Ilptll£2(O) IIBIIL2(O) 

< CE llptlli2(O) + ~ IIBII~l(O)' 

Integrating the above equation form 0 to t and using Corollary 4.3.3, we obtain 

IIB(t)1112(O) < C it IlptII12(o)ds + IIB(0)1I12(O) 

< C it IlptII12(o)ds 

< ch4it (1IUtIIH2(OIl + IIUtIIH2(02))2. ( 4.4.3) 

Now, combining Corollary 4.3.3 and (4.4.3), we have the following optimal pointwise-in­

time L2-norm error estimates. 

Theorem 4.4.1 Let u and Uh be the solution of the problem (4.1.1)-(4.1.3) and (4.4.1), 

respectively. Assume that Uh(O) = RhUo. Then there exists a constant C independent of 

h such that 

For HI-norm estimate, we first usc Corollary 4.3.1 to have 

2 2 

L IIp(t)IIHl(O,) ::; Ch L IluIIH2(O,). 
i=l t=l 

Applying inverse estimate 2.2 of Chapter 3, we obtain 

2 

L IIB(t)IIHl(O,) 
i=l 

2 

< Ch- l L IIB(t)II£2(O,) 
i=l 

< Ch- l .h2
{ it (1IUtIIH2(OIl + II Ut II1l 2 (02)?} ~ 

Ch{ .Io
t 

(1IUtIIH2(OIl + IIUtIIH2(02))2} ~. 

(4.4.4) 

( 4.4.5) 

Combining (4.4.4) and (4.4.5), we have the following optimal pointwise-in-time HI-norm 

error estimates. 
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Theorem 4.4.2 Let U and Uh be the solution of the problem (4.1.1)-(4.1.3) and (4.4.1), 

respectively. Assume that Uh(O) = RhUO. Then there exists a constant C independent of 

h such that 

4.5 Error Analysis for the Fully Discrete Scheme 

A fully discrete scheme based on backward Euler method is proposed and analyzed in 

this section. Optimal L2 norm error estimate is obtained for fully discrete scheme. 

We first partition the interval [0, TJ into M equally spaced subintervals by the 

following points 

o = to < t 1 < ... < t M = T 

with tn = nk, k = ~, be the time step. Let In = (tn-l,tnJ be the n-th subinterval. Now 

we introduce the backward difference quotient 

for a given sequence {<pn}~o C L2(0). 

The fully discrete finite element approximation to the problem (4.2.1) is defined 

as follows: For n = 1, ... , M, find un E Vh such that 

(4.5.1) 

with UO = RhUo. For each n = L ... , M, the existence of a unique solution to (4.5.1) 

can be found in [11]. We then define the fully discrete solution to be a piecewise constant 

function Uh(x, t) in time and is given by 

We now prove the main result of this section in the following theorem. 

Theorem 4.5.1 Let U and U be the solutions of the problem (4.1.1)-(4.1.3) and (4.5.1), 

respectively. Assume that UO = RhUo. Then there exists a constant C independent of h 
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and k such that 

IIU(tn) - u(tn) 11£2(rl) 
2 

:::; C(h2 + k) L {lluoIIH2(rl,) + Il u tIIU(O,T.H2(rl,)) + IluttIIU(O,T,u(rl,))} 
2=1 

Proof. We write the error un - un at time tn as 

where on = un - Rhun and pn = Rhun - un. 

For on, we have the following error equation 

(~kon, Vh) + Ah(on, Vh) 

= (-~kRhUn + ~kun, Vh) + Ah( -RhUn + un, 1'h) 

= (~kun, Vh) + Ah(Un. Vh) - (~kRhUn, Vh) - Ah(Rhun, Vh) 

= un, Vh) - (~kRhUn, Vh) - A(un, Vh) 

= un, Vh) - (~kRhUn, Vh) + (u~, Vh) - un, Vh) 

_: _(wn , Vh) (4.5.2) 

where wn = ~kRhUn - u~. For simplicity of the exposition, we write wn = w? + w~, 
where w? = Rh~kUn - ~kUn and w~ = ~kUn - u~. 

Now, setting Vh = on in (4.5.2), we have 

(4.5.3) 

Since Ah (on, on) ~ 0, we have 

lIonll£2(rl) < kIIWnIIL2(rl) + Ilon-1 11£2(rl) 
n n 

< II Oo ll£2(rl) + k L Ilwi IIL2(rl) + k L Ilw~II£2(rl)' ( 4.5.4) 
J=l J=l 

In 0 1 , the term wi can be expressed as 
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where Ui, i = 1, 2 is the restriction of U in 0i and Ui,t = ~. 
An application of Corollary 4.3.3 leads to 

Similarly, we obtain 

Using above two estimates, we have 

Similarly, for the term w~, we have 

and hence 

Summing over j from j = 1 to j = n, we obtain 

(4.5.5) 

( 4.5.6) 

Combining (4.5.4), (4.5.5) and (4.5.6), and further using the fact that eO = 0, we obtain 

lIonllL'IOI :0 C(h' + k) t [, {1Iu,IIH'ln,1 + lIuullL'lo,1 }dt 

2 

< C(h2 + k) L {IIUtIIV(O,T;H2(O,» + IluuIIL2(O,T;£2(O,»} (4.5.7) 
i=l 

An application of Corollary 4.3.3 for pn yields 

2 

Ilpn ll£2(O) ::; Ch
2 I: Il un IIH2(O,). 

t=l 
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Again, it is easy to verify that 

Thus, we have 

2 

Ilpn ll£2(O) :s; Ch2 L {lluOIIH2(O,) + II U tll£2(O,T,H2(O,)) } (4.5.8) 
t=] 

Combining (4.5 7) and (4.5.8) the desired estimate is easily obtained. D 

Remark 4.5.1 Although the error analyszs of Sectwns 4.4-4.5 depends on standard p 

and () argument gwen m Thomee' s monograph ([47]) for non mterface problem, the 

novelty of thzs chapter are contamed m Sectwn 4.3, where we have mtroduced modz­

fied ellzptzc pro)ectwn and approxzmatwn propertzes of such pro)ectwn under mzmmum 

regularzty assumptwn of the solutwn. Due to low global regularzty of the solutwn the 

classzcal analyszs zs dzJJicult to apply for the convergence analyszs of the znterface prob­

lems. Sectwn 4.3 brzdges the gap between standard fimte element techmque for non 

mterface problems and mterface problems. 
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Chapter 5 

Finite Element Method for 

Hyperbolic Interface Problems 

A finite element method is proposed and analyzed for hyperbolic problems with discon­

tinuous coefficients. The main emphasize is given on the convergence of such method. 

For a finite element discretization discussed in Chapter 2, optimal error estimates in 

Loo(L2) and Loo(H1) norms are established for continuous time discretization. Further, 

a fully discrete scheme based on a symmetric difference approximation is considered and 

optimal order convergence in Loo(H1) norm is established. 

5.1 Introduction 

In 0 = 0 1 U r u O2 , we consider the following hyperbolic interface problem 

Utt - \7 . ({3(x)\7u) = 0 in 0 x (0, T] (5.1.1) 

with initial and boundary conditions 

U(x, 0) = Uo & Ut(X,O) = Vo in 0; u(x, t) = 0 on ao x (0, T] (5.1.2) 

and jump conditions on the interface 

[U] = 0, [(3~~] = 0 along r. (5.1.3) 

Here, Uo = uo(x) & Vo = vo(x) are real valued functions in O. The domain 0, symbols 

[v] and n are defined as in Chapter 1, and T < 00. 
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The main objective of this chapter is to extend the results obtained in previous 

chapter to hyperbolic interface problems. More precisely, we are able to prove optimal 

order pointwise-in-time error estimates in L2 and HI norms for the hyperbolic interface 

problem (5.1.1)-(5.1.3) with semidiscrete scheme. Fully discrete scheme based on a sym­

metric difference approximation is also analyzed and optimal HI norm error is obtained. 

To the best of our knowledge there is hardly any literature concerning the convergence 

of finite element solutions to the true solutions of hyperbolic interface problems. 

The rest of the chapter is organized as follows. In section 5.2, we recall some basic 

results from the literature. Further, we define some auxiliary projections and discuss 

their approximation properties. Section 5.3 is devoted to the error analysis for the 

semidiscrete finite element approximation. Finally, error estimates for the fully discrete 

scheme are derived in section 5.4. 

5.2 Preliminaries 

Due to the presence of discontinuous coefficients the solution u of the interface problem 

(5.1.1)-(5.1.3), in general, does not belong to H2(0.). However, the solution is assumed to 

be smooth in each individual subdomain 0. l , i = 1,2. More precisely, the problem (5.1.1)­

(5.1.3) has a unique solution u E L2(0, T; X n HJ(0.)) n HI(O. T; H2(0.d n H2(0.2)) n 
H2(0, T; Y) (cf. [13,30]). 

As a first step towards the finite element approximation, the weak form for the 

problem (5.1.1)-(5.1.3) is defined as follows: Find u : (0, T] --+ H(H0.) such that 

(Utt, v) + A(u, v) = 0 \Iv E H~(0.), a.e. t E (0, T] 

with u(O) = Uo and Ut(O) = Vo. 

(5.2.1) 

Let IIh : C(0.) --+ Vh be the Lagrange interpolation operator corresponding to the 

space Vh . As the solutions concerned are only on HI(0.) globally, one can not apply the 

standard interpolation theory directly. However, working in the space 

we have derived the optimal error bounds for the interpolant Ih in the previous chapter. 

Further, the results are also extended for elliptic projection Rh defined by (4.3.7) in the 

space X** = {v E X*: [jJ8v/8n] = 0 along f}. The following results for the linear 

interpolant and elliptic projection are recalled for our convenience. 
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Lemma 5.2.1 For any v E X*, we have 

Lemma 5.2.2 Let Rh be defined by (4.3.7), then for any v E X** there is a positive 

constant C independent of the mesh parameter h such that 

IIRhv - vIIHl(fh) + IIRhv - VIlHl(fh) ::; Ch(llvIIH2(0I) + Il vIIH2(02))' 
IIRhv - vii U(O) ::; Ch2 (lI v IIH2(0I) + IlvlllJ2(02))' 

Remark 5.2.1 Let u be the solution for the problem (5.1.1)-{5.1.3). Then clearly 

u, Ut E X** and hence above results are also holds true for v = u, Ut. 

Then, the following result for L2 projection, which is an extension of Lemma 

3.2.3, is an immediate consequence of previous Lemma 5.2.2. 

Lemma 5.2.3 Let Lh be defined by (3.2.12). Then, for v E X**, there is a positive 

constant C independent of the mesh size parameter h such that 

(a) Ilv - Lhvll£2(o) ::; Ch2 (1IvIIH2(Oil + IlvIIH2(02))' 

(b) Ilv - LhVIIHl(OI) + Ilv - LhVIIHl(02) ::; Ch(llvIIH2(01) + IlvIIH2(02))' 

Proof Part (a) follows from the fact that Lhv is the best approximation to v ill Vh with 

respect to L2 norm and Lemma 5.2.2. 

For HI llorm estimate, we use inverse inequality (3.2.2) to have 

2 2 

L Ilv - LhVIIHl(Otl < L Ilv - RhVIIHl(OIl + IIRhv - LhVIIHl(O) 
1=1 1=1 

2 

< L Ilv - RhVIIHl(OI) + Ch- 1 1lRhv - LhVIIL2(0) 
1=1 

2 

< L Ilv - RhVIIHl(OI) + Ch- 1 (1lRhv - vll£2(O) 
1=1 

+llv - LhVIIL2(0)) 

which together with Lemma 5.2.2 leads to Part (b) of Lemma 5.2.3. 
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5.3 Error analysis for the Semidiscrete Scheme 

This section deals with the pointwise-in-time error analysis for the spatially discrete 

s~heme. Optimal order of convergence in Loo(L2) and Loo(Hl) are established. 

The continuous time Galerkin finite element approximation to (.5.2.1) is stated 

as follows: Find Uh(t) : [0, T] ---t Vh such that 

(5.3.1) 

with Uh(O) = RhUo and Uht(O) = LhVo. We assume that Uo E HJ (0) n H2(0) & Vo E 

HJ(O). 

Regarding the stability for Uh, we have the following result. The proofs involve 

standard energy arguments and therefore the proof is omitted. 

Lemma 5.3.1 Let Uh satisfy {5.3.1}. then, for i = 1,2,3,4, we have 

Now, subtracting (5.3.1) from (5.2.1), we have 

(Utt - Uhtt, Vh) + A(u - Uh. Vh) = Ah(Uh, Vh) - A(Uh' Vh) \;fVh E Vh· (5.3.2) 

Define the error e(t) as e(t) = u(t) - Uh(t). Then we have the following error equation 

(5.3.3) 

Setting Vh = LhUt in (5.3.3) and using (3.2.12), we obtain the following error equation 

(ett, et) + A(e, et) = {Ah(Uh' LhUt) - A(Uh' LhUt)} 

+(Utt - Uhtt, Ut - LhUt) + A(u - Uh, Ut - LhUt) 

-{ (Utt - Uhtt, Uht) + A(u - Uh, Uht)} 

{Ah(Uh, LhUt) - A(Uh' LhUt)} 

+(Utt - LhUtt, Ut - Lhud + (LhUtt - Uhtt, 'Ut - LhUt) 

+A(u - Uh, Ut - LhUt) - {Ah(Uh, Uht) - A(Uh' Uht)} 

{Ah(Uh, LhUt) - A(Uh' LhUt)} 
1 d 

+2 dt (Ut - LhUt, Ut - LhUt) + A(u - Uh, Ut - LhUt) 

1 d 
- 2 dt {Ah ( Uh, Uh) - A ( Uh, Uh) } . 
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Integrate the above equation from 0 to t, we get 

~lletlli2(!1) + Cllellt-I(!1) 

:::; ~llet(O)lli2(!1) + Clle(O)IIt-I(!1) + it IAh(Uh, Lhus) - A(Uh' Lhus)lds 

+!llut - LhUtlli2(!1) - !1I'Ut(O) - LhUt(O)lli2(!1) + r A(u - Uh,Us - Lh'us)ds 
2 2 10 
1 1 

+2{Ah(Uh,Uh) - A(Uh,Uh)} - 2{Ah(Uh(O),Uh(O)) - A(Uh(O),Uh(O))}. 

With Uh(O) = RhUo, Uht(O) = LhVO and the fact that lIetIIL2(!1) ~ IIUt - LhUtIIL2(!1) , and 

further using Lemma 5.2.3 we obtain 

2 

Ilellt-I(!1) :::; Ch2 (ll u ollt-2(!11) + lI'uollt-2(!12)) + CL: Ilvo - Lhvolli2(!1I) 
1=1 

+ it {Ah(Uh, LhUt) - A(Uh, LhUt)}ds 

+cjt{llns - LhUsllt-l(!1Il + 1111,s - Lh11,s llt-l(!12)}d8 
o 

+c it Ilell~I(!1)ds + C{Ah(Uh,Uh) - A(Uh,Uh)} 

+CIAh(11,h(O), 11,h(O)) - A(Uh(O), 11,h(O))I. (5.3.4) 

Using Lemma 2.2.1 and Lemma 2.2.2, we obtain 

IAh(Uh, LhUt) - A(Uh' LhUt)1 :::; ChlluhllHl(!1r)IILhUtllHl(!1r) 

:::; Chll'u - uhIlHI(!1r) II LhUtIlHI(!1r ) + ChlluIIHl(!1r) IILhUtIIHl(!1r ) 

:::; Ch2I1Lhutll~1(!1r) + Cllell~l(!1r) 
+Ch~ Ilullx L {IILhUtIIHl(KI) + IILhUtIIHl(K2)} 

KETr 

:::; Ch21ILhUtll~1(!1r) + CEllell~l(!1r) 

+Ch~ lIulix L: {IILhUt - UtIlHl(KIl + lIutIlHI(K1 )} 

+Ch~ 1I11,llx L {IILhUt - 1},tIlHl(K2) + lI u tIlHl(K2 )}· 

KETr 
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We now recall the extension Utl E H2(O), 1 = 1,2 of Utl = UtlOI satisfying (2.2.2) to have 

2 

:::; Ch21ILhUtll~f1(or) + Cllellt-1(or) + Ch~ Ilullx L IILhUt - Ut111I 1(OIl 
1=1 

2 

:::; Ch2ffLhUtff~1(Or) + CEffeff~l(Or) + Ch~ffuffx L ffUtffH2(OIl 
l=1 

2 

+Ch~ Ilullx L IIUtlIIHl(Or) 
l=1 

2 

:::; Ch21ILhUtll~1(Or) + CEllell~l(Or) + Ch~ lIullx L IIUtIlH2(OIl 
l=1 

2 

+Ch2 1lullx L IIUtlIIH2(O) 
l=1 

2 

:::; Ch21ILhUtll~1(Or) + CEllell~l(Or) + Ch~ Ilullx L IIUtIIH2(OIl 
l=1 

2 

+Ch2 1lullx L IIUtIIH2(OIl 
l=1 

2 

:::; Ch2(llulli + L IIUtll~2(OI)) + CEllell~l(O)· 
1=1 

Similarly arguing as in (5.3.5), we obtain 

IAh(Uh,Uh) - A(Uh,Uh)1 

:::; IAh(Uh, Uh - LhU) - A(Uh' Uh - LhU)1 + IAh(Uh, LhU) - A(Uhl Lhu)1 

:::; ChIIUhIIHl(Or) IIUh - LhuIIHl(Or) + ChIIUhIIHl(OnIlLhUIIHl(Or) 

:::; ChlluhIIHl(Or){llu - 1/hIIHl(Or) + lin - LhUIIHl(Or)} 

+Ch{IIUh - uIIHl(Or) + IluIIHl(Or)}IILhuIIHl(Or) 
:::; Ch(lluhIIHl(Or)lleIIHl(Or) + II UhIlHl(Or)lIu - LhuIIHl(Or») 

+ChlleIIHl(Or) IILhuIIHl(Or) + ChlluIIHl(Or) IILhuIIHl(Or)· 
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Then apply Young's inequality to have 

IAh(Uh, Uh) - A(Uh' uh)1 

::; Ch2I1uhll1-1(or) + CE II ell 1-1 (Or) + Ch2I1uhlllll(or)lIulix 

+Ch2I1LhulI1-1(or) + CEllell1-1(or) + Ch· h! lIulix . h! lIulix 

2 2 2 2 12 211 112 ::; Ch lIuhIlHI(O) + CclkIlHI(O) + Ch 1111hl Hl(O) + Ch 7l x 

+Ch21IulI~ + Ch2l1ulI~ 

::; Ch2I1uhll1-1(O) + Ch2l1ulI~ + CEllell1-1(O) 

::; Ch2(IIUoll~1(O) + IIvollt2(O)) + Ch2l1ulI~ + Cf llell1-1(o). (5.3.6) 

Finally, 

IAh(Uh(O), Uh(O)) - A(Uh(O), uh(O))1 

::; IAh(Uh(O), Uh(O) - LhUo) - A(Uh(O), Uh(O) - LhUo) 1 

+IAh(Uh(O). LhUo) - A(Uh(O), LhUo) 1 

::; Chlluh(O) IIHl(Or) IIUh(O) - LhUoIlH1(Or) + Chlluh(O) IIHl(or) II LhuoIlHl(or) 

::; Chlluh(O)IIH1(or){IIRhuo - 110IlHl(Or) + lIuo - LhUoIlHl(Or)} 

+Ch{IIRhUo - uoIlHl(or) + lI uoIlHl(or)}IILhuoIlHl(or) 
1 

::; ChIlRhuoIlH1(or){Chlluolix + Chlluollx} + Ch{Chlluolix + lI uoIlHl(or)}h2 I1 uolix 

::; Ch2 . h! lIuoll~ + Ch2 . h! lIuoll~ + Ch· h! lIuolix . h! lIuolix 

::; Ch2I1uoll~. (5.3.7) 

Using (5.3.5)-(5.3.7) in (5.3.4), we obtain 

2 t 

11e1l1-1(O) ::; Ch2(lIuoll~ + ~ II voIlHl(OI)) + Ch2i"ulids 

t 2 t 

+Ch'l ~ lIutlIH'IQ,)ds + C, ll1ell~'ln)ds 
2 

+Ch2 L II Utll£2(o,T,H2(Od) + Ch2(lIuoll~ + lIulI~) 
1=1 

+Cf llell1-1(O) + C it lIell1-1(o)ds. 

An application of Gronwall's lemma leads to the following optimal HI-norm error esti­

mate 
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Theorem 5.3.1 Let U and Uh be the solution of the problem (5.1.1}-(5.1.3) and (5.3.1), 

respectively. Assume that Uh(O) = RhUo and Uht(O) = Lh'Vo. Then, for sufficiently smooth 

Uo, Vo in ni , i = 1,2. we have 

IIe(t) IIHl(O) :::; Ch{ Iluolix + Ilullx 
2 

+ L(llvoIIHl(O,) + II1LtIIL2(0,T;H2(O,))) + IIuII L2(0,T;X)}. D 
t=l 

For any function 'IjJ in [0, TJ, we define ¢(t) as 

~(t) = It 'IjJ(s)ds. 

Clearly (/;t = 'IjJ. For L2 norm error estimate, we integrate (5.3.1) from 0 to t to have 

(5.3.8) 

with 11,htt(0) = Uht(O) = LhVo. Similarly, integrating (5.2.1) from 0 to t, to obtain 

(5.3.9) 

Subtracting (5.3.9) from (5.3.8), we obtain 

For optimal error estimate, we split the error e = Uh - U as 

Then, for B, we have the following error equation 

(Uhtt - RhUtt, Vh) + Ah(Uh - Rhu, Vh) 

(Uhtt - {Ltt + Iltt - Rh11tt, Vh) + Ah(Uh, Vh) - A(11, Vh) 

-(Ptt, Vh) + (Uhtt - Utt. Vh) + Ah(Uh, Vh) - A(u, Vh) 

-(Pt. Vh). (5.3.10) 

Here, we have used the fact that (LhVO - vo, Vh) = O. Setting Vh = Bt in the above 

equation, we have 

1d A

2 1d AA 2 A2 

2 dt IIBtII L2 (o) + 2 dt Ah(B, B) :::; CllptllL2(o) + CIIBtII L2 (o)· 
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Integrating from 0 to t and further applying Lemma 4.3.3 of Chapter 4, we obtain 

IIOlli2(n) + Ah(B, B) 

~ Ch41t {llusll~2(nIl + Ilusll~2(n2)}d8 + C It IIOII~I(n)d8. 

Here, we have used the fact that Uh(O) = RhUo and B(O) = o. Further, a simple applica­

tion of Gronwall's lemma leads to 

2 

II OII£2(n) ~ Ch2 
L II U tll£2(0,T;H2(n,)). (5.3.11) 
i=1 

This together with Lemma 5.2.1 gives the following optimal L2 norm error estimate 

Theorem 5.3.2 Let U and Uh be the solution of the pTOblem (5.1.1)-(5.1.8) and (5.8.1), 

respectively. Assume that Uh(O) = RhUo and Uht(O) = Lhvo. Then, for sufficiently smooth 

Uo, Vo in ni , i = 1,2, we have 

2 

IIc(t)IIL2(n) ~ Ch2 
L(lIuIIH2(n,) + lIutll£2(0,T;H2(n,))). D 
i=1 

5.4 Error Analysis for the Fully Discrete Scheme 

A discrete-in-time scheme based on a symmetric difference approximation around the 

nodal points is considered and analyzed in this section. 

We first divide the interval [O.T] into M equally spaced subintervals by the points 

0= to < tl < ... < tM = T 

with tn = nk, k = T/M being the time step. Let un = U(tn) be an approximation 

of u(tn ). Then the fully discrete finite element approximation to the problem (5.3.1) is 

defined as follows: For given UO and U1
, seek a function un = U(tn) such that 

with 

BtUn = k-l(Un+1 - un), BtUn = k-l(Un - un-I) and 

[r = (Un +1 + 2Un + Un
-

1 )/4 = (Un+1
/

2 + Un- 1
/

2 )/2. 
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We write ~n = un - uh. Then (5.3.1) and (5.4.1) leads to the following error 

equation in ~n 

Again, it is easy to verify that 

- - 1 1- 1 1 1- 1 1 

Ah(C,BtC+:2) = 2BtAh(C+:2,C+:2) - 2BtA(C-:2,~n-:2). 

Substituting these expressions in (5.4.3), we obtain 

Ah(Uh - Uh, atC+~) 

+(Tn, atC+~) 
1- 1 1 

+2BtA(C-2, ~n-2) 

1- 1 1 

I~ + I~ + 2BtA(C-:2, C-:2). 

Further, applying the coerci vity of Ah ( ... ), we have 

Summing over n from n = 1 to n = I, we obtain 

For II' we use Taylor's expansion to obtain 

64 

(5.4.2) 

(5.4.3) 

(5.4.4) 



which immediately implies 

(5.4.5) 

Thus, 

kJ~ < Ckllat~n+41IHl([!) IIU~ - U~IIH1([!) 

< C{IIC+41IH1([!) + IIC-~ IIH1([!)}k2 1I UhttlluX>(H1([!». (5.4.6) 

Here, we have used the estimate (5.4.5). 

Define Al = maxo::;n::;dll~n+~III, where 111~n+~1112 = lIat~nll~2([!) + IIC+~111-1([!). 
Then summing (5.4.6) over n from n = 1 to n = I, we obtain 

I 

k L J~ :::; CAlk21Iuhttll£'X>(JJ1([!»· (5.4.7) 
n=1 

Next, for Jr, we note that 

(5.4.8) 

For Tn, we have the following expression 

(5.4.9) 

Summing (5.4.8) over n from n = 1 to n = I and further applying (5.4.9), we have 

I 

k L Jr :::; CAl k2 1I UhttttlluX>(L2([!». 
n=1 

Then applying (5.4.7) and (5.4.10) in the equation (5.4.4), we obtain 

Ilat~III~2([!) + II~I+~ 111-1([!) :::; Cllat~OII~2([!) + CII~~ 111-1([!) 

(5.4.10) 

+C Al k2 (ll uhtttt II£,x)(£2([!» + IIUhtt II£,X)(H1([!») 
1-1 

+k L 111~n+~IW· 
n=I 

Further, applying Young's inequality for f > 0, we have 

III~I+~ 1 W :::; Cllat~OII~2([!) + CII~~ 111-1([!) 
+fcAl + C(f)k4(lluhttttlluX>(£2([!» + IIUhttll£,x)(Hl([!»)2 

1-1 

+k L 111~n+~IW· 
n=1 
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The above relation hold true from I 2: 1. Thus, for a suitable E, we obtain 

and hence 

CI18telli2(r!) + CII~~ 11~1(r!) 

+C(E)k4
{ II'Uhtttt II V"'(L2(r!» + II U httIIV"'(Hl(r!»} 2 

1-1 

+k L 111~n+~1112, 
n=1 

2 

An :::; C{ lIat~ollL2(r!) + II~~ IIHl(r!)} + C(E)k2 L {lluoIIH4(r!1) + IlvoIlHJ(r!ll} 
1=1 

1-1 

+CkLIIIC+~III. (5.4.11) 
n=1 

Now, replacing IIIC+~III in the sum on the right by An and applying discrete Gronwall's 

lemma, we obtain the following estimate which is crucial for our error analysis. 

Lemma 5.4.1 Let ~n satisfy {5.4.2}. Then, there exists a positive constant C indepen­

dent of hand k such that 

2 

< C{llat~OIIL2(r!) + II~~ IIHl(r!)} + Ck
2 L {lluoIIH4(r!ll + IlvoIIH3(r!ll}' 

1=1 

For the convergence analysis, we need to fix UO and U 1
• Let UO

, PI and P2 be appropriate 

projections of 11.0 = 1},(0), Vo = 1J.t(O) and WI = Utt(O), respectively. Now, we set 

U1 = UO + kP1 + k; P2 with UO = RhUo, PI = LhVO and P2 = LhWl. We now have the 

following theorem: 

Theorem 5.4.1 Letu and un be the solution of {5.1.1}-{5.1.3} and {5.4.1}, respectively. 

Let 11.0 E H4(nd n H4 (n2) n H6 (0,) and Vo E H3(nd n H3(n2) n L2(n) n {'ljJ : 'ljJ = 

o on an}, and k = O(h). Then there ex~st a constant C such that 

Ilun+~ - u(tn+_dIIHl(r!) 
2 

2 

:::; C(h + k2
) (:~= {lluoIIH4(r!I) + II VOIIH3(r!ll + IlutIIL2(O,tn+~;H2(r!ill} + Ilu(tn+~ )llx). 

1=1 
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Proof. Clearly, ~o = UO - Uh(O) and at~O = (e - ~O)/k = (U 1 
- uh(td)/k. 

Using Taylor's expansion, we have 

Now 

Using (5.2.1), (5.3.1) and the definition of L2 projection, we note as t ~ 0 that 

(LhUtt(O), Vh) - (Uhtt(O) , Vh) 

(Utt(O), Vh) - (Uhtt(O) , Vh) 

Ah(Uh(O), Vh) - A(u(O), Vh) 

Ah(Uh(O), Vh) - A(Uh(O), Vh) + A(Uh(O), Vh) 

-A(u(O), Vh) 

Ah(RhUo, Vh) - A(RhUo, Vh) + A(RhUO - Uo, 11h) 

< ChIIRhUoIIHICl!*)llvhIIHI(l!*) 

+CIIRhUo - uoIIHI(l!) IlvhIIHI(l!) 

< ChIIUoIIHI(l!)llvhIIHI(l!) 
2 

+Ch2 L Il uoIIH3(l!I)II VhIIHl(l!) 
[=1 

2 

< Ch
2 L Il uoIIH3(l!tlll vhIIH 1Cl!)· 

1=1 

Applying inverse inequality and setting Vh = LhUtt(O) - Uhtt(O), we have 

2 

IILhUtt(O) - Uhtt(O) II Hffi Cl!) ::; Ch1
-

m L IluoIIH3Cl!tl, m = 0, 1 

and hence, 

1=1 

lIeIiHICl!) = IIU1 
- Uh(t1 ) II HI (l!) 

2 

< Ck2 L(IIUoIIH4(l!I) + II VollH3 Cl!I))· 
1=1 
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In the last inequality, we have used Lemma 5.3.1. Similarly, we write 

~IIU1 - uh(tdllL2(O) 
2 

< Ce I)ll uoIIH3(OI) + IIVOIIH2(Oj)). (5.4.14) 
1=1 

Finally, a simple application of Lemma 5.4.1, Theorem 5.3.1 and the triangle inequality 

leads to the desired result. 0 
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Chapter 6 

Numerical Results 

In this chapter, we shall present some numerical experiment of a two-dimensional prob­

lems to illustrate our theoretical findings. All computations have been carried out using 

the software MATLAB-6. 

For each example, we compute the error between the exact solution and the finite 

element solution in L2 and HI norms. Numerical results for fitted finite element method 

is presented in this chapter. 

6.1 Example 1 

We consider the following two point boundary value problem in 0 

-\7. (!3i\7uz) + Ui = Ii in Oi, i = 1,2. 

U z = 0 on ao n Oi' i = 1, 2, 

(6.1.1) 

(6.1.2) 

(6.1.3) 

where ni denotes the unit outer normal vector on Oi, i = 1,2. Here, the domain is the 

rectangle 0 = (0,2) x (0,1). The interface occurs at x = 1 so that 0 1 = (0,1) x (0,1), 

O2 = (1,2) x (0,1) and the interface r = 01 n O2 , 

For the exact solution, we choose 

U1(X,Y) = sin(7rx)sin(7rY), (x,y) E 0 1 

and 

U2(X, y) = - sin(27rx) sin(7rY), (x, y) E O2 . 
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The right-hand sides 11 and 12 in (6.1.1) are determined from the choice for 11,1 and 11,2, 

respectively with {31 = 1 and {32 = ~. 
Let hx and hy be the discretization parameters along x and y axes, respectively. 

Then we choose our mesh parameter h such that h 2 = hx 2 + hy 2. From Table 6.1, we see 

the convergence of the finite element solution to the exact solution in L2 and HI norms. 

h2 (hx, hy) 1111, - 11,hIIL2(f!) 1111, - 11,hIIHl(f!) 

1/8 (1/2, 1/2) .056165 .158861 

1/32 (1/4, 1/4) .014041 .079430 

1/128 (1/8, 1/8) .003510 .039709 

1/512 (1/16, 1/16) .000877 .019854 

Table 6.1: Numerzcal results for the test problem {6.1.1)-{6.1.3}. 

6.2 Example 2 

We consider the following parabolic interface problem in n 

11,t - '\7" ({3'\711,) = 1 in n x (0,1]' i = 1,2, 

11,(x, y, 0) = 11,o(x, y) in n, 11,(x, y, t) = 0 on an x (0,1] 

Ul!r = u2lr, ({31'\77/,1" ndlr + (f32'\7U2· n2)lr = 0, 

(6.2.4) 

(6.2.5) 

(6.2.6) 

where n t denotes the unit outer normal vector on nt, i = 1,2. For the exact solution, 

we choose 

Ul (x, y) = esint sin(7rx) sin(7rY) in n1 x (0,1] 

and 

1L2(X, y) = _esint sin(27rx) sin(7rY) in n2 x (0,1]. 

Then the source function 1 and the initial data Uo are determined from the choice for 

11,1 and U2 with {31 = 1 and {32 = ~. 
The L2-norm and HI-norm errors at t = 1/130 for various step size h are pre­

sented in Table 6.2 for the fully discrete solution. The convergence rates are found to 

be within our expectation. 
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h JJu - UhJJV(O) JJU - U h Il H l(o) 

1/8 2.06247 x 10-3 5.17359 X 10-2 

1/16 5.28838 x 10-4 2.72294 X 10-2 

1/32 1.36298 x 10-4 1.36831 X 10-2 

1/64 3.47701 x 10-5 6.94573 X 10-3 

Table 6.2: Numencal results JOT" the test problem (6.2.4)-(6.2.6). 
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