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Abstract

In this thesis, a detailed analysis has been done on low-frequency dissipative
drift instability in dusty plasma. Besides that, Coulomb crystal formation in strongly
coupled dusty plasma has been elaborately studied in presence of different interacting
potentials among the grains, using Molecular Dynamics (MD) simulation.

Ionized gases containing small particles of solid matter are called dusty (complex)
plasmas. In the last decades there has been a growing interest in this field. The
presence of static charged dust in a plasma can modify the standard plasma modes,
whereas the inclusion of the dust inertia in the analysis provides the possibility of
some completely new modes. Recent experiments have shown that under appropriate
conditions dust grains crystallize. This is significant because it provides an easily
observable model for studying the dynamics and structure of crystal lattice, solid-
liquid phase transitions and to investigate basic plasma interactions.

In the 1st Chapter of the thesis, a general introduction of dusty plasma has been
presented. A short overview of the most common dusty plasma systems both in
space and in the laboratory is given. Then different forces acting on dust particles,
the basic dust waves, instabilities and dust crystal formation are briefly introduced
and reviewed.

In Chapter 2, dissipative drift instability is investigated in collisional dusty plasma,
in the low frequency regime. The presence of dust density inhomogeneity perpendicu-
lar to the direction of magnetic field produces the drift wave. In developing the theory,
dust charge fluctuation is taken into consideration. The dispersion relation for low-

frequency drift wave is obtained by normal mode analysis. The effect of dust density
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inhomogeneity and the ion neutral collision on the growth rate of the instability are
investigated.

In Chapter 3, discussion has been made on crystal formation in complex plasma.
A molecular dynamics (MD) code is developed for this purpose and is used to study
the crystal formation of the system. The interaction potential among the dust grains
is taken as Yukawa type. The structure of the complex plasma system is investigated
by calculating Pair correlation function (g(r)) for different values of temperature,
density and size of dust grains. Next, the presence of the lattice structure is verified
by the study of long range order. The triple point of phase transition between solid
(FCC) to solid (BCC) and solid to fluid phase is found out. These results may help
to identify accurately the parameters suitable for the formation of Coulomb crystal
in a Yukawa dusty plasma system.

In Chapter 4, the role of attractive force on Coulomb crystal formation has been
investigated in a 3D dusty plasma system. For this study the interaction potential
is considered to be consist of repulsive Yukawa potential and attractive Shadowing
potential. In such a system, the grains arrange themselves in crystalline pattern due
to the Yukawa potential. However, it is seen that the presence of Shadowing potential
modifies this arrangement. Pair correlation function g(r) has been calculated for this
purpose. The effects of combined Yukawa-Shadowing potential on phase transition of
dust crystal has been compared with that of the purely repulsive Yukawa potential.

In Chapter 5, a comparative study between the effect of coupled Yukawa-Shadowing
potential and coupled Yukawa-Overlapping Debye Sphere (ODS) potential on 2D
dust crystal formation have been made by using MD simulation. Here, by calculat-
ing Radial Distribution Function (g(r)) for different values of x, ' and dust number
densities, the structure of the system is investigated. It is seen from our study that
the Coulomb coupling parameter does not have significant effect on both ODS and
Shadowing force. The attractive Shadowing force is more dominant for grains with
large screening parameter. The results for Yukawa-Shadowing and ODS potential are

compared with experimental results and a close agreement is obtained for attractive
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Shadowing force.

In Chapter 6, an effort has been made to study the importance of external mag-
netic field on the formation of dust crystal and phase transition of a three-dimensional
dusty plasma system. The interaction potential among the dust grains gets modified
and becomes anisotropic in presence of magnetic field. The pair correlation function
has been calculated to characterize the structural properties of the dusty plasma for
different values of magnetic field strength. The shifting of the triple point towards
the lower value of screening constant, but to higher value of Coulomb coupling pa-
rameter as compared to pure Yukawa interaction is observed from the study of the
phase diagram plot for the system for different values of magnetic field strength. The
phase diagrams also show the existence of solid (FCC-like), solid (BCC-like) and fluid
phases for the system.

In Chapter 7, a critical magnetic field for phase transition from crystalline state
to liquid state of dusty plasma is found. Modified Yukawa potential is used as the
interaction potential among the grains. The direct effect on dust grains due to the
magnetic field has been taken into account by incorporating the term Qg (7 X E) in
the equation of motion for strong magnetic field. Our study reveals that low magnetic
field may facilitate formation of Coulomb crystal.

Finally, in Chapter 8, the results obtained in the present thesis are summarized
and future scopes of the present investigation are included. The bibliography can be

found at the end.
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Chapter 1

Introduction

1.1 A review of dusty plasma

The study of dusty plasmas is a relatively new research area in the field of plasma
physics. A dusty (or complex) plasma is a normal electron-ion plasma with an ad-
ditional highly charged (Qq ~ 10%¢ — 10%¢) component of small micron-sized partic-
ulates. This extra component, which increases the complexity of the system, can be
anything from simple ice particulates to metallic particulates (magnetite, graphite,
silicate etc.). Dusty plasmas are ubiquitous in different parts of our environments,
namely, in planetary rings, in circumsolar dust rings, in interplanetary medium, in
cometary comae and tails, in interstellar molecular cloud, etc. Cometary dust gener-
ally has a size distribution of about 0.1 pm diameter. In interstellar clouds, dielectric
or metallic dust particles of 0.01 to 10 pm are found. Dusty plasma also occurs in
noctilucent clouds in the arctic troposphere and mesosphere, lightning in thunder-
storms, in the flame of candle, as well as in microelectronic processing devices, in
laboratory discharges, and in tokamak etc. Since a dusty plasma system involves the
charging and dynamics of massive charged dust grains, it can be can be characterized

as a complex plasma system?.



Plasma with dust particles can be treated as either “dust in a plasma” or “a dusty
plasma” depending on the ordering of a number of characteristic lengths. These are
the dust grain radius (r4), the average inter-grain distance (a =~ ngl/ %), where ny is
the dust number density, the plasma Debye radius (Ap) and the dimension of the
dusty plasma.

1. Dust in Plasma (r4y << Ap < a): The dust grains in the plasma do not interact

electrostatically and do not affect significantly the properties of neighboring dust
grains. The number density is very low. These dust grains can not be treated as a
collection of isolated screened grains in the plasma.

2. Dusty Plasma (ry << a < Ap): The dust grains in the plasma interact electrostat-

ically with each other. Thus they significantly affect the properties of neighboring
dust grains and the collective effects take place. Their number density is relatively

dense compared to dust in plasma.

The dust grains become charged through collection of plasma electrons or through
photo-ionization or both. If their density is sufficiently high, they begin to act collec-
tively. The physics of collective processes has grown many folds following the great
discovery of the low frequency dust related waves (e. g. dust acoustic waves (DAW),
dust ion-acoustic waves (DIAW) etc.) and associated instabilities and the dusty
plasma crystal. The dust-plasma crystals are made of highly (negatively) charged
dust particulates of micrometer size levitated in the sheath region above a horizon-
tal negatively biased electrode. Complex plasma plays a key role in understanding
process of phase transition. The importance of complex plasma research is grow-
ing in surface and boundary physics and in paving the way towards certain areas of

nano-technology.
Dusty Plasma in Various Environment:

“If the clatm is made that more than 99 percent of the observable universe is in



the plasma state then it could be jokingly asserted that the remainder 1s dust” *

Dusty plasmas are common in various natural plasmas and laboratory devices.
In his 1954 monograph On the Origin of the Solar system, Professor Hannes Alfven
considered how the coagulation of dust particles in the solar nebula could have led
to planetesimals and subsequently to comets and planets. He was one of the very
first scientists to suggest how the electromagnetic forces acting on small dust parti-
cles played an important role in the evolution of entire solar system. He recognized
planetary rings, for example, as an important laboratory for studying processes that
not only act today, but also shaped the evolution of the entire solar system billions
of years ago 3.

Dusty plasmas in space physics received considerable attention when Jupiter’s ring
was discovered and active volcanism on Io? with its ejection of fine “ash” in to Jovian
magnetosphere, was first seen by the detector aboard the Voyager spacecraft. The
Galileo and Ulysses missions made measurements of dust streams from Jupiter, and
rocket flights collected data through noctilucent clouds high in Earths atmosphere.
Horanyi et al.® found that the Lorentz force on these charged grains with. radius
< 0.1pm is sufficient to overcome Io’s gravity and inject the Jovian magnetosphere.
This observation was followed by new discoveries in Saturn’s rings in particular the
“spokes”®, the structure of the F-ring and the E-ring, and an unusual electromag-
netic angular transport in the B-ring”. In all these observations the dust particles
were highly charged but assumed not to be strongly interacting. In the early 1980s,
the images of Saturn’s rings taken by Voyager 2 revealed certain features in the B
ring that were probably mysterious to modern planetary scientists. They were first
discovered by Galileo in 1610 using his first telescope. The Voyager images revealed a
pattern of nearly radial “spokes” rotating around the outer portion of Saturn’s dense

B ring®. They appear dark in backscattered light and bright in forward-scattering.



Figure 1.1: Dynamic spokes in Saturn’s B ring® observed by Voyager 2 in 1981.



Hill and Mendis® gave proposal for the first time that the spokes might be consist
of negatively charg'ed dust particles. Goertz and Morfill'® showed that the charged
dust particles were electrostatically levitated about 80 km above the ring plane. One
of the most unexpected findings of the Voyager mission was that the spokes are not
stationary structures. They develop fast, with new spokes forming in as little as
five minutes. The apex of the spokes is at synchronous orbit. This would tend to
corroborate the idea that the dust grains essentially follow Keplerian orbits around
the planet, whereas the plasma rigidly co-rotates with the planet, being trapped in
the planetary magnetosphere. These structures cannot be explained by gravitational
forces. Successful models for the formation of spokes recognized the importance of
the electromagnetic forces acting on small charged dust grains. The filamentation
of a ring disc finds a natural explanation in terms of the tearing instability of the
dust-ring current. The Voyager 1 polarimeter shows images of several strands within
F-rings which are braided. This ring also contains bright clumps, knots and kinks n
scveral places. Avinash and Sen'! showed the braids to be a consequence of the elec-
tromagnetic equilibrium of moving charged grains, involving collective effects. The
electrostatic pressure on the grains is balanced by the electromagnetic Bennett-like
pinch produced by the dust ring current. Helical current filaments, with three strands
as observed, are easily produced. The formation of braids and filaments is shown to
be a dynamic process, critically dependent upon local plasma conditions, which could
explain why braids and kinks are not seen in all rings all the time.

Outer space is divided into many levels and the one that separates the stars is
called interstellar space. Presence of dust grains in interstellar clouds has been known
for,a long time. Reddening of the light from stars and the wavelength dependence of
interstellar excitation in the visible and near ultraviolet provided the first clue of the
size of the interstellar dust particles, but provide little insight into their composition.

In diffuse interstellar clouds, the dust component contains about one percent of the



total mass'?. The space is filled with tiny particles called cosmic dust and elements
like hydrogen and helium. The actual density of hydrogen as it exist in interstellar
space is on the average of about 1 atom per cubic centimeter. In the extremes, as low
as 0.1 atom per cubic centimeter has been found in the space between the spiral arms
and as high as 1000 atoms per cubic centimeter are known to exist near the galactic
core. It is estimated that cosmic dust is 1000 times less common than hydrogen
atoms in the interstellar medium. The dust grains in interstellar clouds are dielectric
(ice, silicate etc.) and metallic (graphite, magnetite, amorphous carbons etc.) with a
size distribution ng = Azexp[—5(rq/74;)%] where ny is the number density of grains of
radius “ry” and the constant “rg” depends on the nature of the grain (rg = 0.5 pm
for ice, 0.25 um for silicates etc.)!3. Interstellar dust grains streaming into the solar
system have recently been identified first by the Ulysses spacecraft in the heliocentric
distance range from 2.2 to 5.4 AU and subsequently by the Hiten spacecraft at 1
AU from the Sun. In the case of dust grains, it depends on the charge-to-mass ratio,
whether they are sufficiently neutral to enter the solar system®.

Our solar system is also believed to contain a large amount of dust grains and
the origins of these dust grains in the solar system could possibly be, for example,
micrometeoroids, space debris, man-made pollution and lunar ejecta, etc. Interplan-
etary space contains electromagnetic radiation, hot plasma, the solar wind, cosmic
rays, microscopic interplanetary dust particles, and magnetic fields (primarily the
Suns). The existence of interplanetary dust was known from the zodiacal light, with
extremely small (0.001cm in diameter) grains or particles and are among the most
primitive materials in the solar system. This dust is thought to be derived from
collisions of asteroidal material and from comets!®.

The dusty cometary environment is an ideal cosmic laboratory for the study of



physical and dynamical conseduences of dust-plasma interaction. Comets are com-
posed of admixture of non-volatile grains and frozen gases. The cometary dust par-
ticles, which are entrained by the gas sublimating from the nucleus, are immersed
in a plasma and radiative environment, and are thus, electrically charged'”. Comets
possess separate ion and dust tails. It is quite possible that the space between the
two tails are filled with some dusty plasmas which are invisible 8. The data from
the Vega and Giotto spacecrafts have provided much information about the cometary
dust particles. A detailed analysis of this data showed that a significant amount of
small grains were found to exist in cometary environment obeying a size distribution
fitted by a power law given by the relation n(ry) >~ r;°, with s being equal to 3.3 for
Vega and 4.1 for Giotto!®

In the Earths troposphere, dust is present at different altitudes. The dust can
ascend to the stratosphere and ionosphere in the course of violent volcanic eruptions?,
rocket launchings and high-altitude flights and also as a result of convective and
synoptic processes in the atmosphere. In the lower parts of the Earth’s ionosphere
dust particles can be seen as illuminated clouds long after sunset in the summer
months, the so-called noctilucent clouds. These were for the first time observed in
1885, a few years after the explosion of the Krakatoa volcano in 1883. The presence of
these clouds often coincides with strong radar backscatters, which have been shown to
be associated with charged dust layers, and consist of ice particles which are charged
by the plasma of the ionosphere. Dust particles can also become contaminated with
Earths ionosphere as a result of bombardment by meteor showers. Ablation of the
meteors at altitudes of 80 to 120 km in the lower ionosphere produces supersaturated
vapors of metals, such as sodium, calcium, magnesium, etc.?!, which then condense
into small grains with characteristic sizes of sevelzal nanometers to a few tenths of
a micrometer. Dusty plasma in the ionosphere can also be formed?? during active

geophysical rocket experiments, which, e.g. can use the scheme of the experiments



‘Fluxus’ and ‘North Star'?® involve the release of some gaseous substance in near-
Earth space. The formation of an artificial dusty plasma in the ionosphere was also
revealed during the Spacelab 2 mission when the sbace shuttle orbital maneuver
system engines were fired??. Recently, the presence of charged dust in the mesosphere
has been detected by direct rocket probe measurements?.

On Earth, the most common occurrence of plasmas are artificial ones, whether
it be in lighting technology, fusion reactors or plasma processing techniques used for
etching, thin film deposition, etc. In many of these systems, dust can seriously disturb
the system or even destroy the product.

In the eighties, contamination of semiconductor surfaces caused by dust parti-
cles was recognized as a very serious problem for the semiconductor industry. This
contamination influenced device topography, performance, reliability, and as a result
manufacturing yield was reduced. Therefore, all fabrication steps were moved to clean
rooms in which the particle contamination levels could be controlled and monitored.
Furthermore, several other polluting processes like wafer handling and material flak-
ing of the chamber walls were identified and corrected by improved procedures for
chamber cleaning and maintenance. However, in spite of all these and several other
precautions, chemical sources of particulate contamination remained present in the
processing environment: the semiconductor processing plasmas themselves appeared
to be a serious source of dust particulate production®®.

Dust can play an important role in fusion devices. In fusion reactors, dust can
either grow inside the plasma or be evaporated or sputtered from the walls. This is not
a problem for the current fusion experiments, but might prove a serious hinderance
for the experimental reactor ITER, which is currently under construction in France.
There, on the one hand, the dust is a safety concern due to radioactive activation of
the grains, incorporation of tritium and beryllium, chemical reactivity and possible

migration to and blockage of gaps or direct damage of the reactor blanket. Dust



in fusion devices spans a wide size distribution from a size scale of mm down to
< 100nm!®. Part of the dust is ferromagnetic although no magnetic bulk materials
are used for the in-vessel components. The presence of particles of size < 100nm
requires adequate measures to prevent incorporation and health damage for the people
working inside the fusion devices. Redeposited layers contain significant amount of
hydrogen isotopes. In future machines, this may lead to high T inventory in a form
that can be liberated during a vacuum accident or opening. The large surface area
and chemical activation by the nuclear decay will make the dust chemically highly
reactive and reactions incase of water and air ingress have to be considered. On the
other hand, dust could pose a threat to the operation of the fusion reactor. Flaking of
dust from the walls could disrupt the plasma, increases the plasma resistivity, leading

to increased voltages needed for start-up.

1.2 Theory of charging of dust grains

Dust particles in plasmas are usual charge carriers. They are many orders of mag-
nitude heavier (~ 10% times) than any other plasma particles and they can have
many orders of magnitude larger (negative or positive) time-dependent charges. Such
heavily charged objects will be strongly affected by electric fields. They can be sus-
pended against gravity by the electric fields in wall sheaths. Their presence can
influence the collective plasma behavior, for example, by alternating the wave modes
and by triggering new instabilities. When dust grains are embedded in plasma they
get charged by several mechanisms, e.g., by collecting electrons and ions, or through
photo-electron or secondary electron emission. The charge on a dust particle is of
fundamental interest, for it allows for the coupling between the fields and particles

environment to the dynamics of the dust grains.
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The evaluation of the electrical charge Q4 of a dust grain in a plasma is described

by the current balance equation:

where [ is the total charging current to the grain. Contribuﬁions to [ come from

various ways:

(a) electron and ion collection

(b) photoelectric emission

(c) secondary electron emission due to energetic electron impact

(d) secondary electron emission due to energetic ion impact

(e) electron field emission

(f) thermoionic emission

(g) triboelectric emission

(h) radioactive emission of electrons and « particles.

Out of these, electron and ion collection, photo emission and secondary electron

emission due to energetic electron impact are very important for cosmic environment,

while electron field emission is important for very small grains. In the charging of

dust in volcanic plumes, friction mediated (triboelectric) emission is known to be very

important, and may also have played some role in the early protoplanetary nebulae.
The currents to the grains depend on a number of properties of both the grains

and the ambient medium. For instance, the electron and ion collection currents

depend not only on the size and shape of the grains, but also on the electron and

ion velocity distributions and densities, motion of the grain relative to the plasma,

and the potential difference between the grain surface and the ambient dusty plasma,

(®, — ®). The photo-electron current depends on the electric properties of the grain,

the grain surface potential and on the photo ionizing (ultra-violet) flux of radiation.

The secondary electron emission current due to the energetic electron impact depends
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Figure 1.2: Charging of dust grain.
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on the secondary emission yield, which is dependent on the grain size. The electric
field emission current, which is caused by large surface electric fields, is negligible for
the large grains, but could become the dominant one when the grains become very
small.

As a dust grain collects charges it changes the electrostatic po‘;ential distribution
in its environment. If a grain initially collects more electrons than ions, the developing
negative potential well around it will increase the ion flux and lower the electron flux.
The electrostatic charge on the grain that balances these fluxes is the equilibrium

charge. At equilibrium, the net current at the grain surface is zero, i.e.

dQa
—£=0 (1.2.1)

and

Qa=C (®; - P)
here (®, — ®) is the potential difference between the grain surface and the ambient
dusty plasma and ‘C’ is the grain capacitance. For a spherical particle of radius ry,
the capacitance is

C = 47T60’f'd.

Here, Ap is the plasma Debye length. The values of both ‘C’ and ® depend on how
closely the grains are packed together. The potential difference between the grain
and the ambient plasma depends not only on the intrinsic electrical and physical
properties of the grain but also on the relative motion between the grain and the
plasma and on whether the grain can be regarded as being ‘isolated’ (i.e. a >> Ap)
or not (a << Ap). Here ‘a’ is the average inter-grain distance. For isolated grain of
radius 4, Ciso = 7¢(1 + 1/Ap) and ® — 0 and Q4 = C®. On the otherhand, when
a << Ap, ®, approaches ® and Qg éan become very small despite the fact that C

increases slightly above that of a isolated grain 7.



An important feature of a dusty plasma is the grain charge fluctuation. Charge and

potential of a body immersed in plasma are determined by a balance between various
electron and ion currents to the body. Charging of micron-sized grains can amount to
several thousand electron charges. The electric charge on the dust particles is a time-
dependent quantity and has to be considered as a dynamical variable. Calculation of
charge on a particle is the starting point of every theory of dusty plasma, and it is
important to study the charging of particles, because it is necessary in determining

or predicting most of the plasma properties.

Electron and ion currents:

Orbit Motion Limited Theory

Most of the charging theories for dust grains are based on the theories of the elec-
. trostatic probes in a plasma. The probe theories predict the electron and ion cur-
- rents to the probe. The currents are termed “orbit-limited” when the condition
Ty << Ap, << Amy, applies, where rq is the particle radius, Ap; is the ion Debye
length, and A, fp is a collision mean free path between neutral gas atoms and either
electrons and ions 2. This theory describes the way how the study of the currents
collected by a small probe leads to information on the plasma parameters. Dust
particles in a plasma behave as a microscopic probe. Therefore the general aspects
of probe theory are relevant to-dusty plasmas. According to the OML approxima-
tion the plasma currents can be calculated assuming that the electrons and ions are
collected if their collisionless orbits intersects the probe surface.

For a Maxwellian ion distribution in the plasma, the ion current to the dust

i'..?-‘:'.NTRAL LIBRARY, T. U.
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particle in the OML regime has a form

/ 1 q)s -
Iz = +7T’I”§€ %TL, [1 - E(—I(;T—)] (122)

For Boltzmann distribution of the electron density, the electron current at the grain

[ <IJs -
I, = —mriey %Ir;—neexp (e(K—BTq)—)> (1.2.3)

Here, T, ¢, m,e, and n,. are the temperatures, masses and number densities of the

surface is given by

ions and electrons respectively and Kp is the Boltzmann constant.

Equilibrium potential of a grain:

When the electron and ion thermal currents are the only charging currents, at
equilibrium the net current at the grain surface is zero, i.e. I, = Iye = 0 (where Iy, Io.
are the equilibrium ion and electron currents collected by the grains respectively) and
the grain surface potential (®;) reaches an equilibrium potential called the equilibrium
floating potential ®;9. The equilibrium potential of a negatively charged grain in a
plasma with 7, =7, = T 1is,

KgT
B0 = -2

(1.2.4)

where [ is a coefficient depending on the plasma parameters. e.g., § = 2.5, 3.6, 3.9

for H*, O* and S* plasma, respectively.

Limitation of orbital motion limited theory:

OML theory of charging of dust grains has been derived under the condition that
T4 << Ap, << Amgp, Where A, g, is the collisional mean free path between neutral gas
atoms and either electrons and ions. The currents are calculated by assuming that the
electrons and ions are collected if their collisionless orbits intersect the probe’s sur-

face. An absorption radius exist, outside the probe, such that particles which cross it
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are able to hit the probe. The collisional effect has been completely neglected. OML

e®, \ /2
)\mfp < T4 (— KBT> (125)

This provides a limitation to the use of OML theory in cases where collisional effect

theory fails if

is not negligible 2. The equation (1.2.5) is applicable for negatively charged grains.

Some effects, like, reduction in charge due to high dust density, positive charging
by electron emission, reduction in electric forces due to ion trapping and charge
fluctuations are often neglected in the OML model, but may have a significant impact

on the particle transport.

Charge Fluctuation :

The OML model neglects that the electron and ion currents collected by the
particle actually consist of individual electrons and ions. The charge on the particle
is an integer multiple of the electron charge, ()Q; = Ne where N changes by -1 when
an electron is collected and by z, when an ion is absorbed. Electrons and ions arrive
at the particle’s surface at random times and the charge on a particle will fluctuate
in discrete steps (and at random times) about the steady state value < Q4 > %. The
dust charge fluctuations can lead to resonance, diffusion, and drift phenomena, which

would not be present if their charges were constant.
Ion trapping :

Ion trapping has been ignored in OML theory. A particle’s negative charge creates
Debye sheath for positive ions. An ion can be trapped in this region when it suffers a
collision within the particle’s Debye sphere, simultaneously losing energy and changing
its orbital angular momentum. It remains trapped there, in an orbit bound to the
particle, until it is detrapped by another collision. Trapped ions shield the charged
particle from external electric fields. The effectiveness will vary with the number of

trapped ions 2.
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Secondary electron current:

The effect of electrons or ions bombarding grains with high energies can lead to an
ionization of the grain material and ejection of electrons from the grain surface. This
progess is called secondary electron emission. The emission of secondary electrons
can be caused by both electrons and ions. The secondary electrons emission yield §
depends on the energy of the plasma electrons/ions and on the material properties of
the dust grains. The yield is generally much larger for the electron impact than for

the ion impact.
Electron impact:

In case of electrons, secondary electron emission is a phenomenon that occurs when
electrons impact on a dust grain surface with sufficient energy to ‘knock’ additional
electrons from the surface of that grain. Generally, one electron gives rise to several
secondary electrons. When the electron strikes the dust grain surface, several things
can happen: An electron may be scattered or reflected by the dust grain surface
without penetration. It may be stopped and stick to the grain surface. If the electroﬁ
penetrates the dust grain surface, it may excite other electrons which may then be
emitted at the surface. Some electrons may pass through the grain and leave with a

little loss of energy.
Ion impact:

When the low energy ions (less than 1 KeV ) are incident on a dust grain surface,
these ions may become neutralized by the electrons tunnelling from within the grain
across the potential barrier. The energy released can then excite other electrons
leading to surface emission.

Generally secondary emission yield exhibits a maximum, §,7, at an optimum en-
ergy [Epr, which indicates that low energy primary electrons will not produce secon-

daries. Assuming a Maxwellian distribution of ambient plasma the secondary current
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for negatively charged grains (®, < 0) becomes,

Loee = 3.760 Lexp ( I\?ST ) Fy (Ea /4K 5T,) (1.2.6)

where
Fi(z) = 2 [° uSe~ (= +u)dy,

For positively charged grains (®; > 0),

ed, e(®s — P) Eum
=3. - — - F 1.2.7
Isec 3 76MIe (1 KBTe> exp < KBTe ) 5,B <4KBT5> ( )
The function Fs g (%ﬁfﬁ) is defined as

Fy p(z) = z? /oo uexp [—(acu2 + u)] du

B
here
r = —Em_
4K gT,

1/2
and B = (_EA'I/‘iKBTc)

eds

where z, = o o
e

Here B is not an imaginary value.
Photoelectric emission:

Absorption of UV-radiation releases photoelectrons and hence causes a positive
charging current. Photoelectrons can be emitted from the surface of a dust grain
when a flux of photons with energy larger than the photoelectric work function of the
dust grain incidents on the grain surface. The magnitude of the current depends on
the frequency of the incident photons, the surface area of dust grain, photoemission

efficiency p and particle’s surface potential, which may, if positive, recapture a fraction
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of its photoelectrons. In many cases the released photoelectrons can be described by
the Maxwellian distribution with a temperature Tp. The photoemission current is

given as

Ly =7r2Ku ®, <0 (1.2.8)

ed
L, =7rlK - S > 1.2.
ph = gl pexp ( KBTP> ¢, >0 (1.2.9)

Here K is the UV flux,
KgTp(~ 1 — 3eV) is the average energy of the photoelectrons

_ 1 for conducting materials
"= { 0.1 for dielectric materials
Astrophysical and space plasmas are typically much less dense than laboratory plas-
mas. They are subjected to much more UV light. Consequently, the dominant process
for charging dust particles in astrophysical plasmas is often photoelectron emission
rather than the collection of electrons and ions. Apollo astronauts in 1960s and 70s
reported about a “wired glow” on the horizon of the Moon. This turned out to be the

reflection of sunlight from Moon dust particles photoelectrically charged and electro-

statically levitated above the lunar surface?®.

Charging of grain ensembles: Reduction of charge

Until now we are dealing with a single grain in a plasma. This assumption is
often unsuitable for modelling dusty laboratory plasmas, since they can have high
particle concentrations. When dust number density becomes very large and inter-

grain distance is small, the grains may interact with each other via electrostatic
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Coulomb forces, and collective effects may occur. Then dust particles may not move
independently of each other but in a coherent way. In addition, in presence of grain
ensembles, the floating potential and grain charge get reduced®®. There exist two
mechanisms of reduction of grain charges due-to the presence of other dust grains:
1) the depletion of the electron density, and
2) the change of the electron and ion distributions due to charging processes on many
grains®. .
This electron depletion modifies the plasma potential. There are two competing
effects that lead to this result. One is that the capacitance of the grain increases,
which tends to increase the charge and the other is that the magnitude of the grain
surface potential relative to plasma potential decreases, which decreases the charge.
The more important effect at high density arises from electron depletion, when the
A dust. grains carry a significant fraction of charge density in the plasma, so that much
of the electron charge resides on the grain surfaces. In this case, the surface potential
of the grain does not have to be as negative with respect to the plasma potential as
in the isolated grain case to balance the electron and ion currents to the grain. This
leads to decrease in the magnitude of the grain charge, since the charge is proportional
to (@, — @).

Xu et al.*! has demonstrated experimentally the reduction of the magnitude of
the grain charge when the dust density is high.

The depletion in grain charge can be investigated using “Havnes parameter” Py,
which is basically the ratio of the charge density of the particles to that of the elec-
trons. When Py > 1, the charge and floating potential are significantly diminished,
while for Py << 1, the charge and floating potentials approach the values for an

isolated particle. In practical units Py is given by

Py = 695Td(eV)rd(,um)nd(cm‘s)/ni(cm‘3) _ (1.2.10)
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where ng, n, are number densities of dust and electrons respectively In most cases it
15 morc¢ convenient to use the parameter Py which does not depend explicitly on the
value of the grain charge Z; However, the dust charge is 1itself the function of the

dust size and vice-versa and this independence of Py on the grain charge 1s illusive®

1.2.2 Physical effects manifested by charged dust:

Coagulation

Coagulation 1s a randomly growth process whereby particles can stick together via
mutual collisions forming larger grains This process can take place i the presolar
nebula, circumsolar, circumplanetary, cometary, etc environments For most cases
the coagulating paiticles are 1nmersed 1 a radiative and plasma environment, and
they will collect electrostatic charges The charge collected on a submicron sized grain
1s sufficient to prohibit collisions if the relative velocity of the coagulating particles

1s of the order of few ¢ms™!

In this case, grains may not be cnergetic enough to
overcome the Coulomb repulsion

Horany1 and Goertz*2 have 1un numerical simulations of the coagulation processes
1n a plasma, with a model 1n which the grain charge 1s determined by plasma charging
currents and secondary emission They assume a constant source of small grains from
condcnsation and these then coagulate to larger oncs  Safianov?® has also studied
the coagulation of uncharged grains Birmingham and Northrop®! are including all
clectrostatic forces between two gramns as well as plasma shiclding  Coulomb force
between the positively charged larger grains and negatively charged smaller grains
enhance the coagulation rate

When grains with different compositions coexist in a given cnvironment, pho-
toemission nmught lead to oppositely charged grains In that case a significantly

mcicascd coagulation rate 1s expected due to the Coulomb attraction between op-

positely charged grains Photoemission 1s of Iittle significant 1n dark molecular clouds
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or 1 the optically thick presolar nebula where grain growth may occur When the
plasma tempecrature varics m tiic onc can get opposite charges between grams iden-
tical 1n composition

Chow et al 3% have shown that dust grains of different sizes can acquire opposite
charges 1n warm plasmas cven m the absence of charges in plasma cnvironment
They have calculated the equilibrium potential for conducting and 1nsulating grains
unmersed 1 both Maxwellian and generalized Lorentzian plasmas Duc to the cffect
of size of grains on secondary emussion, they have found that insulating grains with
diameter 0 0lpm and 1lum have opposite polarity (the smaller one being positive)
when the plasma temperature 1s in the range of 25 — 48eV 1n Maxwellian plasma
Existence of different sized grains of opposite polarity-negatively charged large grains
and positively chaiged small grains 1s possible in the mterplanetary medium, local
nter-stellar medium, supernova remnants etc Both secondary emussion and photo-
emission may cause dust grains to acquire opposite charges in the same plasma and
radiative environment, even 1if they have the same size, if their secondary emission
and photo-emission yield vary widely This leads to enhanced dust coagulation 1n

ccrtam 1cglon of the interstellar space
Disruption

Disiuption 1s an opposite physical cffect of coagulation It occuis if the gramns
acquire numerically very high potentials This 1s a consequence of the electrostatic
repulsion of like surface charges which produces an electrostatic tension in the body
If this electrostatic tension exceeds the tensile strength of the body across any section,
the body will break up across that section

According to Opik?®, clectiostatic distuption occuis actoss a scction if the clec-
trostatic energy density ®?/87r? exceeds the tensile strength Fy, 1€

@2

F, < —
¢ 8mr?

(1211)
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or we can say that disruption will occur if the grain radius is less than a critical value
Ty, le.

Ty <Ty (1.2.12)

where 7§ = 6.65F,'/*|®|, @ is in volts, F, is in dyncm™=2 and ¢ (or r,) is in microns.
From equation (1.2.11) it is clear that, the value of F; required to prevent grain
disruption increases rapidly as the size of the dust grains r; decreases. It means
that as the dust grain begins to disrupt electrostatically, the process continues until
smaller fragments for which r4 > r§ appear. In that case, it can provide an obstacle
for grain growth in plasma. However, the electric field emission of the electrons from
small grains may truncate this runway distuption. The reason behind is that, as
the grain radius decreases, the surface electric field increases to reach such a value
(> 10"V/cm) that rapid electron emission occurs from negatively charged dust grains
and the value of the grain potential decreases to a value that is no longer given by
the plasma environment but rather by the size alone. Consequently, materials such
as iron (Fy ~ 2 x 10%dyncm %) and tektites (F; ~ 7 x 10*%dyncm=2) are stabilized
by this process against electrostatic disruption of grains regardless of their size. Very
fragile grains such as cometary grains (F; ~ 10°dyncm=?) of very small radii (=~ 10A°)
will be stable only if || < 0.15eV.

The electric field emission effect will enable the grain growth to take place in the
above environments ouly if the grains are negatively charged, which means that if
there is sufficient UV radiation to make the grain charge positive due to the pho-
toemission, the growth of the dust grain will not proceed even in a low-temperature

plasma.
Leviation

Electrostatic charging of the dust grains can also lead to the levitation of the fine

dust lying on large surfaces. In this case, the charge Q, acquired by the dust grain is
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proportional to 1ts projected surface area’” and so,
Qq = surface arca x suirface charge density = (1/4) (14/Ap) (14®s)

Typically, 74/ Ap << 1, hence the dust grain charge in a plasma medium 1s much
smaller than that in free space Mendis et al %8 considered the charging of the bare
cometary nucleus by the solar wind plasma and the solar UV radiation at large
heliocentric distances They showed that while the subsolar point of the cometary
surface acquires a positive potential of ~ +5V due to donunance of photocinission, the
nightside could acqune a negative potential Therefore, submicron-sized grains could
overcome the gravitational attraction of the nucleolus and levitate on the nightside

of the comet, even when they had a deficit of just one electron charge

1.2.3 Forces acting on the dust grains :

There are a number of forces that act on charged dust grains, and may control their
dynamics in the plasma These are
(a) force due to gravity
(b) sclf-gravitational force
¢) thermophoretic force
d) electrostatic and electromagnetic forces

(
(d)
(e) 1adiation pressure force
(f) neutral drag force

(

g) 1on drag force

Force of gravity :
A dust particle in the plasma 1s subject to gravity and the exerted force 1s pro-

portional to the dust particle mass density py = ngmy For a spherical dust particle,
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the gravity force can be expressed as

4mrd
Fy=— < pag | (1.2.13)

where g is the gravitational acceleration. The gravitational force is important in
radio-frequency dischafges, where the dust particle is pulled downward toward the
lower electrode.

In a self-gravitating system, the force acting on a dust grain is

_Gder

F =
g9 73

(1.2.14)

where G = 6.672x 10~8 dyn cm? g2 is the gravitational constant and r is the distance
to the dust grain from the central body of mass M. The central body may be a nearby

planet, a star, or a satellite. For a distribution of masses, the force is
Fy=—psVY (1.2.15)

‘where the potential 9 is obtained from the gravitational Poisson equation V&) =
47Gpy. The self-gravitational force may be important for molecular clouds? and dust

elevated above Saturns rings®®.

Thermophoretic force :
In the presence of the neutral gas temperature gradient VT, the dust particles
feel fhermophoretic force. When the mean free path of the neutral particles is larger

than the dust particle radius r4, the thermophoretic force acting on a spherical dust

particle in a monatomic gas becomes*’
8v/2mr? 5T
Fp=- 1+ =(1—a)| kVT, 1.2.16
! 1500 [ 3 a)] r¥in (1:2.16)

where v, = (T,/ mn)l/ ? is the average thermal speed of the neutral atoms, kr is the
translational part of the thermal conductivity and the accommodation coefficient «

is of order unity for surface and gas temperatures between 300 and 500 K.



The thermophoretic force plays an important role in the formation of different
shapes of plasma-dust stiucturcs®* It has been proposed that the thermophorctic
force may also play a decisive role mn production of semiconductors??, as well as n

fabrication of amorphous solar cell*?

Electrostatic force :
In the presence of an clectric field E 1n the plasma, the force acting on a conducting

dust particle 1s referred to as electrostatic force This force can ce expressed as
F. = Q4Ecsy (1217)

where the effective electric field in the plasma 154

Ey;=E [1 + e ]

‘3(1+Td/'\D)

An increase in E,;; compared to E 1s associated with the plasma polarization in the
vicuuty of the dust particle, which 1s mduced by the external clectric ficld However,

the plasma polarization effect 1s small for ry/Ap <<'1

Radiation pressure force :

In the presence of the electromagnetic radiation, dust grains are subject to the

radiation pressure force

2
Fo= Moy (12 18)
C

where I 15 the photon energy flux along the direction €, The radiation pressure
force 1s important for submicion paiticles that are generated close to the Sun and are
driven out of the solar system on hyperbolic orbits Such particles ( § meteonds )

have been observed by the Pioneer 8, 9 and Ulysses spacecrafts in the solar wind*®

Neutral drag force :

A neutral drag force results from collisions with neutral gas molecules and causes
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momentum transfer from the neutral gas to the dust particles. The neutral drag force

F,, for a Maxwellian distribution of neutral gas molecules is approximated by'94°

Fdn = —’2’ V 27”"3;0nvm (Ud - Un) (1219)

where p, = n,m,, is the mass density of the neutral molecules, v, is the velocity of
1/2 ‘
the neutral molecules and v, = (%) is the thermal speed of neutral particles.

Where T, is the neutral temperature.

Ion-drag force :

The ion-drag force F,,, in plasmas arises due to collisions between drifting ions
and charged dust grains. The force basically describes the momentum transfer from
the drifting ions to the dust particles on account of (i) direct collection of momentum
for ions that collide with the negatively charged grain and (ii) deflection of the ions in
the electrostatic field of the negatively charged dust grain. Thus, the ion-drag force
is the sum of the collection and Coulomb forces, i. e. F,,n = Foony + Foow. Assuming

that the dust particles are at rest, the collection force is given by
Foou = 7rbf,ozvsvz (1.2.20)

where p, = n,m, is the ion mass density, v, is the ion streaming velocity, v, =
(v? + 8T,/ ﬁmz)l/ ? is the mean speed of ions approaching the dust particle, and b, =
R(1 — 2Z,e¢s/m;v?)? is the maximum impact parameter for dust-ion collision from
the orbital motion limited probe theory. Here ¢ is the floating potential of the
dust particle. The orbital motion limited treatment is justified if the potential can
be treated as spherically symmetric and vy < Ap.

The Coulomb force can be written as
Foou = 4mb2 ;5 (1/2)in [(AL + 82 5) /(82 + B2,5)] puvsv, (1.2.21)

where b, /; = Qqe/m,v? is the impact parameter for 90° deflection.
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1.2.4 'Waves in dusty plasma:

Dusty plasmas known to suppoit new kinds of very low-friequency modes that
are more specifically ‘dust-mode’ since they involve the dynamics of the dust grains
themselves

When 74 << @ << Ap, the charged dust grain may be considered as point parti-
cles, stmilar to multiply charged positive or negative 10ons?” However plasma consist-
g of clectrons, 10ons and dust grains 1s quite different from negative 1on plasma 1n
several aspects Typical dust grains have charge to mass ratios, which are generally
orders of magnitude smaller than those of 1ons For example, a dust grain of mass
density 0 5gm /em? and radius 74 ~ 1 micron has a mass of about 10'? proton massecs
The charge on such a grain in a thermal 10eV oxygen plasma, when only plasma col-
lection 1s considered, 1s of the order of 25 x 10* clementary clection charges The

plasma frequency of species « 15

Wya = (47Naqk/mq) 12

and gyrofrequency of species o 18
Qq = quB / mal

The typical frequencies associated with the dynamics of dust grains are very low
comparcd with typical 1on ficquencics in standard clectron-ion plasmas Moicover,
the grain charge depend on both the properties of the dust particles and the ambient
plasma and radiative propeitics Hence, the charge to mass 1atio can differ in different
environments even for a grain of fixed size and electrical properties It 1s also observed
that dust grains are generally poly disperse, 1 e they have a size distribution Since
the dust mass my o r; and dust charge Qg o 74, the frequencies associated with dust

grains may be continuous variable!”
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The presence of charged dust not only modifies the usual linear modes, but also

8 New low

gives 11sc to new modes m the low frequency and low velocity regunes®
frequency modes associated with the dust grain dynamics are included via the mo-

mentum and continuity equations for the dust species as given by,

v_a'><§>

NaMa (?— + g V) Vo = —VP,+ Qang (E) + (1222)

ot

Ona
ot

The balance of charge 1s altered by the presence of the dust, so that thie condition for

=~V (nava) (1223)

charge neutrality in a plasma becomes
Ne = Zyny + €247y (1224)

where €4 = 1, -1 for positively and negatively charged grains respectively When one
consider frequencies well below the typical frequencies of an electron/1on plasma, new
dust mode appears in the dispersion relations for plasma consisting of 10ns, electrons,
and charged dust grains

In particular, three wave modes arising duc to dust dynamics have been extensively
studied, both theoretically as well as experimentally The existence of electrostatic
acoustic litke mode called the ‘Dust-Acoustic Wave” (DAW) was theoretically pre-
dicted by Rao et al 4 by using a collision less fluid model applicable in the weak
coupling regime This mode 1s a long wave length, low-frequency collective oscillation
in an unmagnetized dusty plasma in which the dust mass provides the mertia, while
the restoring force comes from the pressure of the intertialess electrons and 1ons The
dispersion relation for the dust-acoustic wave 1s

2072

w? = 3k%2 , + %I;/\L%
where Cpa = wpgAq 1s the dust acoustic (DA) speed Tlus DAW mode exasts for

constant gramn charge The frequency range for this mode 1s given by kv,ng <<
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w << kv,,, where w and k are the wave angular frequency and wave number and
Ven 4 and vy, are the thermal speeds of the dust and ions®®. The phase velocity of
linear waves is approximately given by (ngpZT,/ nmmd)l/ 2; where, ngg, Z and my are
number density, charge and mass of the dust particle. T, is the electron temperature
and n,q is the ion density.

In the strong coupling regime (I' >> 1), Dust lattice (DL) waves are produced
by the oscillations of regularly spaced charged micrometer sized particles suspended
in a plasma i.e., in so-called plasma crystals, which are formed as a result of strong
mutual Coulomb interaction. The simplest model of one dimensional longitudinal dust
lattice wave (DLW) was theoretically described by Melandsg®! | taking into account
only small vibrations in the dust lattice and the electrostatic interaction between the
nearest dust grains. In a dusty plasma crystal, the microscopic potential from the
individual dust particles will be efficiently shielded by the plasma. This allows to
consider only interactions between neighbor particles, when the average dust particle
separation ‘a’ is of the order of or larger than the plasma shielding length (Ap).
Melandsg considered as a simple model a one-dimensional Bravais lattice for dust
lattice wave (DLW) propagation. A quasi-particle approach, where, the dust particles
are modelled as discrete particles, while the plasma is described as a continuous
medium, has been used. In the linear approximation, the dispersion relation of DLW

can be expressed as

Wi(k) = £2 (@sm2 (%ka) + B(2a) sm%ka))é (1.2.25)

My My
where mgy is the mass of the dust particle, a = 7,410 — 7,0, 750 is the equilibrium
positions. The dust particles are assumed to be sufficiently strongly coupled so that
they only obtain small oscillations r, = 7,0 + 7,. For a/Ap > 1 only interactions
between nearest neighbor particles may be sufficient to include, which gives

Wi(k) = 2 (@); sin <lka) (1.2.26)

maq 2
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Figure 1.3: Spontaneously exited dust acoustic waves.
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where
B(z) = %I—aemp [—zkp] (1 + kpx + ﬁziz)
while

kp = /\51, n, ~ exp [i(wt — 7, 0k)]

However, in physical system with periodic boundary conditions, the wave numbers

are obtained by satisfying

explikNa) =1

or

kNa = 2mm

This relation gives the NV (total number of dust grains) possible wave frequencies

_;_
wi(m) = £2 (%‘?) sin (%m) (1.2.27)
or the first Brillouin zone for the harmonic numbers m = 1,2, ............. ,IN/2.

Non-linear waves can be described by including terms of the order (7,41 — n,)% or
larger. This results in the well known Korteweg-de Vries equation®.

DL waves have been experimentally observed by Morfill et al.2 and Homann et
al.®3. The analytical results of Melandg have been tested numerically and very good
agreement has been found between theory and experiment.

On the otherhand, Shgkla and Silin® showed that in dusty plasma an ion-acoustic
wave exists even when electron and ion temperatures are equal, called “Dust ion-

acoustic wave” (DIAW). The DIA wave occurs in the frequency range kvy,, <<
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w << kv In the phase velocity regime where electron inertia is negligible and in
the limit of very large dust mass, the dispersion relation for dust-ion-acoustic waves
in a plasma with electrons, singly charged ions and charged dust is

2 _ _KC§

w - —_—_—
1+ k273,

where Cg = wpApe = (nzo/neo)l/ 2¢, and ¢, = (KgT,/ m,)l/ 2. In the long wavelength

limit (i. e. k?A%, << 1) the above equation reduces to

o\ V2
w=k ( ’°> cs (1.2.28)

Tlep

The equation (1.2.28) shows that the phase velocity V,, = w/k of the DIA waves in a
dusty plasma is larger than c,, because, n,g > n for negatively charged dust grains.
The increase in the phase velocity is attributed to the electron density depletion in
the background plasma, so that the electron Debye radius becomes larger. As a
result, there appears a stronger space charge electric field which is responsible for the
enhanced phase velocity of the DIA waves. This DIA wave may have some relevance
to low-frequency noise in the F-ring of Saturn. Typical frequencies of this waves for
laboratory plasma parameters are tens of kHz.

Rosenberg identified a dimensionless parameter f in dusty plasma, called ‘fugacity’

which is a measure of grain packing®. It is defined by

Npry

f = 47!'77,4)\2D’r'd ~
D

where, Np = ng)}, is the dust plasma parameter®® and n4, Ap and r4 are the dust
number density, the Debye length and the grain size respectively. Fugacity is useful
in characterizing the different regimes of dusty plasmas for the existence of different
types of dust modes. Dusty plasmas are defined to be tenuous (low fugacity), dilute
(medium fugacity) or dense (high fugacity) according as [ << 1, f ~lor [ >> 1

respectively. The usual DAWs and DLWs are applicable for tenuous or dilute dusty
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plasmas (f < 1) such as those found in the laboratory experiments 5337=61 ( f ~ 1072),
Saturnian E- and G-rings (f ~ 107% — 107%), and the Jovian ring (f ~ 1) 62,
During the years 1999 - 2000 Rao proposed the existence of yet another new,
very low frequency electrostatic dust plasma wave, called the “Dust-Coulomb wave”
(DCW)®¢. The DC waves are the normal modes associated with the grain charge
fluctuation, and are derived by an effective pressure called “Coulomb pressure” defined
by P, = ""Tif? This wave mode occurs in dense dusty plasma regime (f >> 1). It
was shown that DC wave is accompanied by dust charge as well as number density
| perturbations, which are proportional to each other. The dispersion relation for DC

wave is

w? Cpc

T =TT o T ’defh,d
K 51+ k22

where A, = ay/a/3r40 is a new length scale, a is the Wigner-Seitz radius, Cpc =
Qa4/+/mqrq is the phase speed, 7,4 is the adiabatic index for the dust fluid and § = “,

while, wy, wy are the charging frequencies given by:

2 2 12 e¢sO
= . : 1.2.29
Wy = X + NegTa€ (aoTeme) ezp( T ) ( )
and
Wo = Wy — e¢sOX
2 1° T
1 rewp

X= V21 Ap;

respectively and ¢, = ?—j is the dust grain surface potential relative to the plasma

(1.2.30)

potential. Since a << Ap, the Coulomb interaction between the grains plays a
dominant role in providing the restoring force for this modes, while the inertia arises
from the dust grain mass. For a given wave number, the DC wave frequency is much
smaller than the DA wave frequency.

In the dilute regime, the DA wave and DC wave modes merge into a single mode,

called the “Dust charge-density wave” (DCDW)%. The dispersion relation for DCD
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wave is given by
W’ ChcCha 2
where, Cp4 is the DAW phase speed?® defined by

QﬁondOTe,Tz
”nde2 (neO’Tl + nzOTe)

2 2 y2 _
Cpha = WppAp =

Here,

2
47 ’I’LdoQ 4o
mq

wpp =

is the dust plasma frequency,

Cpc = Quao/v/Mmary

and v g = \/% is the dust thermal speed and <y, the adiabatic index for the dust
component.

In a magnetized, homogeneous dusty plasma, the presence of charged dust can
similarly affect Electrostatic Ion Cyclotron (EIC) waves and lower hybrid waves.
There may exist four modes: two ion-acoustic waves and two EIC waves. One of
the EIC modes, the electrostatic dust ion cyclotron (EDIC) mode, corresponds to
the usual EIC wave in an electron-ion plasma but is modified by the presence of
the negatively charged, but static dust. The other EIC mode is a completely new
electrostatic dust cyclotron (EDC) mode which is associated with the gyro-motion of
the magnetized dust grains. For negatively charged dust, frequencies of both acoustic
waves increase with dust density as does the frequency of the positive ion EIC waves.
For positively charged grains, the frequency of the ion-acoustic mode decreases with
increasing dust density, while the frequency of ion EIC mode approaches the ion
gyrofrequency as n, increases.

The dispersion relation of the lower hybrid mode in the frequency regime g4,

2, << w << £, is also modified by the presence of charged dust. In the limit
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mg — o0 in a dense plasma with wf,e /Q2 >> 1, the lower hybrid wave frequency is
wZ ~ 5ZiQeQi

which increases as the negative dust density increases.

The dispersion properties of a low frequency electromagnetic waves, viz. Alfven
waves, magnetosonic waves are also influenced by the presence of dust grains. The
Alfven wave spectrum in the cold plasma in very low-frequency regime w << {4

becomes
2,2
2 kv,

" [T+ (0a/C)? + (nawma/naoms)]

B2 1/2
va = (47!'7’),1'077’),,;)

In an inhomogeneous magnetized low @ plasma the effect of negatively charged

w

where, the Alfven speed is

dust grains on electrostatic drift waves was studied by Shukla et al.®> The dynamics
of the dust grains are taken into account by means of a fluid model. A new type of
low-frequency waves, the dust-drift waves, is shown to exist in the region w << Q.
The dust-drift waves may be relevant in astrophysical and cometary plasmas.

We have described different types of waves that are theoretically found to exist
in dusty plasmas. Recently, some of these waves have also been observed in labora-

tory experiments. Chu et al.¢

reported very low-frequency (= 12Hz) modes with a
wavelength of about 0.5cm. They used a radio-frequency discharge, with a vertical
dc electric field that suspended the particles in the sheath region above a horizon-
tal electrode. Based on the apparent phase velocity of 6 ¢m/s in that experiment,
D’Angelo has suggested that the fluctuations were a dust-acoustic mode®”. In the

1.57 used a He-Ne laser beam to illuminate the

experimental observation, Barkan et a
dust, and a video camera to record planar wave fronts of a polydisperse kaolin dust
cloud. The wave was reported to have been excited by ion drift in the system, and

had a wavelength of 0.6 cm, a propagation speed of ~ 9 cm/s, and a frequency ~ 15
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Hz. Praburam and Goree®® in their experimental study have tentatively identified
low-f:equenéy modes having properties of either an ionization wave or a compres-
sional dust acoustic wave. As the particle size grows, the instability develops in two
stages: first a “filamentary mode” of approximately 100 Hz in which the ionization
rate and dust number density are both modulated, and then a “great void mode”
which is similar, except that there is a single prominent void in the dust cloud which
rotates azimuthally with a frequency of about 2 Hz. The filamentary mode appears
suddenly when the dust grain diameter exceeds a certain critical value.

Dust lattice wave has been experimentally observed by Homann et al. In their
experiment, the screening of dust particles immersed in the sheath of a parallel plate
rf discharge in helium is studied by excitation of waves in a linear chain arrangement.
The waves are excited by the radiation pressure of a modulated laser beam. The
measured dispersion relation is compared with a one-dimensional dust lattice wave
to obtain the shielding length®3.

In a dusty plasma laboratory experiment Barkan et al.%° have observed current
driven electrostatic ion cyclotron (EIC) waves for ordinary plasmas. The experimental
results verifies the theoretical prediction made by D’Angelo in 19907° and Chow et
al.™ in 1995, that EIC waves are possible plasma modes in dusty -plasmas.

Recent laboratory observations conclusively reveal that coherent nonlinear waves
and structures (viz., solitons, shocks, Mach cones, voids, vortices, etc.) can be pro-

duced in a dusty plasma. Bharuthram et al.”?

investigated the formation of large am-
plitude ion-acoustic solitons in a dusty unmagnetized plasma with negatively charged
grains, cold ions and Boltzmann distributed electrons. The presence of dust grains
was found to lead to the appearance of rarefactive (negative potential) solitons. DIA
solitary waves can have both positive and negative localized potential structures.

Solitary waves are formed due to a delicate balance between the wave dispersion and

nonlinearity associated with the harmonic generation. Nonlinear ion-acoustic waves
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may be relevant to the formation of an electrostatic shock inside the ionopause at
comet Halley. Shock like structures arise as a result of the balance between non-
linearity (causing wave steepening) and dissipation (e.g., due to wave particle inter-
actions, dust charge fluctuations, anomalous viscosity, etc.). Melandsg and Shukla
were the first to predict the formation of the dust acoustic shock due to dust charge
fluctuations that produce collisionless dissipation in a dusty plasma’™ Popel et al.™
and Mamun and Shukla’™ proposed that the DIA shock waves in the experiments of
Nakamura and colleagues’ could be arising due to a balance between the harmonic
generation nonlinearity and the dissipation caused by dust charge fluctuations. Rao
et al.*® showed that dust-acoustic waves could also propagate nonlinearly as solitons
of either negative or positive potential in a three component plasma with electrons,
ion, and negatively charged, cold dust grains. Verheest”” extended the latter analysis
to a multispecies dusty plasma, allowing for both hot and cold electrons and for a
number of cold dust grain species, and found also that both refractive and compres-
sive solitons could propagate. Schamel et al.”® have also shown that a continuum of
nonlinear, steady-state, ultra low frequency acoustic mode which propagates near the
dust thermal speed, exists in dusty plasma characterized by deficit of dust particles
trapped in the trough of wave potential. One of the earliest experimental measure-
ments on the dust acoustic mode in strong coupling regime was made by Pieper
and Goree®® who excited the plasma with a real external frequency and measured
the complex wave vector. However in their experiment they were unable to clearly
isolate the strong coupling effects from the collisional effects. This is because the
background neutral pressure in their experiment was kept quite high in order to cool
down the dust component through dust neutral collisions. The damping (as well as
the dispersive effects) arising from a large vg, term then tends to mask out the strong
coupling contributions. Numerical simulations have been more successful in tracking

the various strong coupling modifications of the longitudinal dust acoustic mode. The
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transverse shear mode has recently been experimentally seen in a monolayer dusty

" and also in a three-dimensional dusty plasma that is in the strongly cou-

plasma
pled fluid regime®. These spontaneous oscillations occur when the ambient neutral

pressure is reduced below a threshold value.

1.2.5 Instabilities in dusty plasma:

The stability character of plasma gets modified due to the presence of charged
dust particles. Instability is always a motion which decreases the free energy and
brings the plasma, closure to thermodynamic equilibrium®'. Instabilities may be clas-
sified according to the type of free energy available to drive them. In dusty plasma,
there are new classes of instabilities associated with the ion drag force, ionization,
dust charge gradient, etc., besides the usual Buneman, Kelvin-Helmholtz, Rayleigh-
Taylor, pressure gradient and parametric instabilities. The study of these instabilities
are of great importance because they are helpful for understanding the origin of en-
hanced fluctuations as well as of dust voids and nonlinear dust oscillations in space
and laboratory dusty plasmas.

The dust particles experience both electromagnetic forces as well as non-electromagnetic
forces such as gravity, friction or radiation pressure. Rosenberg et al.? have shown
that charged dust can affect the Farley-Buneman instability in the low E-region of
Earth’s atmosphere at altitude of about kA ~ 90 — 100km. The presence of negatively
charged dust can lower the critical electron drift at h < 95km, while it can increase
the critical drift at A > 95km. This may have implications for meteor echoes from
dusty meteor tails in the E-region®. On the other hand, the Jeans instability of a
self-gravitation system has been well known for a long time. In dusty plasma, it is
found that in the presence of particle streaming, both the Jeans and Buneman insta-
bility can overlap®. Further investigations have examined the influence of particle

size distributions on the Jeans-Buneman instability, concluding that the growth rate



39

was enhanced both for discret;e particle size distributions as well as continuous size
distributions. Farley-Buneman instability is an ion wave instability with frequency
w << Uy (Vyp 1s ion neutral collision frequency) that can be excited when the electron
E x B drift is sufficiently larger than the ion sound speed. This instability is applica-
ble to equatorial and auroral electrojet regions. Presence of charged dust grains can
affect this instability by reducing it’s growth rates at A ~ 100km.

The hydrodynamic and kinetic instabilities in dusty plasma have been investigated
by various scientists. The two-stream instability has also received attention. Havnes®®
has examined the conditions for the onset of the instability in a plasma model in which
two charged dust distributions stream relative to each other. Small grains (below
micrometer) are brought to rest with respect to the surrounding gas in very short
distances, while larger grains are practically unaffected. This braking mechanism is
applied to interstellar gas clouds, for which one observes a large depletion of several
elements at low cloud velocities, a depletion which decreases with cloud velocity.
Hence, this two-stream instability may be important for grain destruction in high
velocity clouds, as it effectively brakes the small grains but leaves the larger ones
intact, thereby creating two populations of grains which stream relative to each other
with the cloud velocity. Collisions between the grains in the two populations may-
thus become sufficiently frequent and energetic to ensure the destruction of a large
fraction of the total grain content. This could be important when shocks travel
through interstellar gas, setting up grain separation and subsequent destruction.

Later, Havnes®

as studied the instability of an electron-ion-dust plasma in the
presence of streams of dust grains. He showed that the free energy stored in the dust
grains is coupled to the electrostatic oscillations, which may be relevant for under-
standing the origin of fluctuations during solar wind plasma flow and cometary dust

interactions. Later, Bharuthram et al.8” and Rosenberg® discussed the possibility
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of dusty plasma wave excitation in the presence of equilibrium ion drifts in a uni-
form dusty plasma. Specifically, Bharuthram et al. discussed the effect of dust on
ion-ion two-stream instabilities, and found that the dust affects both growth rates
and ranges of drift speeds for which instability occurs. This may occur in planetary
rings. Rosenberg investigated the dust ion-acoustic and dust acoustic instabilities
using a standard Vlasov analysis for a dusty unmagnetized plasma with electrons,
ions, and dust of uniform mass and charge. When the electrons have a weak drift
in a range vy, < u < Ve, dust lon-acoustic waves can be excited if 67, /T, >> 1.
This ion-acoustic instability is particularly relevant to cosmic plasmas, where gen-
erally it is assumed that T, ~ T;, in environments where dust carries much of the
negative charge. Dust-acoustic instability may be excited in planetary rings beyond
the corotation radius, where the azimuthal speed of dust grain rolled by gravity and
the plasma particle corotate with the planet. Rosenberg and Shukla® examined the
effect of a strong magnetic field on a DA instability driven by ions streaming along the
magnetic field. It is assumed that ions and electrons are strongly magnetized, while
the charged dust is unmagnetized. In this case it is found that the growth rate of the
instability could be reduced under certain conditions which may have implications
for laboratory dusty plasmas such as ‘plasma crystals’.

In a pioneering attempt to explore the effect of dust grains on ion-acoustic insta-
bilities, it was shown that this instability can develop in typical gas-discharge dusty
plasmas at low or moderate external DC fields. The relative drift between the elec-
trons and ions’arising from the large difference in their mobilities can result in the
excitation of IAW. The instability becomes lower when the dust grains absorb more
electrons and electron-neutral and ion-neutral collisions dominate®®. Annou included
dust-charge fluctuations in the description of this instability®.

Compared to theoretical progress, experimental progress on instabilities in dusty

plasma is not very much. Barkan et al.®? have observed in a laboratory dusty plasma,
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the current driven electrostatic ion cyclotron (EIC) instability. D’Angelo’, Chow and
Rosenberg’! have predicted that presence of negatively charged dust in plasma makes
it more unstable to the EIC instability and showed that the critical drift, needed to
excite the instability, decreases as the negative dust charge density increases. In the
absence of dust measurements at lo, the detection of the electrostatic ion cyclotron
instability would signal the presence of negative dust, as without it the mode would
be stable under the conditions prevailing near Io. The observations made by Barkan
et al. agree with the theoretical predictions of Chow and Rosenberg concerning the
enhancement of instability of the dust.

Rosenberg and Krall have discussed drift instabilities®!, when there is a local
electron density gradient opposite in sign to a dust density gradient or modified two
stream instabilities in dusty space plasmas with electrons or ions drifting across an
external magnetic field®2. They have considered the application of these instabilities
to the edges of the ringlets in the F-ring of Saturn are stable against the excitation of
this high-frequency mode, whereas the low-frequency two-stream instability could be
of importance in the E-ring. Streaming instabilities involving both the longitudinal
and transverse waves may also arise in a strongly coupled unmagnetized collisional
dusty plasma®.

Merlino et al.®* have reported about the theoretical and experimental studies on
low frequency electrostatic waves in plasmas containing negatively charged dust grains
that they have done. Laboratory experiments on ion-acoustic waves and electrostatic
ion-cyclotron waves confirm that these modes are more easily excited in a dusty
plasma with negatively charged grains. The dust-acoustic mode was observed in a
dusty plasma in which the charged grains were levitated by an electric field. The
measured dispersion relation agreed.well with the theoretical relation taking into
account the effect of dust-neutral collisions.

A current driven electrostatic dust cyclotron instability in a collisional plasma was
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analyzed by D’Angelo using a four-fluid model®®. The conditions for excitation of the
EDC mode in both laboratory plasmas and in cometary dusty plasma environments
were obtained. Very recently, using kinetic theory Rosenberg® has studied about
EDC instability in a collisional plasma containing dust grains with large thermal
speeds. The instability is excited by ions drifting along the magnetic field. The
critical ion drift for exciting EDC waves is also compared with that for exciting dust
acoustic waves.

Recently, a resistive ion-dust streaming instability in a collisional dusty plasma,
where the ions and electrons are magnetized, and the dust is unmagnetized has been
discussed by Rosenberg®”. The instability is driven by ions streaming along the mag-
netic field. The emphasis is on the case where the dust has large thermal speed and
where the lon drift speed is less than the ion thermal speed.

The most important hydrodynamic instabilities are the Kelvin-Helmholtz (K-H)
instability, which occurs, when the character of the equilibrium of a stratified hetero-
geneous fluid is considered in which the different layers are in relative motion. When
two superposed fluids flow one over the other with a relative horizontal velocity, the
K-H instability of the plane interface between the two fluids occurs. K-H instabilities
can, for instance, be induced when wind is blowing over a water surface. D’Angelo
and Song® considered the effect of either negatively or positively charged dust on
the K-H instability in a magnetized, low § plasma with shear in the ion field-aligned
flow, using a multifiuid analysis. The dust was assumed to be immobile and of uni-
form mass and charge. The charged dust alters the critical shear for the onset of
instability from that in an electron-ion plasma., where the relative speed between
adjacent flows of the order of the ion sound speed is required for instability. The
critical shear increases with dust charge density in a plasma with negatively charged
grains and decreases with dust charge density in a plasma with positively charged

grains. Bharuthram and Shukla®® have examined the KH instability in magnetized
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dusty plasmas and found that the nonlinear stationary state of the KH instability in
dusty plasmas can be represented as coherent dipolar vortex structures. Rawat and
Rao'® investigated KH instability in a magnetized dusty plasma driven by shear flow
in dust ﬂﬁid. It is found that relative velocity between adjacent layers of the dust
fluid should be of the order of the dust-acoustic wave phase speed in order to excite
the KH instability. Singh et al.l®! have examined K-H instability by considering the
dust charge fluctuations in a dusty plasma. The transverse shear in the flow parallel
to the magnetic field is considered. The instability is found to grow for limiting wave
numbers for a particular value of shear velocity. The effect of adiabatic dust plasma
pressure is to enhance the growth rate of the instability. For dense plasma, growth
of the instability is affected by the presence of dust charge fluctuations. Luo et al.!02
have investigated experimentally the effect of negatively charged dust on the KH in-
stability in a magnetized cesium plasma. The dust generally has a stabilizing effect
on the instability, although, in some cases, the addition of negatively charged dust
into the plasma results in a slight increase in the instability fluctuation amplitude
which are in general agreement with theoretical predictions.

A prominent example of the Raylieigh—Taylor (RT) instability is seen in astro-
physical dusty plasmas. In particular, they may result in filamentary structures in
molecular clouds and in density condensations in accretion disks, where they may
influence the planetesimal formation in protostellar dust layers. D’Angelo'® has
studied the influence of very heavy dust grains, that do not participate in the dynam-
ics, on ion RT modes in a situation where the magnetic field acts as the light fluid
that supports the plasma. He found that negative dust charges have a stabilizing
effect, while the opposite is true for positively charged dust. The influences of dust
dynamics and charge fluctuations on RT modes have also been studied quite exten-
sively by Jana et al.!% and have found that the combined effect of dust dynamics

and charge fluctuations significantly reduces the range of unstable wave numbers for
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the Rayleigh-Taylor mode. A hydrodynamic instability triggered inside the complex
plasma cloud has been found by Morfill et al.’%. In their experiment, microparticles
along the surface of a plasma crystal are investigated. If the surface is flat, the flow
is stable and laminar and the particle trajectories are almost parallel to the plasma
crystal surface, showing almost no deformations. If the surface of the plasma crystal
is curved, a mixing layer is formed between the owing region and the crystal. This
layer becomes unstable and the particle trajectories are deformed. The cause of this
is the centrifugally driven Rayleigh-Taylor instability, arising at the interface between
the stable and the owing microparticles.

Another such mixing layer has been observed at the interface of a fluid flow of
microparticles around an obstacle and the wake behind this obstacle!®® which has
been interpreted as a new type of nonlinear collisional instability.

Recently, Veeresha et al.l%7 have studied about low frequency stability of a dusty
plasma with a nonuniform mass and charge distribution of the dust component. In
their study it is shown that the inverse stratification of the dust mass density in a
gravitational field may lead to a Rayleigh Taylor like instability, which can produce
an incompressible flow pattern of spontaneously rotating dust plasma fluid in the
nonlinear regime. Very recently, Sen et al.!%® have developed a non-local theory
to study the Rayleigh Taylor instability in an inhomogeneous dusty plasma in the
presence of a uniform magnetic field. Using the fluid equations and the dynamics of
charged dust grains, they have derived an eigen-mode equation to study the stability
of the mode. In their study, typical space parameters in the vicinity of Saturn are
used to investigate the stability of the mode. From their study the growth rate of
the Rayleigh Taylor is found to be drastically higher in a dusty plasma than in a
pure plasma. This might have a wider consequence in explaining the origin of low
frequency modes in various situations in the space atmosphere.

Low frequency drift instability in a dusty magnetized plasma were studied by
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Rosenberg and Krall'®® with negatively charged grains in which there is an electron
density gradient and dust density gradient opposite to each other. Frequencies less
than the ion gyrofrequency but much larger than the dust gyrofrequency are consid-
ered. They have analyzed the results of their theory on the basis of data available from
the spoke regions in the B-ring of Saturn. The ring edges in spoke region appear to
be unstable to this instability. Another possible application may include future artifi-
cial dusty plasma experiments in the Earths ionosphere using Space Shuttle exhaust.
Rosenberg and Shukla!'® have made further study on low-frequency drift instabili-
ties in a strongly magnetized collisional dusty plasma in the dust acoustic or dust
lower hybrid frequency regimes. They assumed that the ions and electrons are mag-
netized, while the negatively charged dust grains are collisional and non-magnetized.
A situation is considered in which the negatively charged dust is spatially localized,
creating an electron depletion or electron ‘hole’, with an electron density gradient
in the opposite direction to a dust density gradient at the boundaries. Under such
circumstances, drift instabilities in the DA or DLH frequency regimes can be driven
by the electron diamagnetic and F x B cross-field drifts. Using parameters repre-
sentative of possible laboratory conditions, it is found that the critical drift for such
drift instabilities can be lower than that for the excitation of a low-frequency Hall
current instability, which is driven primarily by the ion Hall current. Previously, a
DA drift instability was considered in a nonuniform collisional dusty magnetoplasma
such that the electrons are magnetized, while the ions and dust grains are collisional
and non-magnetized, which may be characteristics of dusty plasmas in the E-region
of the Earth’s ionosphere!!!.

Tsytovich et al. have studied about influence of dust drift instability in edge toka-
mak plasma. They have shown that the new type of drift instability is generated in
presence of dust grains. The growth rate of this instability is found to be compara-

ble or much larger than the usual drift instability, even for low dust density. This
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new instability may be a cause for increase of anomalous diffusion. The phase shift
between the charge density on the dust and particle density variation in the drift
modes lead to onset of this new type of instability. It has a very low critical value of
characteristic dust charge parameter. Whether this critical value is really exceeded
in the tokamak SOL plasma is an experimental question.

Ionization instability (IA) in a dusty plasma in which the neutral gas is ionized
by a constant flux of energetic electrons with energy slightly above the ionization
energy has been examined by D’Angelo!!?. The presence of negatively charged dust
increases both the frequency and the growth rate of the IA wave excited through the
ionization instability. The DA mode, even in the absence of ion-neutral collisions,
lon-viscosity and neutral gas drag on the dust grain, is always damped. Shukla and
Morfill''3 have argued that an ionization instability may excite the DA mode. The
results of D’Angelo on the DA wave excitation are at variance with results obtained by
Shukla and Morfill. Later, as a possible mechanism of excitation of the DA ionization
instability the effect of ion drag on negatively charged dust grains is considered!!4.

In the magnetic fusion literatures, Ballooning modes are known as driven insta-
bility. This mode may be responsible for the plasma depletions observed by Voyager
II in the Jovian magnetospheres. Shukla et al.'’> have studied about the linear and
non-linear properties of drift-ballooning modes in the presence of an equilibrium elec-
tric field and stationary charged dust grains. It is found that the presence of these
two contribute to the stability of the ballooning mode. It is shown that the non-
linear coupling between finite amplitude drift-ballooning modes give rise to different
types of coherent vortex structures, which can affect the transport properties of an
inhomogeneous magnetized plasma.

Recently, Piel et al.}'® presented experimental evidence of dust density waves
propagating at an arbitrary angle with respect to the ion flow direction in a collisional

dusty plasma under microgravity conditions. Here, a dissipative instability driven by
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an ion beam plays a crucial role in exciting the dust density waves.

1.2.6 Dust plasma crystal:

Plasma crystal is the solid phase of the dusty plasmas. The study of plasma
crystal formation provides a tool to understand the physics of crystal in solid state and
the properties of strongly coupled plasma. Plasma crystals are regular arrangement
of fine dust grains like an atomic crystal, where the “atoms” are represented by the
highly negatively charged and highly ordered dust grains and the “electrons” by the
mobile plasma ions and electrons. When dust particles interspersed in a plasma have
a high enough ratio of interparticle potential energy to average kinetic energy, they
form plasma crystal. Plasma crystals were originally theorized in the 1980s and were
first observed in laboratory in 1994.

The Coulomb crystals in dusty plasma exist in various systems, such as astro-
plasma, industrial plasma processing, laboratory discharge, etc. The study of plasma
crystal provides a useful tool for investigating lattice defects, dislocations, the ther-
modynamics of lattices with and without defects, interaction with waves, resonances
etc.117.

Plasma crystal formation is the result of several long-range coulomb interactions
that occur in complex plasma. Such interactions include charging of dust parti-
cles, Debye screening, ion drag, ionization, thermophoretic force, Coulomb collision,
Shadow force and polarization. Coulomb interactions cause particles to become or-
dered into plasma crystals. Plasma crystals can be described by their thermal energy,
inter-particle spacing, Coulomb interaction energy, particle charge, particle density,
ion density and particle radius. Plasma crystal structure can be classified as hexag-
onal close packed (hcp), face centered cubic (fcc) or body centered cubic (bec) ete.
depending on the arrangement of the particles. Like regular matter, plasma crystals

can take on “solid”, ‘liquid” and “gaseous” phases. The four plasma crystal phases



Figure 1.4: (a) shows Crystalline phase, (b) and (c¢) show ‘flow and floe’ state' '™ .

are labelled as crystalline (solid), flow and floe (melting stage), vibrational (liquid)
and gaseous. The crystalline phase is characterized by long-range order. The flow
and floe phase is characterized by short-range order. The gascous phase lacks order.

The Coulomb coupling parameter I' is the ratio of interparticle potential energy
to thermal (or kinetic) energy that determines the degree of order of a plasma crystal:

P Einterparticle o
I's= T KE (1.2.31)
Depending on the strength of I', dusty plasma can be characterized as follows:

o ' < 1 Weakly coupled (gascous state).

e 1 <T < 170 Strongly coupled (liquid state).

e [' > 170 Strongly coupled (solid state).

Another controlling parameter of plasma crystal formation is the screening constant,
defined as K = A(—In’ where, a is the mean-interparticle distance and Ap is the Debye
length of the background plasma.

In Yukawa system the phase diagram (Fig.1.5) shows that the critical value for
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Figure 1.5: Phase diagram of Yukawa dusty plasma system in I' — k plane.

solid-fluid transition strongly depends on the screening strength. The melting line
increases almost exponentially with x. The melting line of Yukawa system is approx-
imated by an effective Coulomb coupling parameter I'..;y = 'exp(—&), where, it is
assumed that the melting line exactly increases exponentially with increasing k.
The charge on a dust is 1im'ited when all electrons are bound to the dust, i.e.
Ziton = eT’Z—;, where, n; and ny represent number densities for ion and dust particle.
It is interesting to find out the condition for values of the ion and dust density for
Wigner crystallization. The ion density affects both the screening length Ap and the
dust charge limit. High ion density leads to increase in dust charge limit but at the

same time causes strong screening.
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Figure 1.6: Existing diagram of Wigner crystal.

The dust density on the other hand affects the dust charge limit and the inter-
particle distance. An increase in dust density results in lowering of maximum charge
on dust but small inter-particle distance, which increases high coupling. Both pa-
rameters have counteracting effects. Taking into account both these effects, Wigner
crystallization should be possible in the dark area ABC as shown in Fig.1.6.

In 1986, Hiroyuki Ikezi''® predicted that dust particles in plasma could acquire
enough charge such that I' is large because of high density and small inter-particle
spacing. The suspended dust particles due to their mutual Coulomb repulsion, can
organize themselves into spectacular crystal-like arrays.

The formation of dust crystals has been demonstrated in several experiments
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and simulation. Dust crystals can be easily generated in rf discharge plasma. The
observations of Coulomb crystals in dusty plasma were reported for the first time by
two groups, one by Chu et al.}?® and the other by Thomas et al.'?!. In the experiment
done by Chu and I, the strongly coupled dusty plasma was formed by suspending
negatively charged SiO; fine particles with 10 pm diameter in weakly ionized rf
Ar discharge. Coulomb crystals were observed by using an optical microscope. In
the solid state, bcc, fce, hep and hexagonal cylinder structures were observed. The
hexagonal cylinder is an interesting structure. The vertical particle alignment of the
hexagonal cylinder structure is caused by the downstream ion flow induced vertical
dipole. Horizontally, the system has triangular lattice structure. Particles along the
same chain move together. It forms a quasi two-dimensional (quasi- 2D) structure.
From the optical microscope mounted on top of the dusty plasma system, structures
and motions of dusty particles at different state are easily observed and tracked.
In their experimental observation of macroscopic Coulomb crystals, Thomas et al.
investigated the structure of a cloud of charged particles levitated in a weakly ionized
plasma. They did a numerical analysis of the image obtained from experiment and
found that the observed particle structure is crystalline, which is consistent with a
large value of the Coulomb coupling parameter.

The experimental observation of dust crystal has led to the basic question regard-
ing the physical processes and corresponding to that, potentials that are responsible
for binding together and arranging the dust grains in regular crystal-like arrange-
ment. The primary condition for any self-organization in a many particle system is
that the potential due to nearest-neighbor forces be greater than the thermal energy
of the particles. The interaction among the plasma particles is mainly dominated by
Debye-Hiickel potential.

122

Hayashi and Tachibana*““ also observed a 3D dust cloud in rf plasma system. They

investigated growth of spherical and mono-disperse carbon particles in a methane
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plasma and found that the phase transition occurred when particle diameter becomes
1.3um and the Wigner-seitz radius was about 90um. The 2D dusty plasma crystal
with only 2-3 layers of dust suspended on the bottom electrode is also found by
another group!?®. The melting of this kind of 2D crystal with only 2-3 layers of
dust exhibits some special phases which are different from the ordinary 2D melting
process. For example, a chain-like hopping process can start from some place, then
disappear at a few ‘a’ (mean interparticle spacing) away. It implies that, there must
be some mechanisms for the large compressibility of their 2D lattice, e.g., the vertical
migration of the few layers mono-dispersive dust particles. Particle motion in vertical
direction is possible according to their experiment.

The hexagonal cylinder lattice, which dust particles line up vertically, is also found
especially for the large dust particles'?®. The attractive force in the vertical direction
is so large that particles along the same vertical chain move together. A quasi-2D
crystal with triangular structure in the horizontal plane is formed. The background
plasma fluctuation plays a key role in the melting of the crystal. It randomly drives
particles and destroys the ordering. Its amplitude can be increased as the rf power
increases.

Fortov et al.'?®, formed a quasi-crystalline structure using hollow thin wall spher-
ical glass grains with diameter 50 — 63um in the standing striations of a stationary
glow discharge in Ne plasma. The crystalline structure did not occurr in the cathode
sheath, but in the standing striations where the electric field intensity and the elec-
tron density both were high. Later, Nunomura et al.'?® formed plasma crystal in the
DC Ar plasma sheath boundary at a very low pressure, generated by DC discharge
between the hot filaments and the grounded vessel. A hexagonal structure of spher-
ical grains of radius 2.5um was formed on horizontal plane. In another experiment,
Agarwal et al.!?” formed Coulomb dust cloud using spherical alumina dust grain with

diameter 50 — 120pm in the sheath boundary of hollow cathode DC plasma. They
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Figure 1.8: Experimental set-up for dusty plasma crystal'’8.

attributed it to additional attractive force between the grains.

One major advantage of studying Coulomb crystal in dusty plasma is due to the
fact that it can be easily produced. The properties of these crystals can be studied for
a wide range of conditions by controlling the parameters like neutral gas pressure, rf
power and type of gas and particles. Plasma crystal structure can be visualized with
a CCD camera by illuminating the lattice layers with laser light. Particle positions
can be stored on a video recorder with a high temporal and spatial resolution.

The study of phase transition is of great interest for condensed matter physics.
It is very difficult to understand the mechanism of phase transition for real atomic
or molecular systems. Dust crystal formation in strongly coupled plasma may be
a very important platform to study the phase transition from crystalline to liquid

and from liquid to gaseous state, self-organization etc. Detailed imaging and fine



time resolution provides a good opportunity to study this process. Quinn et al.!?®
attributed that the phase of the plasma crystal can be determined by calculating the
pair correlation function g(r) and the static structure factor. In their experiment
Chu et al.1?® showed that a change in discharge parameters can decrease the relative
strength of the Coulomb coupling and as a result of it the highly ordered crystal can
be easily melted to the disordered liquid state. In the investigation of phase transi-
tion, Morfill et al.'?® have performed melting experiments from plasma crystal to its
liquid and gaseous phase. They have observed a new intermediate phase, the so-called
flow and floe stage between the solid and liquid phases. This has not been detected
in normal phase transition from solid to liquid state. The flow and floe!'® state is
characterized by the co-existence of islands of ordered crystalline structure (floes)
and systematic directed particle motion (flows) and then vibrational followed by a
disordered state. Vibrational state is more orientationally ordered structure, where
vibrational amplitudes, thermal energy and vertical migration of particles increase
and the translational order decreases. Beyond this, on further decrease of neutral gas
pressure, particles attain a disordered state. It is characterized by complete vibra-
tional and horizontal migration. There is no distinct translational or orientational
order in this state. Thermal energy increases and the Coulomb parameter I" reduces
to a value of the order of unity or less. Melzer et al.!3® showed that plasma crystal
exhibit phase transition either by increasing the rf power or by decreasing neutral gas
pressure.

In simulation of Zheng and Earnshaw!3!

it was observed that when the rf power
was raised, dust grains moved more randomly. Many of these randomly moving
grains appeared to have no equilibrium positions and cause melting of plasma crystal.
Hayashi and Takahashi!3? observed a melting transition of 3D plasma crystal due to
a change in the direction of force. They further quantitatively analyzed their results

using the Monte-Carlo simulation. Nefedov et al.}33 proposed a model for the random
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motion of dust grains. They suggested that an anomalous increase in the part of the
kinetic energy of these dust grains, cause the melting transition. They have verified
their model with experimental results of Melzer et al.*°.

In determining the triple point, Hamaguchi et al.}3* applied molecular dynamics
simulation of Yukawa system to strongly coupled plasma. They obtained the tran-
sition temperatures as functions of the screening parameter. Hammerberg et al.’®®
used MD simulation to stud); the formation of dust crystals in three dimensions.
In their study, the grain interaction potential consisted of three items: spherically
symmetric Debye-Hiickel potential, an asymmetric wake potential and an effective
external trapping potential necessary to model grain dynamics consistent with labo-

ratory experiments. Kharpak et al.!3

experimentally investigated the compressional
waves in a complex plasma under a micro-gravity condition, where they observed the
separation between two-species grains. It is of interest to study the behaviour of a 3D
dusty plasma in the strongly coupled regime with the presence of dust with different
parameters.

Plasma crystals of fine melamine formaldehyde dust grains of about 8.9um diam-
eter, suspended in the sheath of rf discharge, rotate under the influence of a vertical
magnetic field has been studied by Konopka et al.**. Depending on the discharge
conditions, they have observed two cases: a rigid body rotation and a sheared rota-
tion. The dust grains reversed the direction of motion when the discharge voltage was
sufficiently increased. A theoretical model based on azimuthal ion drag was proposed
to explain the cluster rotation in a constant magnetic field. An experimental study
of fine particles in magnetized plasma was done by Sato et al.'*®. They found that
fine particles rotate in the azimuthal direction on the horizontal plane in presence
of a magnetic field applied in the vertical direction. The strength of the magnetic
field was varied between 0.4 kG (weak) and 40 kG. With an increase of the magnetic

field, the rotation speed increased, being followed by subsequent saturation. In their
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Figure 1.9: Rotation of dust particles in the azimuthal direction on the horizontal
plane in presence of magnetic field applied in the vertical direction!3®,
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experiment, the rotation is induced under the condition that the particles are strongly

139 on the otherhand,

coupled with very small inter-particle distance. Uchida et al.
studied the wave dispersion relation in a two-dimensional strongly coupled plasma
crystal by using both theoretical analysis and molecular dynamics simulation taking
into account a constant magnetic field parallel to the crystal normal. Recently, Hou
et al.}9%14! have developed a 2D-fluid model for a self-consistent treatment of the rf-
sheath dynamics over a non-flat electrode with the perpendicular uniform magnetic
field and have used it to simulate the formation and rotational behaviors of 2D dust
plasma crystals.

Law et al.}4? observed rotation in plasma crystal induced by the biased probe
immersed in a plasma in absence of magnetic field. It was suggested that ion wake
fields generated due to the biased probe, giving rise to the space charge accumulation.

Arp et al.!¥® have discovered “Coulomb balls”, i.e. spherical particle clouds, in
which hundreds or thousands of identical particle spheres are arranged in nested
crystalline shells. Similar shell structures have been found in the halos of elliptical
galaxies. As many as 20 shells have been discovered around one bright galaxy. It may
be possible that the concentric shells in Coulomb balls of plasma and dark matter
halos are controlled by similar mechanism of magnetic plasma. Magnetic plasma is
pervasive throughout the universe.

The detailed knowledge about formation of Coulomb crystal in strong magnetic
field may also be very useful in understanding certain phenomena in some astro-
physical objects. Cores of white dwarfs and envelopes of neutron stars are ideal for
formation of Coulomb crystals. The properties of Coulomb crystal may influence
their pulsation frequencies, electron-phonon scattering and hence transport proper-
ties of their matter etc. Warm neutron' staris with ultra strong magnetic fields, known

as magnetars emit radiation in all ranges of electromagnetic spectrum?4. They are
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Figure 1.10: Repulsion and attraction for particles with a dipole moment; the 4 and
- sign denote the charge imbalance between upper and lower side of the particle.

found to be source of quasi-persistent X-ray emission and giant bursts. These mag-
netars with high density may be suitable for Coulomb crystallization of charged dust
particles. Proper investigation of Coulomb crystals in magnetized plasma may be
very useful for understanding the mechanism of complex phenomena going on in
magnetars.

Dust grains levitated in plasma also interact with each other through dust-dust at-
traction and they inturn give rise to ordered structure formation. Several mechanisms
have been proposed to explain the causes of dust-dust attraction. They include elec-
tric field induced dipole interaction, asymmetry of charge between leading and trailing
hemispheres of a dielectric grain in the flowing plasma, polarization of Debye sheath
around the grain by external potential. Other mechanisms are based on focusing of
ions flow in the sheath by dust grains, wake potential in the plasma, balance between

attractive dipole-dipole field with repulsive monopole field, shadowing effect of one
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Figure 1.11: The ion weak potential in an ion flow. Downstream of the particle
an oscillating potential is formed with alternating attractive (¢, > 0) and repulsive
(¢. < 0) regions.

dust grain on the other, etc. When the dust grain sizes are large, there appears to be
a strong intergrain attractive coupling which leads to the formation of distinct grain
column along the sheath electric field. Mohideen et al.’*> attributed this to an elec-
tric field induced dipole-dipole interaction between the dust grains. Two mechanisms
of dipole formation are possible: Induced dipoles by polarization due to the sheath
electric field and the differences in the charging currents to upper and lower side of
the particle may result in dipoles. The dipole-dipole interaction between the particles
then results in attractive force component for vertically aligned pairs and a repulsive
interaction for particles in the same plane. The attractive dipole-dipole force may be
responsible for subsequent formation of dust structures and planetesimals. However,

for small particles, this dipole effect is very small compared to the repulsion of the
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particles. The possibility of dipole-dipole interaction was also proposed by Lee et
al.16 by the analysis of phase diagram of coulomb crystals. The sheath electric field
can also induce polarization on the dust grains with dipole moment P = 4regErs,
where 7,4 is the radius of the dust grain. It is clear that the dipole moment is very
sensitive to the grain size and have a cubic dependence on it.

1.147 have proposed that collective interactions involving very low-

Nambu et a
frequency electrostatic waves in dusty plasmas can give rise to an oscillatory wake
potentiall®®, which may cause grain attraction. It was assumed that the dust particles
excite ion-acoustic waves of all frequencies in the ion stream. The oscillating wake
field arises due to the resonance interaction between the DIA and DAW and a test
charge that moves with a speed close to the dust ion acoustic or dust acoustic speeds.
The oscillating ion wake potential ®. downstream of the dust particle is created with
an alternating sequence of regions with enhanced positive and negative potential. The
potential is attractive when ®, > 0. This ion wake provides the attractive force that
explains the vertical ordering of particles as shown in Fig.1.11. This mechanism is
similar to cooper pairing of superconductors, in that the dust particle polarizes the
surrounding medium, the plasma, which in turn leads to attraction of other particles.
However, this model does not fully describe the dynamic behavior of plasma crystal.

Hou et al.'* have performed MD simulation to illustrate the effect of Overlapping
of Debye spheres (ODS) on properties of dusty plasmas. Like Shadowing force, ODS
around dust grains produce an attractive force between them. Baruah et al.’®% have
observed a clear difference between the effect of attractive potentials and Debye-
Hiickel interactions in crystal formation. The results of their study show a better

agreement to the real experimental situation in case of the attractive potentials.



Chapter 2

Dissipative Drift Instability in
Dusty Plasma

An wnvestigation has been done on the very low-frequency electrostatic drift waves
mn a collistonal dusty plasma The dust density gradient 1s taken perpendicular to
the magnetic field 1_33, which causes the drift wave In this case, low-frequency drift
wmstabilities can be driven by E X E; and diamagnetic drifts, where El) 18 the perturbed
electric field Dust charge fluctuation s also taken into consideration for our study
The dust- neutral and won-neutral colliston terms have been included in equations
of motion It 1s seen that the low-frequency drift wnstabilsty gets damped wn such a
system Both dust charging and collision of plasma particles with the neutrals may
be responsible for the damping of the wave Both analytical and numerical techniques

have been used while developing the theory

2.1 Introduction:

The presence of micron sized dust particles adds a new dimension to two-component
plasma Various interesting phenomena occur in addition to normal wave modes and

wnstabilitics, due to the presence of dust particles Dust-acoustic wave®®, Dust lattice

62
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wave®! are few such examples. The dust particles are relatively massive compared
to electrons and ions and they may acquire a large negative charge and these two
properties make them very special.

In the near past, the study of various low-frequency phenomena in dusty plasma
has received much attention. The dust dynamics plays the key role in supporting
these modes. Chu and I% reported about a very low-frequency (= 12H z) mode with
a wavelength of about 0.5 cm, which was detected in the motion of their strongly
coupled charged grains. A study done by Praburam and Goree® revealed the exis-
tence of a pair of very low-frequency modes, termed as filamentary and great void
modes. Rao et al.%® predicted for the first time the existence of Dust Acoustic Wave
(DAW) in dusty plasma. The DAW'propagates as the normal mode when the phase
speed is much larger than the dust thermal speed. Interpretations of DAW exci-
tation in experiments have typically relied on collisionless inverse Landau damping

mechanism®%%7

. However, a closer examination of experimental conditions revealed
that waves are often excited when there is a significant background pressure of neu-
trals. It is therefore important to study the wave excitation theories into the collisional
regime. In magnetized, homogeneous dusty plasma, the presence of charged dust can
affect the electrostatic waves such as acoustic wave, electrostatic ion cyclotron waves
and lower-hybrid waves”.

The effect of charged dust on the propagation of low-frequency electromagnetic
waves has been investigated by Pilipp et al. It was seen that the dispersion rela:tion
of such waves is significantly altered only near the dust gyro-frequency at which
frequency, the waves are in resonance with the grains and hence can be damped
by them. Rosenberg® investigated ion-acoustic and dust-acoustic instabilities using
Vlasov theory for electrons, ions and dust of uniform mass and charge.

The study of drift instability is of great interest in plasma physics. Rosenberg

and Krall'® have done detailed study on low frequency drift instability in a dusty
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magnetized plasma both in presence of electron density gradient and dust density
gradient opposite to each other. Possible applications of their results to dusty space
plasmas are also discussed. Their study has motivated the present workers to study
low-frequency drift instabilities taking into account the effect of collision of dust and
neutral particles. Kaw et al.}®! have investigated instabilities of dust acoustic waves in
a plasma with a significant background pressure of neutrals. They have demonstrated
that the recombination of the background electrons and ions on the surfaces of dust
particles and the momentum loss of ions to neutrals in the presence of a relative ion-
dust drift act as new processes promoting the excitation of dust-acoustic instability in
a collisional plasma. Ivlev et al.'®? have made study on acoustic modes in a collisional
dusty plasma taking into account the influence of ion-neutral collisions, ion drag, and
neutral friétion. They have assumed that the frequency of ion-neutral collisions is
greater than the frequency of ion dust collisions and have derived some interesting
results.

It has been shown that the properties of the dissipative drift wave can be modified

3 owing to the modification of the equilibrium

in the presence of charged dust grains!®
quasi-neutrality condition and the dust particle dynamics. Dust charge fluctuations
can also modify the properties of electrostatic drift waves. Using a kinetic approach,
Benkadda et al.!® have estimated the growth rate of a new type of drift instability,
driven by the process of dust charging. From their study they have found that the
growth rate is comparable to or much larger than the usual drift instability, even for
a low dust density. By continuing this study using a hydrodynamics approach they
have seen that a high rate of dissipation due to the charging of dust particles take
place’® | which produces a high nonadiabaticity in the longitudinal electron motion
which increases the range of unstable drift waves. Very recently, Shukla et al.??®

have investigated the existence of the drift dissipative instability in a non-uniform

magnetoplasma whose constituents are the electrons, positive ions, negative ions and



65

negatively charged dust grains that are stationary and non-uniformly distributed.
They have given a fluid theory description. They have reported that the presence
of the negatively charged, massive dust grains affects both the drift wave frequency
and the growth rate of the drift dissipative instability. The dust particles may be
spatially localized in laboratory dusty plasma. There may exist gradients in density
of charged plasma species at the edge of the dust cloud in order to maintain overall
charge-neutrality. In presence of a magnetic field, such plasma may lead to drift
instability.

In this chapter, low-frequency dissipative drift instability is investigated in a
plasma system consisting of electrons, ions, dust particles and neutrals on the ba-
sis of fluid theory. For the completeness of the theory, self-consistent fluctuation
of charge on dust particles is also incorporated. The dust particles are like sinks
of plasma particles. The dissipative effect arises due to charging of dust grains by
plasma currents. The inhomogeneity in dust density in a direction perpendicular to
the magnetic field E; gives rise to drift wave. Electron density gradient is also taken
into consideration along x-direction. If there is a feedback mechanism, then a drift
instability occurs and the plasma becomes unstable. On the otherhand, in presence
of collision and other dissipative effects, the wave damping might occur. The attempt
has been made to study the effect of dust density gradient and ion- neutral collision on
the damping of drift mode for low frequency regimes, where characteristic time scale
is governed by dust inertia. The wave dynamics is governed by the relatively heavy
dust grains. The theory is tested in a typical laboratory dusty plasma device. It is
assumed that the perturbed electric field is constrained so as to produce negligible
magnetic perturbation, so that the drift wave may be assumed to be electrostatic.

Many astrophysical plasma and plasma processing situations have significant amount
of neutral pressure. In such cases collisionless theory is no longer valid. Experimental

observations also reveal that the waves are often excited when there is high neutral
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pressure’®. It is therefore necessary to consider full equation of motion for plasma -
species including the collisional terms instead of considering them as Boltzmann fluid.
In this study we have considered full equation of motion for plasma species including
dust taking into account ion-neutral collisional term. Effect of ion-neutral collision
frequency is investigated on low-frequency drift wave.

The theoretical model and equations are discussed in section 2.2 of this chapter.
Section 2.3 deals with the dispersion relation. In section 2.3, analysis of the general
results are given along with discussion. The conclusions are summarized in section

2.4.

2.2 Theoretical model and equations:

We are interested in studying the low frequency drift wave in a dusty plasma
consisting of electrons, ions, neutral particles and negatively charged dust particies
both in presence of electron and dust particle inhomogeneity and collision between
ions with neutral particles and dusts with neutral particles. The negatively charged
dust particles have density gradient along -z direction (Fig.2.1). Since electrons are
more mobile than the ions, more electrons are absorbed on the dust surface than ions.
Hence an electron depletion takes place which results in an electron density gradient
along + x direction. lon density inhomogeneity may be neglected in this case. Overall

charge neutrality implies that
dne dng

= —Lg—

dz dz

Where, it is assumed that the variation of Z; with ny (and therefore with z) is small

compared with the variation of ng with z. Jon number density is assumed to be
uniform. An electric field EyZ arising due to an external field from the electrode

configuration confines the negatively charged dust.
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Figure 2.1: Schematic diagram showing the direction of magnetic field and density
gradients in dusty plasma.

The governing equations for dust particles are

ov — o = =Y = — —
MygNg (-%t' + vd.Vvd) = TLde (E + -’U_c; X B()) — Vpd - (’Ud - U n) MgNgVin
(2.2.1)
(9nd

where, my, ng, Uq are the mass, density and velocity of dust particles, pq is the dust
pressure, whereas vy, is the collision frequency of dust particles of radius ‘r;’ with

the neutrals of mass m,,, density n,, and velocity v, given as
Van = (47 /3) r2van, (M /ma)

The density gradient of dust particles in presence of the magnetic field gives rise to

diamagnetic drift. The expression for drift velocity can be obtained as

Vap = -5 oot Ty
By Qaondo Oz
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where, T} is the temperature of the dust species. Due to the external field Eg.Z, the
E’ B"—’ drift i — Eg
o X By drift 1s ug = — Y )
Theory of dust charge fluctuation is taken into consideration. The charge Q); on
dust is treated as dynamical variable responding to electron and ion currents driven

by self-consistent fields. The charging equation for dust particles is written as

dQa
il 2.
o I.+ 1, (2.2.3)
where
8T, e(Pp — @
I, = +mrie :nl [1 - (—I?I)BT_,—)}

I, = —wrﬁe\ / %neezp (——e(@é(;; Q)))

and ®y is floating potential, ® is plasma surface potential. &g is determined by the
condition that in equilibrium

IeO+IzO =0

Equation of motion for ions is given as
ov,

m.mn, (W + ﬁVE’) =n.e (ﬁ + 7, % 1—9_(;) — (V= Un) Mg (2.2.4)

where v,,, = n,0.,mc, is ion-neutral collision frequency, n, is the neutral density and

0w is the ion-neutral collisional cross-section and ¢? = %‘il
Continuity equation for ion is
%’;’ +V (7)) =0 (2.2.5)
Equations of motion for electrons are
MeNe <68_Et)e + EZV-@') = —nee (_ﬁ + g X Eo) - 61;6 (2.2.6)
where, epe =-T,Vn,.
e L 9 (nei) =0 (2.2.7)

ot
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Here, m.,n. and v, are the mass, density and velocity of the electrons respectively.

The governing equations for neutrals are

MM (% + EZV’UQ) = —(Vn~ V) Mpnplan — (Vi = Vo) Mty (2.2.8)
ony, —

The equations may be finally closed by Poisson’s equation given as

V2® = 47 [en, + Qana — en,) (2.2.10)

2.3 Dispersion Relation:

The normal mode analysis is used to solve the equations (2.2.1)—(2.2.10). We
consider that the low-frequency wave is propagating in the yz-plane such that the
perturbed quantities vary as exp (1k,§ + 1k,2 — wwt), where, k, < k,. Linearizing
equations (2.2.1)—(2.2.10) and taking Fourier transformation, we get the perturbed

parameters as

na = (@02, + @3 Fe + QosQar) [Qr () (23.1)

My = é (Qunai + QuEry + QuEr, + QuQal (2.3.2)

B ey = -fi (CorBry + Dat By (2.3.3)
Qui = %[A (1 + 20Quo) ] — ; (1 = byQuo) 7t (2.3.4)

Substituting these first order perturbed quantities into the linearized Poisson equation

V28, = 47 [ene1 + Qaona + Qainao — ena], we get the dispersion relation as

1+ Xe+Xxa+x. =0 (2.3.5)
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Here,
4mie
Xe = —kz_Ael_ (kyCe1 + k21 De1)
A7y Quao kyoy, kzaz)>]
W= | | kyQu k.Qa. +—
Xd k2 |:(LU—Q1) ( JQ1J+ Qd +nd0< ad ad
4me
Xy = _kg_ (kszy + szzz)

Where, the terms appearing in equations (2.3.1)~(2.3.5) are described in Appendix
A.

2.4 Analysis of the Results and Discussions:

We consider the limit w << v, and w < v4,. Then equation (2.3.5) reduces to
Crw® + Cow? + Caw® 4+ Cw® + Csw + C5 =0 (2.4.1)

Where, the coefficients C, (+ = 1,2, 3,4,5,6) are described in Appendix A. Assuming
w = w, + 17, equation (2.4.1) is numerically solved for following values of the param-

eters obtained in typical dusty plasma laboratories:

3 3

mg = 4 x 108%m,, npy = 5 x 10" m™3, ngp = 1 x 10" m™3, n, = 102 m3,
N =2.0x 10 m™3, T, ~0.7eV, T, ~ 3 eV, Ty ~ .03 eV, radius of the dust 74 ~ 10
um, By = 2 Tesla, Z4 =5 x 10% and o, ~ 107!* cm?. The normalized values of real
and 1maginary parts of frequency i.e. (wy/wpq) and (y/wpa) are plotted across kyApqg

in Figs (2.2 — 2.5), where

here, Ap. and Ap, are the electron and ion Debye radii respectively. The negative
values of 7 indicate a dissipative, collisional drift instability in the regime w,y <<

W << Wp-
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In order to see the role of density gradient scale-length on the dissipative instabil-
ity, (v/wpa) is plotted for different values of dust density gradient K = %ﬁ =1.7,2.0
and 2.3 respectively in the units of Ap; in Fig.2.3. It is seen that with the increase in
dust density gradient, damping of the wave decreases. Density inhomogeneity is the
driving force for drift instability. However, due to the presence of dust and collisions
‘between plasma particles with neutral, the wave is dissipated. This can be seen from
Fig.2.4 where, (v/w,q) is plotted for different values of ion-neutral collision frequency.
This clearly shows that larger is the collision frequency, more is the dissipation rate.
Low frequency drift mode gets damped in presence of high neutral pressure.

Fig.2.5 shows the dissipation rate of dusty plasma for different values of (%)
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Figure 2.5: ;ﬁ vs. kyApg, for T,/T, = 0.0125, 0.0145, 0.0175 respectively.

74



75

The charging frequency for dust particles may be given as'®®

2
wmrd

vV 27

where, vp, = \/T,/m, is the ion thermal velocity, 7 = %, z = Z4e*/r4T,. 1t is seen

Vep = (L+7+2)

from our calculations that larger is the value of T, /T higher is the charging frequency
and higher is the damping. Charging of dust particles leads to dissipation of drift

wave in plasma in the low frequency regime.

2.5 Conclusions:

We have presented a theory for low frequency dissipative drift instability in dusty
plasma. Drift wave in such plasma arises due to inhomogeneity of dust density in
presence of magnetic field. The dispersion relation has been obtained by normal
mode analysis. The electron density gradient is in opposite direction to the dust
density gradient. The drift wave gets damped due to self-consistent fluctuation of the
charge on dust particles. Another wave damping mechanism that is discussed here
is through ion-neutral collision. Our analysis clearly reveals that ion-neutral collision
plays a major role in the process of the wave getting damped.

The study of dissipative drift wave is important in the ionosphere plasma turbu-

lence, in astrophysical plasma and in edge plasma turbulence of tokamak.



Chapter 3

Molecular Dynamics Simulation of
Dust Crystal Formation

In this chapter, a discussion has been made on crystal formation n complex
plasma A molecular dynamics (MD) code 1s developed for this purpose and s used to
study the crystal formation of the system The wnteraction potential among the dust
grawns 15 taken as Yukawa type The structure of the complex system s investigated
by calculating Radial Distribution Function g(r) for different values of temperature,
density and size of dust grawns. It ws very wnteresting to know the effect of these pa-
rameters on phase transition wn complez plasma The long-range order 1s studied from
the plot of the strength of lattice correlation with tsme The phase diagram obtained
for the system shows the existence of three phases, sold(FCC), sold(BCC) and flurd

3.1 Brief introduction to Molecular Dynamics sim-

ulation:

Molecular Dynamics (MD) simulation 1s an immportant and powerful tool in the

study of large collections of atoms and molecules® This computational method
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follows the evaluation of a many-body system by tracking the trajectory of every
particle in the system by numerically integrating its equation of motion including all
the forces acting on the particle. From the resulting information on the variation
of the phase space (locations and velocities) of the particles, one can obtain the
macroscopic properties (statistical, thermodynamics, and transport) of the system.
The first simulation of a liquid was carried out by Metropolis, Rosenbluth, Rosen-
bluth, Teller and Teller on the MANIAC computer at Los Alamos, using the Metropo-
lis Monte Carlo method. The name Monte Carlo symulation had been coined earlier
by Metropolis and Ulam, because the method makes heavy use of computer-generated
random numbers, Almost at the same time, Fermi, Pasta and Ulam performed their
famous numerical study of the dynamics of an an-harmonic, one-dimensional crystal.
MD methods were originally conceived within the theoretical physics community dur-
ing the 1950s. In 1957, Alder and Wainwright performed the earliest MD simulation
using the so-called hard-sphere model, in which the atoms interacted only through
perfect collisions. Many important insights concerning the transport behavior of sim-
ple liquids emerged from these studies. The first MD simulation of a model of a “real”
material was reported in 1959 and published in 1960 by the group led by Vineyard
at Brookhaven, who simulated radiation damage in crystalline Cu. A major advance
appeared in 1964, when Rahman carried out the first simulation using a more realistic
model potential for simnulating liquid argon. The first MD simulation of a system of
complex molecules was done in 1974 by Stillinger and Rahman in their study of liquid
water!®®. The first protein simulations appeared in 1977 with the simulation of the
bovine pancreatic trypsin inhibitor (BPTI)*°. Much of the methodology of computer
simulations has been developed since then, although it is fair to say that the basic

algorithms for MC and MD have hardly changed since the 1950s.

Today in the literature, one routinely finds molecular dynamics simulations of sol-

vated proteins, protein-DNA complexes as well as lipid systems addressing a variety
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of issues including the thermodynamics of ligand binding and the folding of small
proteins. The number of simulation techniques has greatly expanded; there exist
now many specialized techniques for particular problems, including mixed quantum
mechanical - classical simulations, that are being employed to study enzymatic re-
actions in the context of the full protein. Molecular dynamics simulation techniques
are widely used in experimental procedures such as X-ray crystallography and NMR
structure determination. MD simulations can also be used for testing of novel sta-
tistical as well as dynamic models, such as the interaction potential between two
or more particles of certain type. Recently, MD simulation was employed to clar-
ify the plasma maser effect in the classical quasilinear theory of weak turbulence!®,
modelling of laser ablation of matter!®!, investigating the dynamics and pattern be-
havior of granular objects such as sand and colloids!®? etc. Beside these, the study
of MD simulation involves a large variety of problems, including fundamental studies
of equilibration, tests of molecular chaos, kinetic theory, diffusion, transport prop-
erties, size-dependence, tests of models and potential functions etc.; in the field of
phase transitions, it involves the study of first and second order phase transition,
phase coexistence, order parameters, critical phenomena etc. MD simulation involves
the study of decay of space and time correlation, coupling of translation and rota-
tion, vibration, dielectric properties etc.; in the study of complex fluid, it can be
used to study structure and dynamics of molecular liquids, glasses, liquid crystals,
ionic liquids, films and monolayers etc.; MD simulation also can be used to study de-
fect formation a.nci migration, fracture, structural transformations, friction, molecular

crystals, epitaxial growth etc.63.

MD simulation can provide accurate information
about the relationships between the bulk properties of matter and the underlying
interactions among the constituent atoms or molecules in the liquid, solid or gaseous
state. The ever-increasing power of computers makes it possible to calculate ever

more accurate results about larger and larger systems.
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3.2 Development of code for the study of crystal

formation:

3.2.1 Equations of motion:

Molecular dynamics simulation consists of the numerical, step-by-step, solution of

the classical equations of motion may be written as,

m, = F, =Y —Vé(r,) (3.2.1)

where 1 # j and 7 = 1,2,3,...., N, 1, is the position vector of a particle denoted by
1, M, is the mass of the oth particle, F, is the total force on it, N is the total number
of particles to be simulated and ¢(r;,) is the inter-particle potential between the **
particle and the j* particle at a distance r,, =| r, — r, | apart. Molecular Dynamics
does exactly this even for very small N, or for complicated forms of ¢(r,,). Because
the classical N-body problem lacks a general analytical solution, in MD simulation
the trajectory of each particle in the system is followed by solving its equation of
motion.

Solving the above equations on a computer has the following limitations!64:
(1) The limitation of the time step being around a femtosecond to simulate materials,
so as to determine numerical stability.
(2) The number of atoms simulated is limited between 100 and 10%, depending on the
type of poéential used and speed of computers.
In pure MD there is no way to increase the time step above 10fs in atom systems
in any real material at ordinary temperatures (77 K and up). According to the rule
of thumb the atoms can not move more than 1/20 of the nearest-neighbor distance
during one time step. Usually Al is constant throughout the simulation in case of

ordinary equilibrium MD. But if during the simulation the maximum velocity of the
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atoms changes a lot then a variable time step can be used, so that it increases with
the decrease in the maximum velocity.
In MD simulation the physical properties of the system is governed by the total

interaction potential, ¢;.q1, Which can be expressed as

N N N N N
Brotar = DD _B(ry) + DD > d(rik) + o (3.2.2)
=1 3>1 =1 1>1 k>)

where ¢(r,,) and ¢(r,,,) denote the pair and triplet interaction potentials respectively.
Since the many-body interaction is usually either theoretically unknown or computa-
tionally too time-consuming, a practical approximation is to use the pair term alone.
Having specified the potential energy function the next step is to calculate the atomic
forces. Numerous numerical algorithms have been developed for integrating the equa-
tions of motion, including Verlet algorithm, Leap-frog algorithm, Velocity Verlet and
Beemans algorithm. Of these existing algorithms we use in our MD calculation the
efficient Velocity Verlet algorithm to find out particle positions and velocities at each
time step and according to which the new particle positions and velocities can be find
out as

r,(t + 8t) = r,(t) + §tu,(t) + %&?‘az(t)

wlt + 6t) = wi(t) + %Jt[al(t) T ay(t + 68)] (3.2.3)
where 6t is the time step of the integrator.

We introduce a set of dimensionless MD units in which all physical quantities
will be expressed, so that, instead of extremely small values normally associated with
the atomic scale, we can work with numerical values that are almost equal to unity.
Another benefit for using such units is that the equations of motions become simplified
and a single model can describe a whole class of problems.

Boundary conditions:

As mentioned earlier the computation time of MD simulation depends on the

number of atoms in the simulation, so one would want to use minimum number of
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atoms without compromising on the accuracy of the results. For this reason use of
boundary condition is important. To simulate homogeneous bulk systems, periodic
boundary conditions (PBCs) are used.

A system that is bounded but free of physical walls can be constructed by resorting
to periodic boundary conditions. Periodic boundaries is equivalent to considering an
infinite space-filling array of identical copies of the simulation region. To implement
this boundary condition two things have to be done.

1. In the first case, an atom which passes through a particular boundary face of
simulation region comes back on the opposite face.

2. In the second case, atoms lying within a distance 7. of a boundary interact with
atoms near the opposite boundary!%?.

Fixing macroscopic parameters:

Molecular dynamics simulations generate information at the microscopic level, in-
cluding atomic positions, velocities, individual kinetic and potential energies etc. The
conversion of this microscopic information to macroscopic observable such as temper-
ature, pressure etc., requires statistical mechanics, which provides the mathematical
expressions that relate macroscopic properties to the distribution and motion of the
atoms and molecules of the N-body system. Molecular dynamics simulations pro-
vide the means to solve the equation of motion of the particles and evaluate these
mathematical formulaes.

In the case of crystalline solids the initialization of atomic positions are defined
by the crystal symmetry and positions of atoms within the unit cell of the crystal,
which is then repeated to fill up the desired dimensions of the system. The initial
velocities are set by assuming a Maxwell-Boltzmann distribution for velocities along
the three dimensions by using Gaussian distributed random numbers multiplied by a
mean square velocity given by \/m in each of the three directions and verify

that the system has total momentum equal to zero. Therefore the initial temperature
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is fixed by the velocity distribution. The total energy of the system is given by the
sum of the total kinetic energy K Frqq the total potential energy PFErpgq of the

system given by
N

1
K Erotal = E 5" (W2, + 02, +2, (3.2.4)
1=1
N
PErota = Z¢t(rl) (325)
1=1

here, vz, , being the velocities, r being the positions of atoms, 7 being the index that
sums over all the atoms NV in the system and ¢,(r,) is the potential energy of the atom
due to all other atoms in the system. Depending on the type of ensemble simulated,
various macroscopic parameters of the simulation like temperature, pressure, specific

heat at constant pressure or at constant volume, etc. can be determined.

3.3 MD code for Yukawa crystal in dusty plasma:

Plasma is known to have disordered nature. Yet some regular crystal like arrange-
ment of particles is possible in dusty plasma when certain conditions are satisfied. A
dusty or complex plasma consists of micron-sized charged particulate in addition to
normal electrons and ions. It is well known that micron-sized dust particles immersed
in plasma acquire very large negative charge. If the kinetic temperature of the grain,
Ty << interaction potential (¢), the grains are strongly coupled and are self orga-
nized into a crystalline configuration. Ikezi'!® predicted that if Coulomb’s coupling

parameter, defined as
Z2 62

P=—<2-_ 3.3.1
dreqa KTy ( )

1
exceeds a critical value, I', ~ 170, Coulomb lattice may be formed. Here, a = ( 4ﬂ3nd) ’

is the mean inter-particle distance, Ty is the temperature of the dust grains. Besides
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this condition, the lattice parameter (the ratio of the particle separation to the Debye
length) has to be smaller than unity.

In this chapter, we intend to investigate the structural properties of a three-
dimensional (3D) dusty plasma system using molecular dynamics (MD) simulation.
In section 3.3.1, we are describing the theoretical model for our system. The results
of our study are discussed in section 3.3.2. Section 3.3.3 deals with the conclusions
drawn from the study. The dust grains are allowed to evolve according to Newton’s
law of motion with a model dust-dust Yukawa interaction potential. The structure of
the complex system is investigated by calculating Radial Distribution Function (g(r))
and the presence of long-range order. We are mainly interested to study how the dust
size, density and temperature affects the crystal formation and the phase transition

from fluid to solid and solid(FCC) to solid(BCC) states.

3.3.1 Theoretical Model:

We consider a 3D dusty plasma system of identical, spherical particles of mass my
and charge (J; immersed in a neutralizing background plasma. In such a system,
the interaction potential between the dust grains is usually described by Screened

Coulomb or Yukawa potential

B(rs) = 2 exp (—:—;) (3.3.2)

dmeery,

where, 7;; is the distance between two particles, Ap the Debye length of the back-

ground plasma defined as

(Ml

2= 2= -
q;in; €“Te
Ap = +
P (eoKB:n eoKBTe>
where, q;, —e, #;, N, T; and T, denote the ion charge, charge of electron, ion mean

density, electron mean density, temperature of ions and electrons respectively. We

assume that the mass, size and charge of all the grains are the same.
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To study this problem we have developed a Molecular Dynamics (MD) code by
learning and implementing the basic MD algorithm (Fig. 3.1), to observe the crys-
talline pattern formed by the dust grains, and then see the effects of different dust
parameters on phase transition.

Although different kinds of interaction potential may exist among the dust grains,
we have considered here the existence of an effective Yukawa potential only. In phys-
ically bounded or otherwise confined systems, different, kinds of regular arrangements
like crystals and clusters can be formed even if the inter-p;article interaction is purely
repulsive, because of the competition between physical packing and the repulsive in-
teraction force. The time scale of dust dynamics is very long, so that electrons and
ions can be treated as to be in local thermodynamic equilibrium. Therefore, it is suf-
ficient to simulate only one species of particles, whose interaction obeys an effective
interaction potential. This automatically accounts for the fast moving electrons and
ions in a time averaged manner.

In the MD simulation of a system of N number of charged dust grains, the equation
of motion of each of the N interacting‘ particles is solved numerically. The evolution of
the trajectory of each of the particles is tracked by integrating Newton’s law of motion
denoted by equation (3.2.1). In the present work, the simulations are performed with
686 particles for BCC crystal structure and 500 particles for FCC crystal structure,
under periodic boundary conditions, in a 3D cubic simulation box of side L. These
lattices are used as initial conditions. The interaction of a given particle, say 7 with
other particles 3 and the periodic images of particles ;7 in other neighbor boxes is
considered to calculate the electrostatic potential in the MD simulations. Each grain is
assigned an initial velocity (random in magnitude and direction) such that the average
kinetic energy corresponds to the chosen temperature T;. Velocity Verlet algorithm
is used to compute the new positions and velocities from the computed forces. In this

present problem, the space, mass, time, velocity and energy are normalized by Ap,
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My, \/%, \/% and KgTy. Here Ap is the screening length of the background
plasma, mgy is the mass of the dust grain, Ty is the dust temperature, K is the
Boltzmann constant. In this problem we use constant temperature MD to simulate
structural properties which is achieved by NVT (standing for controlled number,
volume and temperature) runs so that the system achieve equilibrium state. The
conservation of energy and momentum is verified to check whether the simulation is
self consistent, and can be used for new interaction models.

Normally, the thermodynamics of the system can be characterized by two di-
mensionless parameters. One is the Coulomb coupling parameter (I') defined as in
equation (3.3.1) and the other parameter is the screening constant

R= (3.3.3)

The parameter I' determines the possibility of formation of dusty plasma crystals.
Different parameters such as dust particle density, temperature, density of neutral
gas, particle size play very important role in deciding whether a dusty plasma will be
strongly coupled or not.

To find out structural correlation of the grains, pair correlation function g(r) is
calculated. It is the probability of finding a pair of particles at a distance r from a
chosen particle. One finds that
g(r) = 1lforr — oo
since one will always find a particle at large distances, and
g(r) = 0forr—0
since particles cannot come infinitely close to each other. Here, g(r) is calculated
by choosing one particle as a center point and counting the particles in concentric
spheres of definite radii around center point at regular intervals. This number in
each shell is normalized by the volume of each shell, which gives the average density

of atoms in the system, at the end of the simulation. For an isotropic system, this
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function can be averaged over angles-and this leads to radial distribution function
(RDF), that describes the spherically averaged local organization around any given

atom. Mathematically, in 3D this function is defined by

g(r) = %%(:2—2) (3.3.4)

where, V is the volume of the simulated region, N is the number of simulated particles,
and N(r,A) is the number of particles located in a shell of infinitesimal thickness A
from r — % and r + %. From the study of RDF, local structure of the grains can
be analyzed. The sharp RDF peaks indirectly indicate the existence of long-range
crystalline order.

In order to check the presence of lattice structure, long-range order is studied.
In a crystal, atomic positions exhibit this long-range order property, which means,
positionf repeat in space in a regular array or we can say that remote portions of the
sample exhibit correlated behavior. In a solid the atoms are strongly correlated with

each other, which means presence of long-range order. In order to test presence of

long range, the local density at a point r, can be expressed as

p(r) =3 8(r —1,)

and it’s Fourier transform is

p(k) = -]%[—Zexp(—z’k.r]) (3.3.5)

which represents the strength of lattice correlation. Here, k denotes the reciprocal
lattice vector of the ordered state, which can be any linear combination of vectors
appropriate for the expected lattice. So, k = (2%) (a1, by, c1), where, [ is the unit cell
edge and (a1, b1, c;) is the set of Miller indices appropriate for the expected lattice
structure. In our present work, if | p(k) |~ 1, we can conclude that the system is

almost fully ordered.
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3.3.2 Results and Discussions:

We have studied the structural properties of 3D: dust clusters by means of MD
simulation. In the present work we have identified solid, liquid and gas-like phases by
analyzing the pair correlation function. The effect of various dust parameters such
as temperature of dust grains, size of the dust grain and dust number density on it
has been studied. The code is tested for the présence of long-range order.

We have calculated g(r) for different initial dust temperatures for ny = 3.74 x 10*°
m=3,n, = 1.0x10% m=3 n, = 1.415x10¥ m=3, T, = 2320 K, T, = 300 K, r4 = 2.0um
and mg = 4.0 x 10~ kg as shown in Fig.3.2 and Fig.3.3. From the plot (Fig.3.2) we
see that the peaks of g(r) for different initial dust temperatures T, = 5K, Ty = 10K,
T, = 50K respectively are at the same locations, which means that the physical
structures of the dust clusters are similar. However, the height of the peaks for all
the three cases are different. It is because, at a low temperature, for the same r there
is };igher chance to find a dust pair than at a high one.

Fig.3.3 reflects crystalline, fluid, and gas-like states. In the solid state, for low
dust temperature (Ty = 5K), the peaks of g(r) are very pronounced and more peaks
can be identified which indicates presence of more ordered structure. The first peak
in g(r) plot is due to the neighboring particles, further peaks are due to the next
neighbors. In the liquid state (T; = 500K) one pronounced maximum is found,
which correspond to the nearest neighbor distance. This corresponds to an ordering
at small distances. For T, = 7T000K, the pair correlation is almost flat, which means
no correlation among dust grains exists at all and we can conclude that the dust
system is now in gas-like state. In this phase, the particle velocities are very high and
as a result, no regular structure exists and system becomes chaotic. We also observe
that in comparison with the plot of g(r) at lower initial dust temperature, the peak

of g(r) plot at higher initial dust temperature is shifted to a smaller inter-particle
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Figure 3.2: Plot of g(r) vs. r for dust temperatures Ty = 5K, 10K, 50K respectively.
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91

. és‘ . L) : ¥ L 1] L] A T L L
20 - . o
&
10 B i 1
5+ ng=1 7469m 3¢ 1
=3 74e%m™
0- i T e i L ]

0 5 {0 15 20 25 30 3 40 45 50
‘inter-grain:distance {r) |

Figure 3.4: Plot of g(r) vs. r for different values of dust number densities at Ty=>5K.

distance. This is because at higher temperatures, the dust grains have higher kinetic.
energies such that they can come to a closer distance.

From Fig.3.4 we observe that for relatively low dust density (ny = 3.74 x 103m~3)
only a very small hump appears in g(r) plot, which means there is a lack of strong
order in the system and one can find particles at all distances larger than the inter-
particle distance. When dust mumber density increases to ng = 1.74 x 109m™3 the
nearest neighbor peak and the peaks of next neighbors grow, indicating increased
order of the system. Further increase of the dust number density (ng = 3.74 x
10'°m™3) results in shifting of the peak of g(r) towards smaller inter-particle distance

with some prominent additional peaks, which indicate that the particles pack around
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Figure 3.5: Plot of g(r) vs. r for different dust sizes.

each other in neighboring shell. As density increases, these shells become distorted.
As a result the additional peaks in the g(r) plot appear when the lattice structurc of
the solid phase begins. With the increasing value of dust number density, the density
of the grains in the concentric shell increases and as a result of it, the inter-particle
distance decreases. _

Plot. of g(r) with diffcrent size of the dust grains (rq = 2um,0.2um, 0, 02um)
appears in Fig.3.5. For dust grains with size 2um, some pronounced peaks can be
identified which represent an ordered structure. With size 0.2um one pronounced
peak at next neighbor distance is observed, which corresponds to an ordering at

small distances and the system is in liquid like state. But with dust grain of size
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Figure 3.6: Time dependence of long-range order for different dust number densities.
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the g(r) plot is almost flat, which means no correlation exists at all. This reflects
the gas-like characteristics of this particle arrangement. From this plot we observe
that with the increase of the dust grain size the first maximum of g.(r) plot is shifted
towards longer inter-particle distance.

Usually pair correlation function gives an idea about the local structure. It does
not give direct information as to whether long-range crystalline order exists. The
time dependence of long-range order in our system with dust number densities ny =
3.74 x 108m~3, ng = 3.74 x 10°m 3, and ng = 3.74 x 10'%m 3 has been analyzed in
Fig.3.6. From this figure, we see that at higher densities a moderate to high degree
of order exists throughout the observation period, where as at the lowest density the
long-range order rapidly vanishes.

Fig.3.7 represents the phase diagram of Yukawa systems. The strength of lattice
correlation is plotted in the (x,I") plane. This diagram clearly shows the existence
of the phases solid(BCC), solid(FCC) and fluid. The triple point is found to be at
Kk = 4.29 and " = 7.443 x 10%. The triple point obtained from our study is close to
the one obtained by Hamaguchi et al.!®4. In their study of Yukawa system using MD
simulation they included the infinite sum for periodic boundary conditions which is
valid in the strong screening regime and they observed the triple point at k = 4.28

and T = 5.6 x 103.

3.3.3 Conclusions:

We have studied the fluid-solid phase transition and BCC-FCC phase transition in
a dusty plasma using MD-simulation. The interaction potential among the particles
is assumed to be Yukawa type. The structure of the Coulomb crystal is studied from

the plot of radial distribution function. The plot of the long-range order clearly shows
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that the system attains a solid-like form for certain parameters of the dusty plasma
system. The code is developed to study the effect of dust temperature, density and
size on the crystal formation. It is seen that as the temperature of dust T} is reduced,
the structure becomes highly ordered. The results of our simulation with particles of
radius 74=2um show that the system behaves as fluid for temperature ranging from
T,=330K to Ty=7000K with ng = 3.74 x 101%m~3. For values of T, varying from 5K
to 320K, it shows regular arrangement and behaves as solid. The system attains an
ordered solid state for dust density larger than ng = 1.78 x 10°m =3 for r4=2um and
T,=5K and disordered fluid state for ny below that value. It is seen that even a slight,
change in the size of dust particles affects the structure to a large extent. The crystal
formation becomes more probable with grains of relatively large size. The system
shows solid like behaviour for dust radius 74=0.25um for T;=5K, ng = 3.74x 10'%m 3,
whereas it behaves as fluid for r4=0.23um. With this code, it is possible to study
the pattern of the structure formed for wide range of values of different parameters
of dusty plasma system. The phase diagram of Fig.3.7 clearly shows three distinct
phases: solid(FCC), solid(BCC) and fluid state. The triple point is found to be at
k = 4.29, T' = 7.443 x 10%. This study will help to identify accurately the parameters
suitable for the formation of Coulomb crystal in a Yukawa dusty plasma system.
The code developed here has a scope for modification in future to incorporate the

effect of an attractive potential among the dust particles on the structure.



Chapter 4

Role of Shadowing force in
formation of 3D dust crystal

Here, molecular dynamacs (MD) ssmulational study on the Tole of attractwe force
on Coulomb crystal formation has been done. The wnteraction attractie potential
among the dust grawns 1s taken as Shadounng force that 1s caused by asymmetrical
won flow to the gramns. A comparatwe study has been made for the effects of purely
repulsive Yukawa and the combined Yukawa-Shadouwing potential on phase transition
of dust crystal by calculating paar-correlation function, for different values of Coulomb

coupling parameter T, screening constant x, and gramn radius 74.

4.1 Introduction:

The physics of dusty plasmas has recently attracted considerable interest due to
their applications in many phenomena e.g , in the acceleration of particles and in the
formation of dust particles into regular crystalline structures. The formation of dust
crystals in plasma is relatively a new area of research Plasma crystals are example
of strongly coupled system With the development of plasma crystal, it has become

possible to study self-organization of many body system with high resolution imaging.
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Chaotic motion of particles can be investigated by studying the interaction among
few particles and their response to external forces'®®. Some of the major advantages
of plasma crystals are charge neutrality, fast response, easy experimental control,
detailed imaging, fine time resolution of the dynamics of individual particles'®S.

In this chapter we have studied the effect of attractive Shadowing force on the
dynamics of dust particles immersed in plasma using a molecular dynamics code. The
interaction potential among the grains is assumed to be consisted of two parts, Yukawa
potential and the attractive Shadowing potential. Due to the Yukawa potential, the
grains arrange themselves in crystalline pattern. However, this arrangement will be
modified in presence of the attractive Shadowing force. A comparative study has
been made for the role of purely repulsive Yukawa (Debye-Huckel) and the combined
Yukawa- Shadowing potential on phase transition of dust crystal from solid to fluid
and then to gaseous states.

The attractive Shadowing force between the particles may arise due to asymmet-
rical ion flow to the surface of the dust grains. The ions when collide with grains,
they transfer momentum to the grains. For an isolated dust, the ion flow would be
symmetric and net transfer of momentum is zero. If there are two isolated grains, the
plasma flow becomes asymmetric and that results in an attractive force. This theory
was developed by Tsytovich et al.'®” and the force is known as shadowing force or
the LeSage gravity, after the French scientist who proposed a similar explanation of
universal gravitation in the 18th century'®®. The origin of Shadowing force is sketched
schematically in Fig.4.1.

Although the Shadow force is caused by the redistribution of the ion momentum
flux, its magnitude is proportional to the electron temperature. The reason is that the
electron temperature determines the grain charge and, accordingly, the net current of
the absorbed ions. Since the electric potential of the grain behaves asymptotically as

1/72, at large distances, the electric repulsion changes with the shadow attraction. In
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their study, Khodataev et al.'® presented both analytically and numerically the de-
pendence of the Shadowing interaction force on the distance. The attraction between
two isolated grains has not yet been observed experimentally; however, Samsonov et
al.'”® have made an experimental study of long-range attractive and repulsive forces
between the negatively charged particles of a monolayer plasma crystal and a neg-
atively biased wire. It has been reported that the particles close to the wire were
repelled from it electrostatically, while the far particles were attracted due to the
drag of the ion flow deflected toward the wire.

A number of other mechanisms of grain interaction that may be responsible for
binding them together and organizing them in regular crystal-like fashion have been
discussed in the literature.

The concept of the wake field in dusty plasmas was introduced by Nambu et al.}™*.
In recent years, this theory of the wake potentiall”>!" has attracted much attention.
For dust Coulomb crystals Takahashi et. al.'™ have experimentally demonstrated the
role of the wake potential in a plasma with a finite ion flow. Vladimirov and Nambu!"
first showed that the collective interaction of the static dust particulate with low
frequency oscillations in the ion flow in a dusty plasma can provide an attractive
oscillatory wake potential along the ion flow direction. Vlamidimirov and Ishihara!?
and Ishihara and Vlamidimirov!”® extended this theory to consider periodic structures
along and perpendicular to the ion flow direction. Recently, Nasim!7” studied wake-
field excitations in a multi-component dusty plasma by using the fluid as well as the
Vlasov-Poisson model. The form of the wake field was found to critically depend
upon the size of the test charge velocity relative to the dust acoustic speed. More
recently, Ali'™® has studied attractive wake field formation due to an array of dipolar
projectiles in a multi-component dusty plasma for modified dust acoustic waves.

The dust grains formed in laboratory and astrophysical environments may have
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any shape and size. Elongated' dust grains are assumed to be formed by coagula-
tion of smaller particulates in partially or fully ionized plasmas by some attractive
forces!™ 180 the details of which are not fully understood. However, it is thought that
inelastic, adhesive, and collective interactions between micrometer-sized dust parti-
cles give rise to kilometer-sized bodies, which are known as planetesimals. Recently,
Shukla!8L182 hag investigated the formation of wake potentials in an unmagnetized
dusty plasma consisting of electrons, ions, and elongated dust grains, by neglecting
the dust particle dynamics. \

In a strongly coupled dusty plasma, attractive force between the particles may

145,183,184,185,186

also arise due to dipole-dipole interactions The attractive dipole-

dipole force may be responsible for attracting large, irregular shaped particles and

145

for subsequent formation of dust structures'*°, as well as planetesimals or planetary

seedlings!187,
Here in this Chapter, the modelling of the system and simulation are written in
section 4.2. Section 4.3 deals with the calculated results and discussions. Conclusions

. of this study are included in section 4.4.

4.2 Formulation:

It is well known that dust particles in plasma acquire a significant negative charge,
which causes strong interaction between the dust particles themselves and between
dust and plasma particles. These negatively charged micro particles attract the ions
surrounding them, leading to a constant flow of ions to the surface. If two grains are
close to each other, the plasma flux onto one grain is shaded by the other one. This
results in difference in pressure exerted by the plasma particles between the outer

and inner sides, which gives rise to the attractive Shadowing force between the two
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grains. This Shadowing force is given as!'67188
3 72 Z2%e°
Fihadow = — 53~ (4.2.1)
shade 8 X%, T2

where 74, Z4, Ap, and 1, represent the grain size, number of charges residing on
the dust grain surface, the ion Debye screening length and inter-particle distance
respectively. The Shadowing forces are A%, /r2 times less than the Coulomb forces
and, thus, not being screened, can operate only at distances larger than the Debye
screening length and may play a major role in the process of dust crystal formation.
However, statistical Shadowing from many dust grains in a plasma can substantially
reduce the Shadowing force. The Shadowing force is proportional to r4 and increases
sharply with an increase in the grain size. The size of dust particles is growing slowly
but continuously in many existing experiments (e.g. on plasma etching) and the role
of the Shadowing force in these conditions increases with time.

In this Chapter, we have studied the structural properties of the 3D dusty system
of identical, spherical particles of mass my and charge (04 immersed in a neutralizing
background plasma by developing a molecular dynamics (MD) code. In such a system,
the interaction potential between the dust grains is usually described by screened
Coulomb or Yukawa potential given by equation (3.3.2) in Chapter 3.

The effect of the attractive Shadowing force on the structure of strongly cou
pled dusty plasma is studied by comparing Yukawa potential and combined Yukawa-

Shadowing potential given by

Q3 Ty 3 73 Q3
=i -3 ) T35y 2.2
W) = Greora ™\ 3) " 8307, 22
In MD scaling the combined Yukawa-Shadowing potential can be expressed as
/ 1 ’ 3 T(If 1 )
#1r) = Tx (reapl—rl) ) = (357 423

where r,; =1, /Ap, 7y = r4/Ap and Xp, = Ap,/Ap. The simulations are performed

with 686 particles for BCC crystal structure and 500 particles for FCC structure, by
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using the following plasma. parameters n, = 4.39 x 10®*m=3, n, = 1.0 x 10Mm™3,
T, = 300K, T. = 2320K, rg = 0.7 x 1075m — 2.7 x 10~%m, ny = 3.74 x 10'9m~>,
Ty = 100K . To find out structural correlation of the grains, pair correlation function
g(r) is calculated for this system in presence of both the Yukawa force and combined
Yukawa-Shadowing forces. A comparative study between the two forces has been

made for different values of k, [' and grain size r4.

4.3 Results and Discussions:

In this Chapter we have compared the results found from both the Yukawa and
combined Yukawa-Shadowing forces. In our results, the pair correlation factor g(r)
has been plotted for Yukawa potential and then they are plotted for combined Yukawa
and Shadowing potential. In Fig.4.2) g(r) has been plotted for k=1.6 and I'=130,
300, 444 and 1389 respectively. The black line represents the effect due to combined
Yukawa and Shadowing force, whereas the red line represents that due to the Yukawa

force only.

With the increase in the Coulomb coupling factor, it is expected that dusty sys-
tem transits to ordered crystalline state. The plots for both Yukawa and coupled
Yukawa-Shadowing forces show solidification with the increase in the value of I'. It
is seen from the graphs that the sharpness of the peaks becomes more prominent for
combined Yukawa-Shadowing force tharl for Yukawa force alone with the increase in
I'. A slight shift in the position of the peaks towards smaller value of inter-particle
distance is observed for coupled Yukawa-Shadowing force. In MD scaling, the com-
bined Yukawa-Shadowing potential is expressed in terms of coupling parameter I', as
given in equation (4.2.3). Due to this dependence, the sharpness of the peaks due to

coupled Shadowing-Yukawa force may increase. In our simulation, the coupling pa-
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Figure 4.2: Plot of g(r) vs. r/Ap for k=1.6 and I'=130, 300, 444, 1389 respectively.
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Figure 4.3: Plot of g(r) vs. r/Ap for I'=2025 and x=1.5, 2.0, 2.5, 3.0 respectively.
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rameter is controlled by temperature of the dust particles T,. The velocity of particles
increases with the rise in temperature. The Shadowing force may become ineffective
for particles moving with high velocity, and as a result the plots of g(r) overlap with
each other for the two potentials for smaller values of I".

In Fig.4.3, we have compared the effect of the screening parameter on crystal for-
mation taking into account the existence of attractive Shadowing force along with the
Yukawa, force for I' = 2025 and xk=1.5, 2.0, 2.5 and 3.0 respectively. It is seen from the
plot that for small values of x both the curves almost overlap and Shadowing force
is not much effective. However, as the value of k increases, the two sets of RDF’s
are quite different in peak height and shape. The positions of peaks for combined
Yukawa-Shadowing force shift towards smaller value of inter-particle distance. Thus &
plays a major contrqlling role over Shadowing force. Contrary to the Coulomb force,
Shadowing force is not screened and dominate for distances larger than the Coulomb
field screening length. Yukawa force decreases exponentially with the increase in the
value of k, whereas the absolute value of Shadowing force increases with screening
parameter. For x = 3.0,the g(r) plot shows that dust particles transit to fluid state
when only Yukawa force is considered. The results of combined Yukawa-Shadowing
potential shows that the particles still occupy ordered crystalline state. The Shadow-
ing force might significantly exceed the electrostatic force at large distances, which

results in the attraction of the particles.
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Fig.4.4 shows the plots for g(r) for four different values of radius of the grain.
For r4.= 0.7um, the dust particles are in fluid state. As the grain size is increased,
the system gradually transits to solid state. The charge on the dust particle depends
on its size. Hence the height of the peak increases when size is increased, indicating
more ordered arrangement of the particles. It is observed from the figures that the
Shadowing force becomes more and more dominant with the increase in radius. The
positions of the peaks gradually shift towards shorter inter-particle distance. Since
the Shadowing force is proportional to fourth power of the grain radius, influence of
Shadowing force is more for grains with larger size. The Shadowing force is attractive
in nature and the particles with large size, may come closer to each other resulting

in the shifting of positions of peaks towards smaller inter-particle distance.

4.4 Conclusion:

In this Chapter, by using MD simulation a comparative study has been made
between the effects of Yukawa force and the coupled Yukawa-Shadowing force on
dust crystal formation. The interaction among the dust grains consists of two parts:
normal Yukawa force and then the Shadowing force that arises due to asymmetrical
current flow to the grain. From our study it is observed that the attractive Shadowing
force plays a dominating role for grains with large size and for large screening param-
eter. The Coulomb coupling parameter does not have significant effect on Shadowing
force. These observations confirm the theoretical and experimental studies made on

the role of Shadowing force in crystal formation.



Chapter 5

Study of effects of attractive
potentials on Coulomb crystal
formation

In thas chapter, a comparative study between the effect of coupled Yukawa-Shadowing
potential and Overlapping Debye Sphere (ODS) potential on 2D dust crystal formation
has been done by using MD simulation. The structure of the system 1s investigated
by calculating Radwal Distribution Function (g(r)) for different values of T', k and
dust number densities ng. The results for Yukawa-Shadouing and ODS potential are
compared unth expervmental results and a close agreement s obtained for attractive

Shadounng force.

5.1 Introduction:

The formation of dust crystal is a wellknown phenomenon in dusty plasma physics.
Due to large negative charge, dust particles immersed in plasma can turn plasma into
a strongly coupled system. Dusty plasma exhibits intcresting phenomena such as the
formation of a liquid or solid structure when the coupling is sufficiently strong!2!:189,

Dust crystals have been produced experimentally and their structural and dynamical
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120,122,123,190,191 ' The discovery of plasma

behaviours are studied in many laboratories
crystals has encouraged the plasma physics community to work in this area. Dusty
plasmas provide a model system for crystalline structures to study phase transitions,
melting process etc. in condensed matter. Plasma crystal offers ideal tool to observe
phase transition at kinetic level due to two factors; direct visualization of individual
particles and short restoring time tﬁat offers the particles required to reach equilib-
rium after a perturbation.

One outstanding problem of, dust crystal is that the average interaction potential
between two dust particles is not known precisely. Shielding of dust particle and
resulting interaction potential are not explored properly. It is usually assumed that
the average interaction potential between two dust particles is of the Debye-Hiickel
or Yukawa type. It is now well established that dust particles form Coulomb crystal

134192 However, a question generally arises

in presence of strong repulsive forces
regarding existence of any attractive force between the grains. The mechanism of
interaction among grains in plasma is a complex phenomenon and it needs substantial
amount of research both at theoretical and experimental levels to understand it.
For system where inter-particle distance is larger than Debye length, it may not be
sufficient to consider Debye-Hiickel potential as the interaction potential among the
dust grains. The effect of attractive force like Sha,d\owing force or overlapping Debye
sphere can not be ignored in such cases.

In dusty plasma, the overlapping Debye spheres around dust grains produce an

149,193,194

attractive force . The interaction energy of the sheath of one grain with the

bare charge of the other grain can be expressed as

Qi

_ —r, /A 1
47T602/\Dexp( Ty /D) (5.1.1)

¢ODS(T1,]) =

where Ap represents the Debye length of the background plasma. Here, the grains are

assumed to have identical charges. The result of this potential is a weak attraction
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at larger distances (beyond a critical radius r, = 2.73\p). Very recently Hou et al.'*®
have used molecular dynamics simulation to study the effect of overlapping Debye
sphere on structure of 2D dusty plasma. For this, they have made a comparison
between the normal Yukawa potential and potential due to overlapping Debye spheres.
Their results show a clear difference between the two potentials for large screening
parameter k or at low dust density.

Shadowing force is exerted between neighboring particles due to mutual distortion
of ion or neutral flux to the particles, detail of which is discussed in Chapter 4.
The existence of an attractive component in the force between dust particles was
experimentally studied and verified by several methods!741%9:19 It was suggested by
Tsytovich et al.}®” that the grains create flux of plasma particles towards their surface
and the shadow of the plasma flux to one of the interacting grains by another grain
creates an attractive force. Since these forces are not screened, they can dominate
Coulomb repulsion force at distances larger than the ion Debye screening length. This
attractive force may play a major role in the formation of dust crystal. Ramazanov
et al.!%" investigated the interaction between dust particles in a plasma on the basis
of experimental pair correlation function. They confirmed existence of an attractive
component in the interaction potential of dust particles.

Shukla and Rao'® have discussed the possibility of Coulomb crystallization under
an attractive force between charged dust grains in a multi-component dusty plasma
whose constituents are tenuous electrons, streaming ions and negatively charged dust
grains. They have shown that these could be a far-field non-Coulombean poten-
tial that may be responsible for bringing the like particulates together that leads to
microscopic Coulomb crystallization in dusty plasma. Quasi-lattice structures may
be formed under such attractive forces between like polarity dust grains. Resendes
et al.'® have suggested a static screening mechanism for the formation of plasma

molecules in the bulk plasma and in the plasma sheath. They identified correlation
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Coulomb energy as the mechanism responsible for plasma crystals. They suggested
that each grain is correlated with its own Debye sheath and the interaction takes
place between the dressed grains.

Tsytovich!%® pointed out that the observed values of the critical coupling constant
in most of the experiments are not consistent with the physical and theoretical esti-
mates of this quantity. He suggested a new physical model for phase transition in a
dusty plasma. He has shown that the balance between nonlinear screening at short
distances and collective attraction at large distances determines the mean interparti-
cle distances corresponding to the values observed in the transition to the crystalline
state. Ishihara et al.’% have shown that a like-charge attraction could align dust par-
ticles along the equipotential line on a void boundary perpendicular to the ion flow in
the complex plasma. Tsytovich et al.??® have reported about some of their interesting
results regarding helical dust structures. They have performed molecular dynamics
(MD) simulations to demonstrate that a random distribution of grains, interacting
via a potential with shallow attractive well and experiencing background friction and
stochastic kicks, forms spherical grain crystals.

Although there exist different theories about attractive interactions among dust
grains in plasma, a clear understanding of the mechanism is still lacking. There are
few experimental studies that investigate about the interactions among the particles.
Melzer et al.!% performed an experiment where they had demonstrated that attrac-
tive binding forces between the negatively charged dust exist. They found by laser
manipulation of dust particles that net forces between the particles can be reversibly
changed between attraction and repulsion.

Here in this chapter, a molecular dynamics code is developed to study phase tran-
sition of 2D Coulomb crystals in presence of Shadowing and Overlapping Debye sphere
(ODS) potentials. The study has shown some interesting results. Both shadowing

and ODS potential have distinct roles to play for different parameter regimes of the
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dusty system. In section 5.2 of this Chapter, the theoretical and simulational model
used to study this problem have been discussed. Results are discussed in section 5.3.

Section 5.4 deals with the concluding remarks of the present investigation.

5.2 Theoretical modelling and simulation

Here, a 2D dusty plasma system is considered consisting of identical, spherical
particles of mass m, and charge @), immersed in a neutralizing background plasma.
It is assumed that the average interparticle potential between two dust particles

)

separated by a distance ‘r,,” is of Debye-Hiichel or Yukawa type, given by Eq.(3.3.2)
in 3rd chapter. It is well known that because of large charge on dust particles, dusty
plasma easily attains strongly coupled regime and when the value of the Coulomb
coupling parameter I" exceeds a certain critical value, the dust pericles may crystalline
into solid-like structure. The phase transition of such a system are determined by
two basic parameters I' and screening parameter kK = a/Ap. Here, a represents the
mean-interparticle distance.

It has been already discussed that role of attractive force in forming plasma crystal
cannot be ignored. In this Chapter, we intend to have a comparative study between
effects of Shadowing potential and ODS potential on Coulomb crystal formation. It
is interesting to find out regimes of dominance of the two attractive potentials.

We examine the effect of coupled Debye-Hiickel and Shadowing potential

¢(ry) _Q'?i_exp (‘Ti) 3 -Q—?i (5.2.1)

/\D g/\%)z Tz]

and Yukawa potential combined with ODS potential

Q3 Q:
—r/Ap) — —X4
dmegr,, ezp(=/Ap) 4dmeg2Ap

byuops(Tey) = exp(—r.,/Ap) (5.2.2)
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on pair correlation function of the dusty system. The first term of both the above
expressions represents Debye-Huckel potential, whereas the second term of equation
(5.2.1) is due to the Shadowing potential. In equation (5.2.2) the second term arises
due to interaction of sheath of one grain with the bare charge of the other grain.

Here the already developed MD code is implemented to study 2D crystal forma-
tion. The combined potentials : Yukawa-ODS and Yukawa-Shadowing have been
incorporated to derive the interacting force among the particles. Simulations have
been performed for wide-range of the parameters such as Coulomb coupling param-
eter ', screening constant x, dust density n, and dust radius r4. The simulations
are performed with 900 particles for FCC crystal structure for following plasma pa-
rameters : n, = (1.5 x 104 — 4.0 x 10M)/m3, T, = 2320K, T, = 300K, T; = 40K
to 1000K. This lattice is used as initial condition. Each grain is assigned an initial
velocity (random in magnitude and direction) such that the average kinetic energy
corresponds to the chosen temperature Ty.

Newton’s equation of motion is solved numerically using velocity Verlet algorithm
for interaction potentials mentioned above. In MD scaling Newton’s equation for the
two cases take the following form:

Yukawa-Shadowing

d?r! { ( 1) 1 3 7’2
7 =Ts |14+ 5 ) Feap(-r,) - (-) (%)] (5.2.3)
dt? Ty/ Ty I 8 ’\[2)1T1§
Yukawa-ODS
d?r! 1 1 1
A Y —)-= 2.4
1 Irexp( Tos [7”11 (1 + r;]> 2] (5.2.4)

where r,, = 1y, /Ap, 7 = 14/Ap and Xp, = Ap,/Ap. From these results pair correlation
function may be calculated that gives a picture of the structure of the particles. The
pair-correlation function in 2D is defined as

_ANrA)

9 = 55-x (5.2.5)
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where ‘A’ is the area of the simulated region, N the number of simulated particles,
N(r, A) is the number of particles located in a circle of infinitesimal thickness A from
r —A/2 and r + A/2. One may study the solid, liquid, and gaseous phases of the

system under different conditions from the above simulation.

5.3 Results and Discussions:

It is already mentioned that in this chapter a comparative study has been done
between the Shadowing potential and ODS ﬁotential, keeping basic interaction as
due to Yukawa potential. It is well known that dusty plasma described by Yukawa
potential as described here transits from organized crystalline state to fluid state as
the value of Coulomb parameter I' decreases. Fig.5.1 shows variation of g(r) for
different values of I". It is seen that larger the value of ', more pronounced are the
peaks of RDF plot. The effect of both ODS and Shadowing force is to increase the
height and sharpness of the peaks of RDF’s. For almost all the values of I', the
contributions of Shadowing and ODS force almost overlap with each other. However,
it is seen that Shadowing force is slightly more dominating than the ODS for relatively
small values of I'. For large values of ', the difference in the peak heights for the two
cases is almost negligible.

Fig.5.2 shows the plot of RDF’s both for Shadowing and ODS forces for different
values of screening constant k. The simulations are performed keeping the value of
‘I fixed at 6.409 x 10%. For x = 1.66, the two plots of RDF almost overlap with each
other. The dust particles with this value of k arrange themselves in crystalline state.
With the increase in the value of k, a drastic change appears to the plots of RDF’s.
The contribution of Shadowing force no longer is same as that of ODS. It is seen

that Shadowing force is not that affected with the increase in the value of k. The
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of I, taking k=1.6
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shielding does not have much effect on Shadowing force. However, ODS potential
has the tendency to take the system to gaseous state. For larger values of «, the
difference in both the peak height and shape, for the two cases, Shadowing and ODS
is quite prominent. While the contribution of Shadowing force is still to mair'xtain the
crystalline state, that of ODS is completely opposite.

It is clear from these results that both Shadowing and ODS facilitate the formation
of Coulomb crystal for k < 2. The increase in & results in reduction in the values of
shielding length Ap. In ODS term, the exponential factor exp(—r,,/Ap) dominates
over the term Q%/2)\p for small Ap. The result is that ODS potential decreases very
sharply with the decrease in the value of Ap. Due to screening effect, Yukawa potential
also decreases with the rise in k. The effect of combined Yukawa and ODS potential
is to cause phase transition of the crystalline state of dust particles to disordered
gaseous state for large values of «.

A reverse effect is observed for combined Yukawa and Shadowing force. Although
with the rise in the value of k, Yukawa potential decreases exponentially, the combined
Yukawa and Shadowing forces still maintain the crystalline pattern. The absolute
value of Shadowing force increases with the rise in £ and the term due to this force
plays the dominating role.

Thus it is seen that upto mean inter-particle distance a = 1.608173 x 10™*m
(Ap = 5.72927 x 107°>m,x = 1.66) the combined Yukawa-Shadowing and Yukawa-
ODS overlap with each other and equally facilitate the process of crystallization.
With the increase in inter-particle distance, the effect of ODS becomes gradually
weak. However, even then shadow effect predominates and crystallization is possible
with this term. It may be concluded that for large « (x > 2), crystallization is possible
only due to the effect of Shadowing force. The role of attractive force thus can not
be neglected in dust crystal formation.

Fig.5.3 shows the comparison of RDF’s for combined Yukawa-Shadowing and
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Yukawa-ODS for four different values of dust density ngy = 2.74 x 10'°/m?*,3.74 x
1019/m?, 4.74 x 10°/m3, and 5.74 x 10'°/m?® respectively. It is known from earlier
studies that higher the values of dust density, more is the probability of crystal for-
mation. For large values of ng (> 4 x 10'°/m3), the effects due to Shadowing and
ODS almost overlap with each other. Large values of dust density usually facilitate
the process of crystallization. For relatively small values of dust density, the peak
heights and positions for the two cases differ from each other. The Shadowing force
shows sharper, prominent peaks with peak height higher than that of ODS. It is also
seen that the peaks due to combined Yukawa-ODS shift towards smaller inter-particle
distance. The dust particles attain gaseous state for Yukawa-ODS potential, whereas
it is still showing crystalline pattern for Yukawa-Shadowing force. For small values of
ng, the contribution due to Shadowing force is very strong compared to ODS force.
When dust density is small, the particles are far apart from each other. Although
Coulomb force is screened, Shadowing force can still be significant for distances larger
than the Coulomb field screening length. The effect of combined Yukawa-Shadowing
force is very strong to maintain the crystalline state of the particle. For ODS on
the otherhand, closer the particles more effective is the overlapping and hence the
attractive force. It is clear from the expression for ODS that small value of ny results
in large inter-particle distance and hence small Yukawa-ODS potential. Simulation
results also show that average inter-particle distance for the case ny = 5.74 x 100 /m?3
is 1.6 x 107%m. It may be inferred that beyond a = 1.6 x 107*m, Shadowing force
dominates over ODS and becomes effective in Coulomb crystal formation. Both
Shadowing and ODS potential are very sensitive to the change in dust density.
Results of our simulation have been compared with the plots of RDF obtained
experimentally by Ramazanov et al.'®’. They determined RDF from experiments

carried out in a dc glow discharge set up. The experimental curves by Ramazanov et
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Figure 5.4: Experimental and Simulational g(r) vs. r/Ap for I'=121, k=1.79, ny =
14300cm =3, n. = 2.69 x 10*%cm~3, Z;, = 2.1 x 10*

al. have been compared with RDF’s obtained for normal Yukawa potential, Yukawa-
Shadowing and ODS potentials in our simulation and results are plotted in Fig 5.4
- 5.7.

Experimental data, based on which simulations are performed have been listed in
Table.5.1. From all the figures of 5.4 - 5.7, it is clearly seen that RDF due to Yukawa-
Shadowing potential is closer to the experimental curve than the curves due to ODS
potential or Yukawa potential. The curve due to Yukawa-Shadowing potential is al-

most within the experimental errors (10-15 percent) mentioned in Ramazanov’s plots.
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Figure 5.5 Experimental and Simulational g(r) vs. r/Ap for I'=239, k=2.67, ng =
3940cm ™3, n. = 2.1 x 10%m=3, Z; = 2.1 x 104
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Table 5.1: Summary of simulational data.

Zg Dust number Electron num- Ion tem- Coulomb Screening
density ber density perature coupling constant k

parameter
r

Zg=21%x ng=14300x n, = 296 x T,=203K 121 1.79

10 100m=3 10'6m =3

Zg=21x mng = 3940 x n., = 21 x T,=168K 239 2.67

104 1010m 3 10¥m 3

Zy=21x ng=10712%x n, = 24 x T,=221K 6850 1.69

10* 1010m 3 106m=3

Zy=21x ng =2095x%x n, = 24 x T,=240K 40.67 1.49

104 1019m3 10%6m 3

It is also seen that for relatively small values of I and k, the curves corresponding to
experiment, Shadowing potential and ODS potential almost overlap with each other.
The deviation from the experimental curve is maximum for pure Yukawa potential.
For v = 239, k = 2.67, the deviation from experimental curve is found to be maximum
(Fig. 5.5). However, in almost all the cases, the results due to Yukawa-Shadowing
potential agree with the experimental results. From this analysis it is clear that at-
tractive potentials like Shadowing potential and ODS potential play a major role in
determining crystal structure. Consideration of Yukawa-Shadowing potential or ODS
potential leads to better agreement with the experimental results rather than mere

Yukawa potential.

5.4 Conclusion:

In this Chapter, the effect of attractive ODS and Shadowing potential on structure
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of 2D strongly coupled dusty plasma has been compared. The results have clearly
showed that both ODS and Shadowing potentials equally dominate for small values of
screening parameter k and large values of dust density. On the otherhand, Shadowing
potential plays a dominating role over ODS potential for large values of screening pa-
rameter k and small values of dust density. For relatively large values of «, Shadowing
potential can dominate Yukawa repulsive potential and ODS attractive potential. For
a dusty system considered here, it is seen that crystal structure is no longer main-
tained beyond an inter-particle distance r;; = 1.6029 x 107%m with Yukawa-ODS as
the interaction potential. On the otherhand, Yukawa-Shadowing potential maintains
the crystal structure even beyond this distance. For longer inter-particle distance,
Shadowing attractive potential becomes more effective and cannot be ignored. The
comparison of this simulational results with the experimental observation clearly re-

veal that Yukawa-Shadowing force is close to the real situation.



Chapter 6

The effect of magnetic field on the
structure of dust crystal in
magnetized plasma

In the presence of the magnetic field Yukawa interaction potential among the dust
grains gets modified and becomes anisotropic. It 1s very interesting to study the dust
crystal formation and phase transition wn presence of magnetic field using a molec-
ular dynamics code. To characterize the structural properties of the dusty plasma
for different values of magnetic field strength, the pair correlation function has been
calculated. For different values of magnetic field strength the phase diagrams for the

system have been plotted in I' — k plane.

6.1 Introduction:

Plasma shows a variety of rich phenomena in presence of dust particles; one of these
is the so called dust crystallization. As mentioned earlier, under certain conditions,
the charged dust particles may organize in regular crystal like structure. On cooling,
the plasma may pass through phase transition from ionized state to a liquid state

and then even to a solid state. Important properties about dusty plasma system

127
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and its structure can be deri;/ed by applying external influence on such system. The
application of magnetic field is one such mechanism that brings out lot of information
about such system. The motion of electron and ion get affected due to the presence of
magnetic field. This subsequently affects the flow of particles to dust, charge on dust
and interaction potential among the charged dust particles. An external magnetic
field applied to strongly coupled dusty system may cause transition from ordered
crystalline state to disordered gaseous state.

. Dust particles are produced in fusion devices by various plasma-surface interaction
mechanisms. The study of dusty plasma in presence of magnetic field may be useful for
understanding the behaviour of dust particles in the wall plasma of tokamaks. The
magnetic field plays an important role for many dusty plasma environments. The
study of dust crystal formation in magnetized plasma is relevant for astrophysical
bodies like white dwarfs. Coulomb crystallization plays an important role in the

201

evolution of compact stellar remnants®®*. Microscopic properties of Coulomb crystals

may control the electron-phonon scattering in white dwarfs and neutron stars?2:203,
Proper study of dust crystal in magnetized plasma may give much insight into this
subject.

Shukla and Mendonca?®® presented a theory on Dust Quasi-atom structure in
magnetoplasma. They found that the magnetic field modifies the Debye-Hiickel in-
teraction potential and the screening radius of a test dust charge and introduces
new eigenstates of electron density oscillations within the modified Debye sphere.
They pointed out that a dust quasiatom can contain internal energy associated with
upper-hybrid plasma oscillations, which can be resonantly coupled to external mag-
netic field. In the paper reported by Liu et al.?°, MD simulation has been done to
study the structure of a two-dimensional dusty plasma in an extérnal magnetic field.
In their study, they incorporated the term Q4(% x B) due to force on a dust particle

in presence of the external magnetic field. However, they did not consider that the
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Debye-Hiickel potential would be modified due to the presence of the magnetic field.

From their experimental study on strongly coupled plasmas in a magnetic field,
Kaw et al.?% observed that the dust component exhibits a rigid rotation of order
a fraction of a radian/s. It was observed that, the rotation arises spontaneously
and seems to be in the direction of ion rotation, which in turn is determined by a
competition between E x B and diamagnetic rotations of the ions in the collisional
magnetized plasma. Krasheninnikov et al.?%” have presented a novel mechanism for
spinning of a charged dust particle in a magnetized plasma.

The magnetic field affects the motion of plasma particles in such a way that it may
lead to rearrangement of dust particles and subsequently may cause phase transition
of the system. In the experiment performed by Dzlieva et al.2%%, it was found that
application of magnetic field to a dusty plasma structure causes a phase transition :
liquid-ice phase to vibrational phase and then to disordered phase. They found that
upto 160 G, the magnetic field can change the type of the crystal lattice of the dusty
plasma formation, increasing the fraction of a hexagonal phase. They also found that
further increase in the magnetic field results in destruction of the crystal lattice.

In this chapter, we investigate the problem of phase transition in presence of exter-
nal magnetic field. The modified potential as found by Shukla et al.? is considered
as the interaction potential among dust grains. The shielding of a dust charge will
depend on the surrounding plasma particles. The magnetic field affects the dynam-
ics of the plasma particles that take part in the shielding process. It is important
to understand the effect of modified potential on crystal formation and the phase
transition.

In section 6.2, the theoretical model that is used to study this problem is described.
The expression of modified Debye-Hiichle potential in presence of external magnetic
field as well as the modified Coulomb coupling parameter and screening constant are

also written here. All these parameters and the triple points at different x and I" are
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numerically evaluated for different values of magnetic field strength in section 6.3.
Results are also discussed in this section. In section 6.4, the concluding remarks of

our investigation are added.

6.2 Theoretical Model:

In plasma the interaction potential among the dust particles depends on their
size, charge, temperature and also on the dynamics of the plasma particles. The
presence of an external field leads to further modification of potential. In absence
of any external influence the interaction potential among the dust grains may be of
Yukawa type, given by Eq.(3.3.2) in 3rd chapter. From experimental and simulational

StUdi88120’121’134

, 1t is observed that the dust particles may be organized into BCC and
FCC structures, under the influence of Yukawa potential.

Shukla and Mendonca?®* have developed an expression for modified Debye shield-
ing potential around a stationary dust grain in presence of an external magnetic field
Byz, where By is the magnitude of the external magnetic field and £ is the unit vector

along the z-axis as

Bry) = —2exp (—T—J) (6.2.1)

dmeory f © Ps

where Qg is the charge of a test dust charge, f = (w2 /w2), wp and w,, being the
ion plasma and ion gyro-frequencies respectively, p, = vFApe = (Cs/we) is the
lon-acoustic gyro-radius, Ap. is the electron Debye radius, and C; = Apewy, is the
ion-acoustic speed. In deriving above expression, authors assumed that electrons
thermalize along 2-direction and establish a Boltzmann distribution in the shielding
potential.

In our model it is assumed that in presence of external magnetic field, force-field

no-longer remains isotropic. In this case, the shielding potential has the direction
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Table 6.1: Values of f for different values of magnetic fields

Byin 0.5 1.0 2.0 3.0
Tesla
f 7.556188 x 10~2  1.889047 x 10™2 4.722618 x 10~  2.098941 x 10~

dependence. The motion of the plasma particles is not affected along z-direction.
Hence, Yukawa potential, which is considered to be the mutual interaction energy
among the dust grains, will not be affected by the presence of the magnetic field along
z-direction and the plasma particles can move freely the direction of -B;(;. However, the
interaction potential among the dust grains is given by modified Yukawas potential

defined as,
Q3

dregry, f

(b(rl]) = BIP(—TU/ps) (622)

in the x-y plane, i.e. the plane perpendicular to the magnetic field where the motion
of the plasma particles will be influenced by the magnetic field. Based on this idea,
we have calculated radial distribution function g(r).

The effect of modified Yukawa potential on crystal formation has been studied for
magnetic field ranging from 0.57 to 37. In our work, this analysis has been done
based on the data given in the paper of Chu et al.'?®. For the simulation, following
data have been used, ng = 3.74 x 101 m=3, n, = 1.0 x 10" m=3, my = 4.0 x 10715
kg, rq = 2.0um, Ty = 300 K, T, = 300 K, T, = 2320 K. The value of ‘f’ is tabulated
in Table.6.1. It is clear from this table that f << 1, which is the condition for ion-
magnetized plasma. It is interesting to study the behaviour of phase transition and
the triple point due to the modification of the interaction potential in presence of
magnetic field.

Due to the anisotropy in the potential, Coulomb coupling parameter I" and screen-
ing constant x that are used to characterize the strongly coupled dusty plasma, will

have direction dependence property. In the x-y plane, the effective Coulomb coupling
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parameter and effective screening strength may be defined as

I = (C/f) = Qi/(4meoaKpTuf) (6.2.3)
and
Km = (a/ps) = a/(\/?’\De) (6.2.4)

" and « will still play the role of coupling parameter and screening constant along the
direction of the magnetic field. An increase in the magnetic field results in an increase
of the modified Coulomb Coupling parameter and the screening strength k.. Due
to the exponential behaviour of (—k,,) in the expression for potential, the strength
of the shielded potential reduces with increase in By and higher value of Coulomb
Coupling parameter is required to enter the crystalline regime.

To observe the role of modified Yukawa potential and the effect of the magnetic
field on crystal formation an MD code has been developed. In MD scaling the ex-
pression for modified potential energy is

¢'(ry,) = -Izri,e:cp (—T—’) (6.2.5)

Y

where ;) = (r,;/Ap), p;, = (ps/Ap) and Ap is the screening length of the background
plasma. The simulations are performed with 686 particles for BCC crystal structure
and 500 particles for FCC crystal structure. The particles are put inside a simu-
lation box of side L with periodic boundary conditions. These lattices are used as
initial conditions. Due to the presence of the anisotropic interaction potential these
structures are not spherically symmetric. These structures exist among the grains
under the condition for strong coupling and low dust temperature. The length, mass,
time, velocity, energy and external magnetic field strength are normalized by Ap, my,
Vmadd) [ (KTy),1/\/ma/KsTy, KTy and \/(ma/4meoad). Each grain is assigned

an initial random velocity such that the average kinetic energy corresponds to the

chosen temperature Ty. Velocity Verlet algorithm is used to calculate the new po-

sition and velocities from the computed forces. Constant temperature MD is used
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to simulate structural properties of a 3D dusty plasma. The conservation of energy
and momentum is verified to check whether the simulation is self consistent. The
structural properties of the system are measured by calculating the pair correlation
function g(r) and long-range order p(k). Due to the anisotropy in the potential, the
pair-correlation function g(r) will also have direction dependence. We have calcu-
lated this parameter on the x-y plane, perpendicular to the magnetic field. The plot
of g(r) versus inter-particle distance gives the idea how the particles may transform
into crystal-like structure under the influence of the modified Yukawa potential. In

x-y plane, RDF is defined as
(r) = AN(r,A)
9= N 27rA

where ‘A’ is the area of the simulated region, N is the number of simulated particles,

(6.2.6)

N(r, A) is the number of particles located in a circle of infinitesimal thickness A from

r—AJ2and T+ A/2.

6.3 Results and Discussions:

Molecular Dynamics simulation has been performed to investigate the formation of
dust crystal and phase transition in presence of magnetic field. In Fig. 6.1, the pair
correlation function g(r) has been plotted against inter-grain distance for magnetic
field strength of 1.0 Tesla, 2.0 Tesla, and 3.0 Tesla respectively. The plot shows solid
like behaviour with very pronounced peak, for magnetic field strength By = 1.0T.
With the increase in magnetic field, the peaks get flattened. At B = 3.07, the
particles become completely disordered with flat g(r) plot. This observation is also
supported by the plot of Fig.6.2, where the variation of the long-range order with
external magnetic field is plotted. From this figure, we see that a moderate to high

degree of order exists throughout the observation period at lower value of the magnetic
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Figure 6.1: Plot of g(r) vs. 7 for external magnetic field strength of By = 1.0,2.0 and
3.0T respectively.
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Figure 6.2: Plot of time dependence of long-range order for external magnetic field
strength of By = 1.0, 2.0 and 3.07T respectively.
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Table 6.2: Variation of P.E. with magnetic field

Boin Tesla T, Kom P. E. in MD scaling
1.0 1.960917x10% 3.10463 2.716719x10°
2.0 7.84366x 10* 6.2092 2.500603x 103
3.0 1.764825x10° 9.31389 2.495990x 10°

field strength, whereas the long-range order rapidly vanishes at the highest value of
magnetic field.

With the increase in the value of the external magnetic field, the modified Coulomb
Coupling parameter and modified screening constant, given by Eq.(6.2.3) and Eq.(6.2.4)
respectively, increase, since f is inversely proportional to square of By. However, the
term exp(—&m,) in Eq.(6.2.2) decreases with the rise in the value of By. As a result,
the interaction potential among dust particles decay very rapidly at a distance a from
it with the increase in the value of By. This is clearly shown in Table.6.2. This is
also the reason why the long-range order decreases from a value of the order of 0.9 for
Bo = 1.0T to less than 0.1 for By = 3.07". Since from Table.6.2, it can be observed
that with the increase in By, potential energy decreases, the effective Debye radius
decreases, and as a result of it the particles come closer to each other, which leads to

the shifting of the peaks of g(r) towards lower values of inter-particle distance.

Figures 6.3, 6.4 and 6.5 represent the phase diagrams of modified Yukawa system
for magnetic field strength of By = 0.57,1.0T and 1.5T respectively. These diagrams
clearly show the existence of the Solid(FCC-like), Solid(BCC-like) and fluid phases.
In our system solid(FCC-like) and solid(BCC-like) crystalline pattern are seen for
dust density ng = 3.74 x 10%mn~3, temperature of the dust grain Ty = 300K, dust
grain of radius 7y = 2.0 X 107%m and Z = 103, where ‘Z’ is the number of electrons

embedded on dust. The triple points obtained at different x and I' for various values
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Figure 6.3: Phase diagram of modified Yukawa system in (I, k) plane using magnetic
field By = 0.5T.
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Figure 6.5: Phase diagram of modified Yukawa system in (I, k) plane using magnetic
field By = 1.5T.
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Figure 6.6: Plot of shifting of the triple point towards lower value of &, higher value
of I' with increase in By.

of the magnetic field are tabulated in Table 6.3.

The phase diagrams also reveal that higher the value of the magnetic field, the triple
point shifts towards lower value of x, but higher value of coupling parameter. This
shifting of the triple points is also supported by the plot of Fig.6.6. Higher value
of dust density and lower value of dust temperature would be required to attain the

crystalline state with the application of magnetic field.
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Table 6.3: Values of « and I at which triple points appear with magnetic field strength

Bpin Tesla & r

0.5 4.253 8322
1.0 4.223 9059
1.5 4.202 9956

6.4 Conclusions: .

The structure of a three-dimensional dusty plasma system in presence of magnetic
field using a molecular dynamics code has been studied here. Stress has been given
to observe the structural behaviour and triple point of the system with magnetic
field. The density, size and temperature of dust particles are chosen in such a way
that the charged dust particles organize themselves in crystalline pattern in absence
of magnetic field. Once the parameters ideal for crystal formation are identified,
an external magnetic field is applied and its strength is gradually increased. The
effect of the field is incorporated by modifying the interaction potential among the
dust grains in the plane perpendicular to the magnetic field. It is assumed that
the magnetic field influence the dynamics of shielding particles in x-y plane so that
the shielding potential gets modified and becomes anisotropic. The simulation result
shows that for a particular value of coupling parameter, the system undergoes phase
transition from fluid to solid and solid (FCC-like) to solid (BCC-line) states, with
the increase in magnetic field. The strength of the shielding potential decreases
exponentially with By, and results in the observed phase transition. The triple point
of the transition shifts towards higher value of coupling parameter and lower value of
screening strength. In the present analysis, the direct effect on dust grains due to the

magnetic field has not been taken into account. It is discussed in the next chapter.



Chapter 7

Determination of Critical Magnetic
field for phase transition of
Coulomb crystal

In this Chapter, the structure and phase transition of dust crystal in presence of mag-
netic field has been investigated wn more detail. It s considered that the winteraction
potential among the dust grains no longer remains 1sotropic in presence of magnetic
field. For low magnetic field 1t 1s seen that the crystallinity of dust particles 1s faculi-
tated with the mise in magnetic field. However, for moderately strong magnetic field,
there exists a critical magnetic field, application of which causes phase transition from
reqular solid-like structure to very disordered gaseous state. The phase diagram ob-
tawned under this condition are plotted in k., — I',, plane A relation between critical
magnetic field and size of the particles has been established numerically. The results
are very important and useful for the study of Coulomb crystals in magnetized plasma

both wn laboratory and astrophysical objects.

7.1 Introduction:

The knowledge of crystal formation of dust particles in magnetized dusty plasma
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has attracted the attention of plasma physicists due to its usefulness from the astro-
physics point of view. It also provides a suitable platform for the study of physics
of strongly coupled plasma. There may exist strong interaction between the highly
charged dust particles. This leads to the formation of ordered structures of liquid
and crystal. Research in dusty plasma is stimulated in last two decades due to this
feature of dusty plasma. One important aspect of dust crystal is to understand the
interaction mechanism among dust particles. In presence of magnetic field, the trajec-
tories of plasma particles change so that the effective interaction among the grains get
modified. To understand the phase transition in strongly coupled plasma in presence
of magnetic field, it is necessary to include proper interaction potential.

Plasma crystals having two or more layers undergo a phase transition from an
ordered, vertically aligned, hexagonal structure via a liquid to an almost gas like state

118,130 Qchweigert et al.?? have

when the plasma parameters attain certain values
presented a nonlinear model of the non-equilibrium melting transition of the plasma
crystal. Vaulina et al.?!% have proposed phenomenological criteria for various phase
transitions in the Yukawa system of charged macro-particles in a complex plasma.
Joyce et al.?!! have shown that two-stream instability is the explanation for the high
kinetic temperature of the dust grains in low-pressure experiments and the collisional
stabilization of the two stream instability is the trigger for condensation of the dust
into a solid state.

In the last decade, several experiments have been performed in different laborato-
ries throughout the world to study about the influence of magnetic field on dynamics
of dust particles in plasma. The rotation of dusty plasma structure in presence of an
external magnetic field is one of the most important results of such plasma. Sato and
his colleagues have performed series of experiments on dynamics of dust particles in
the presence of a vertical magnetic field138212.213 Cheung et al.?'4 have performed an

experiment with dust clusters from 2 to 12 particles in a magnetic field upto 100 Gauss
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and have measured rotational parameters such as cluster radius, angular momentum
and threshold magnetic field.

There have been many theoretical studies on attractive interaction among neg-
atively charged dust particles. Fortov et al.?!® developed a theory for influence of
an external magnetic field on the interaction of dust particles in a gas discharge
plasma. They showed that the attractive force of dust particles in weak magnetic
fields grows with the increasing field and tends to a constant in the limit of strong
magnetic fields. Yaroshenko et al.?!® have elaborately discussed about various mu-
tual dust-dust interactions in complex plasmas, including the forces due to induced
magnetic and electric moments of the grains. Nambu and Nitta?!” have presented a
detailed theory of the “Shukla-Nambu-Salimullah” (SNS) potential in a magnetized
electron-ion plasma, which is anisotropic in comparison with the effective potential
in unmagnetized plasma. Tsytovich et al.?!® have done elaborate study on interac-
tion among dust grains in presence of magnetic field. Their investigation shows that
the dust-dust interaction can be substantially increased by presence of an external
magnetic field and that the distance of the first attraction well perpendicular to the
magnetic filed is substantially smaller than that along the magnetic field.

Molecular dynamics simulation has been widely used for understanding the phe-
nomena of Coulomb crystallization and phase transition in strongly coupled plasma.
In almost all the simulations done to study plasma crystal in presence of magnetic
field, 'Debye-Hﬁckel potential is considered to be the interaction potential among the

dust particles!37:141,205,

In a very recent work, it is pointed out that in presence
of magnetic field, the interaction potential among the dust grains get modified and
becomes anisotropic?!®.

In this Chapter, dusty plasma is considered in the strongly coupled regime. Here,

we again consider that in presence of magnetic field, dust grains interact with each

other via modified Yukawa potential as developed by Shukla et al.?** and becomes
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anisotropic. In equation of motion, the term Qgu(7 x E) arising due to force on
dust particles in presence of the magnetic field has been included. The effect of
magnetic field on phase transition of the system from crystalline to fluid state has
been investigated. The relation between size of dust and critical magnetic field at the
point of phase transition has been found out.

Section 7.2 of this chapter deals with the theoretical model and development of
MD code that is used to study this problem. Section 7.3 deals with the results and
numerical calculations along with discussions. The conclusions drawn from the study

are included in section 7.4.

7.2 Theoretical Model and development of MD
code:

Here, we consider a 3D dusty plasma system of identical, spherical particles of
mass mq and charge ()4 immersed in a neutralizing background plasma subjected to
an external magnetic field ]§0 applied along z-direction. The motion of the plasma
particles along z-direction is not affected by the magnetic field. Along this direction
the inter-dust interaction may be considered to be of Debye-Hiickel (Yukawa) type.
The dynamics of the plasma particles in z — y plane completely change in presence
of the magnetic field. The system under consideration no longer remains isotropic.
The magnetic field affects the motion of plasma particles and that leads to change in
the shielding potential of dust grains. The inter-dust interaction may be considered
to be of modified Debye-Hiickel type?®, given by equation (6.2.1), of Chapter 6.

The equation of motion for the ‘“’th dust particles may be written as

d’r,

my— = Fi(t) | (7.2.1)
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Were,
E(t) == Vi(ry) + Quui(t) x B (7.2.2)

fors=1,2,3, ..., Nand 3 # 1. Here, F; is the force acting on the :th particle and
®,, is given by equation (6.2.1) of Chapter 6, in z — y plane and by equation (3.3.2)
of Chapter 3, along z-direction.

The presence of magnetic field affects the behaviour of strongly coupled plasma
in a complicated manner. As mentioned earlier in Chapter 6, in magnetized strongly
coupled plasma, the two characterizing parameters I' and & get modified to I, and
km defined by equations (6.2.3) and (6.2.4) respectively, in the z — y plane.

To perform the simulation, 686 particles for BCC crystal structure and 500 par-
ticles for FCC crystal structure are taken under periodic boundary conditions, in
a 3D cubic simulation box of side L. These lattices are used as initial conditions.
In this problem, the space, mass, time, velocity, energy and external magnetic field
strength are normalized by Ap, ma, /(maA3) / (KsTa),v/(ma/KsTy), KpTy and
\/W . Of the several existing algorithms for solving equation (7.2.1) we use

in our MD calculation the efficient Velocity Verlet algorithm, given by equation (3.2.3)
of chapter 3. To simulate structural properties of the system, constant temperature
MD is used. The conservation of energy and momentum is verified to check whether
the simulation is self consistent, and can be used for new interaction models.

To characterize the structural order of the system, radial distribution function
g(r), given by equation (6.2.6), has been computed in z — y plane. Phase diagram
is obtained by plotting lattice correlation factor in I',, — k,, plane. The point of
intersection of lines representing solid FCC-like, solid BCC-like and fluid states may be
defined as the triple point of transition in magnetized plasma. The critical magnetic
field then may be determined easily from the values of I',, or k,, at the triple point.
The knowledge of critical magnetic field and its size dependence may be very useful

for designing future experiments in laboratory for production of Coulomb crystal in
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presence of magnetic field and for understanding the behaviour of Coulomb crystal

in different astrophysical plasma.

7.3 Results and Discussions:

The effect of strong to ultra-strong magnetic fields on phase transition of dust
crystal from solid to fluid state is studied by calculating Radial distribution function
(RDF') using a MD code. Figures 7.1 - 7.3 show the RDF plots for the two different
cases. The black line represents the variation of g(r) with modified Yukawa potential
as the interaction term among the grains taking into the account the effect of Qy(7'x E)
term on dynamics of dust particles. The red line on the other hand ignores the
dynamics of dust particles. Although the presence of the term Qu(7' x E) does not
affect the pattern and overall behaviour of g(7) plot, it helps in the crystallization
process. In all the plots, it is seen that both height and sharpness of the peaks
are more in presence of this term. With the increase in magnetic field, the Larmor
radius of the grains becomes smaller. As a result, the particles are confined to the
small Larmor orbits. This facilitates the formation of ordered structure of the dusty
system.

For studying the phase transition of the dust crystal under the application of
magnetic field, g(r) has been plotted in Figures 7.4 - 7.6. Fig.7.4 shows the g(r)
plot across 7/Ap for particles of radius 2.0um and magnetic field ranging from 0.27
to 3.07. With the increase in magnetic field, the sharpness of the peaks increases,
indicating a more ordered arrangement of the particles. At 0.7T, the peak height has
been found to be maximum. With the further increase in the field, the pattern shows
a gradual transition to the fluid state. At B = 3.0T, the particles become completely
disordered with flat g(r) plot. Similar behaviour is seen from Fig.7.5 and Fig.7.6 for
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Figure 7.1: Plot of g(r) vs. r/\g, for grain radius of 2 um with magnetic field of 0.7
T.
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Figure 7.2: Plot of g(r) vs. r/\y, for grain radius of 2 um with magnetic field of 2.0
T.
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Figure 7.3: Plot of g(r) vs. r/\y, for grain radius of 2 um with magnetic field of 3.0
T.
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Figure 7.4: Plot of g(r) vs. /A4, for B=0.2,0.5,0.7, 1.0, 2.0 and 3.0 T respectively,
taking grain radius r4 = 2.0 um.
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dust grains with size 2.5 um and 3.0 um respectively.

In all the cases, sharpness and heights of RDF-peaks become maximum at B =
0.7T. With the rise in magnetic field from 0.2T to 0.7T, the term Qq/(4meors; f) in
equation (6.2.1) of chapter 6, is dominating. The interaction potential increases with
the increasing values of magnetic field for this range. This results in gradual increase
in the sharpness and height of g(r) plot. With further increase in magnetic field, the
exponential term in the expression for modified Yukawa potential, viz. exzp(—r;;/ps)
decreases very rapidly. For B = 1.07" or more than that, the contribution due to the
term Qqu;(t) x B becomes appreciable. This term tends to facilitate the formation of
dust crystal. With the increase in magnetic field, the gyro-radius of dust decreases
and as a result the particles are confined near the gyro-center. However even for
strong magnetic field up to 5.07" that has been investigated here, the effect of the
modified Yukawa term is more dominating than Q7;(¢) x B term. Hence, with the
rise in magnetic field beyond 0.7T", the peak height gradually decreases.

As the values of magnetic field are increased beyond 0.7T, the crystalline and
ordered state of the particles is gradually lost. Smaller the dimension of the particles,
higher is the tendency to go to the fluid state. The particles with 2.0um radius
completely transits to gaseous state, whereas particles with 3.0um radius attains
fluid state at B = 3.0T".

More specific information about phase transition may be obtained from Fig.7.7 (a),
(b), (c), (d), (e), (f) and (g). The phase diagrams plotted in Fig.7.7, may give more
specific information about phase transition of our system. As has been mentioned
earlier, in presence of magnetic field, the Coulomb coupling parameter and screening
constant get modified to I',, and k,, respectively. Triple points are obtained for dust
particles with different radii ranging from 1.5um to 4.7um from the phase diagram.
The magnetic field corresponding to the triple point may be defined as the critical

magnetic field, that causes phase transition from crystalline to fluid state. It is seen
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Table 7.1: Values of I',,, k., and B, for different values of 4

Tq I um (. Km B, in Tesla
1.5 7.1686x 10* 5.89 1.69

2.0 7.72645x10* 6.16 1.985

2.5 3.02465x10° 7.03 2.35

3.0 3.76414x10° 7.32 2.94

3.5 4.02803x10° 7.54 3.7

4.0 1.96351x10° 8.38 5.02

4.7 2.00822x 108 8.47 7.8

from the phase diagram of Fig.7.7 (a), that the critical magnetic field for dust particles
of 1.5um radius has been found to be 1.67 T with Ty = 300K, ng = 3.74 x 10'%mn 3,
n, = 1 x 10"m™3. Below this magnetic field both FCC-like and BCC-like structures
exist. The regular arrangement of the particles get distorted once the magnetic field is
increased beyond 1.67T and the system makes phase transition to fluid state. We have
further investigated the dependence of critical magnetic field on the grain size. This
triple points for grain radius ranging from r, = 2.0um — 4.7um have been calculated
from Fig.7.7 (b), (c), (d), (e), (f) and (g) respectively. The critical magnetic field B,
corresponding to triple points for seven different values of dust radii r4 are tabulated

in Table.7.1.

The dependence of critical magnetic field on the grain size has also been inves-
tigated here. Fig.7.8 represents plot of critical magnetic field B, across normalized
value of dust radius. Using least square method, a relation may be obtained between

critical magnetic field and dust radius as
B, = 0.82402 + 0.31809e("e/(1 57191x107)) (7.3.1)

. It is seen that larger the dust grain, higher will be the critical magnetic field at

the point of phase transition. The interaction potential increases with the charge
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on dust. In our simulation dust charge is taken as Qg = (47reord)45‘-’eﬂ, where 74 is
the grain radius. Since dust charge is directly proportional to radius of the grains,
the tendency to remain in crystalline state increases with the increase in size of
the particles. Moreover, with the increase in charge, Larmor radius of dust particles
becomes smaller. The particles as a result are more confined about their gyro-centers.
In our study it is seen that with the increase in magnetic field beyond 0.77, the
system gradually goes to disordered states. Larger is the radius of the grain relatively
higher magnetic field is required to cause the transition. Hence the critical value of
the magnetic field at which phase transition occurs shifts towards larger values for
increasing grain radius. The particles with large size can maintain ordered, crystalline
state even for higher values of magnetic field. Hence the critical magnetic field is

proportional to the size of the dust particles.

7.4 Conclusions:

In this Chapter, a 3D MD code has been developed to study phase transition
of strongly coupled magnetized plasma. We have emphasized in the fact that the
interaction potential among dust particles in presence of magnetic field cannot be
described by Debye-Hiickel potential. The magnetic field affects the motion of plasma
particles and that leads to change in the shielding potential of dust grains. The term
Qqv,(t) x B has been incorporated in the equation of motion in order to study its
effect on crystal formation for large magnetic field. From our study it is seen that low
magnetic field may facilitate formation of Coulomb crystal. However, for moderately
strong magnetic field in the range 0.77 < B < 8.0T, the effect becomes reverse for
particles with size 2.0 — 3.0um. Karasev et al.??® investigated the dust structure in

conditions of dc glow discharge with an external magnetic field. They compared pair
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correlation function for their system with different values of magnetic field. Their
results clearly show that dust structure is changing from almost hexatic to a gaseous
disordered state with an increase of magnetic induction. The results of our simulation
agree with their observation.

We have pointed out a procedure for determining critical magnetic field at the
point of phase transition. The relation between critical magnetic field and size of the
particles is clearly seen from the phase diagrams. Knowledge of this critical magnetic
field may be very useful to perform experiments on Coulomb crystal in magnetized
plasma. This simulation may be extended for ultra-strong magnetic field which would
be suitable for explaining the observations obtained from some of the astrophysical

objects like magnetars with extremely strong magnetic fields.



Chapter 8

Summary and Conclusions

Dusty plasmas has received considerable attention in astrophysical contents, as well
as laboratory plasma devices and industrial processes. One of the novel properties of
dusty plasma is related to the relatively large value of the charge and mass on the
particles. Usually, the strongest force acting on dust particles in the vicinity of stars
or planets is gravity or radiation pressure. However, the charged dust particles are
also affected by electric and magnetic fields. There are many phenomena occurring
in dusty plasma, which are still not explained in a convincing manner. The increased
interest in dusty plasmas was due to two major discoveries in very different areas: one
is the discovery by the Voyager 2 spacecraft in 1980 of the radial spokes in Saturns B
ring and another is the discovery in the early 80s of the dust contamination problem
in semiconductor plasma processing devices. More recently, the realization of the
presence of dust particles in magnetic fusion plasmas, has led to interest to understand
how these particles interact with plasmas. This is of particular concern for the design
of the ITER device. Besides these, there are numerous other examples, where dusty
plasma plays a key role.

The characteristics that make dusty plasma so important, is arising due to massive

mass and fluctuating charge of dust grains. In addition, the dust particles may change
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the properties of the plasma itself and change the dispersion relation of various,
usually low frequency, plasma waves and give rise to new type of instabilities. In
chapter 2 of this thesis, the emphasis has been given on studying the damping of
low-frequency drift mode which arises due to the dust particle density gradient in
presence of a magnetic field in collisional dusty plasma. For this study dust charge
fluctuation is also taken into consideration. The dynamics of the plasma is governed
by the dust particles. The role of ion-neutral collision, changing frequency and dust
density gradient on the damping rate of the instability is investigated for different
values of physical parameters of interest. Both numerical and analytical techniques
are used to study the problem. From our investigation it is observed that an increase
in the dust particle inhomogeneity, results in decrease of the damping rate. The role
of ion -neutral collision on the damping rate of drift wave is also investigated. The
effect of dust charge fluctuation on the behaviour of low-frequency drift wave in such
weakly ionized plasma is also studied.

The characteristic feature of dusty plasma is the strong interaction between dust
particles, which can lead to the formation of ordered liquid-like and crystal-like struc-
tures. The investigation of the response of the dusty plasma to various external
actions is of great interest. Such actions can be used to control the spatial position,
and dynamics of dusty plasma structures. Moreover, the laboratory dusty plasma in
the presence of external actions is a good experimental model for investigating the
formation of dust and dusty plasma structures in space and various industrial and
power facilities. The most intriguing aspect of dusty plasmas is that the particles
can be directly imaged and their dynamical behavior recorded and studied visually.
This is accomplished using laser light scattering and fast digital video cameras. This
allows for the unprecedented ability to study the dynamics of the dusty plasma at
the kinetic level. In Chapter 3 of this thesis, a detailed theory of crystal formation

and phase transition of 3D complex plasma system have been discussed. The method
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of Molecular Dynamics (MD) simulation is used for this study. The MD simulation
is an important and powerful tool in the study of large collections of atoms and
molecules. This simulational method can be considered as one of the standard tool
that can be employed in the study of st;r‘uctural properties and growth phenomena
associated to dusty plasma. MD method follows the evolution of many-body system
by tracking the trajectory of every particle in the system by numerically integrating
its equation of motion including all the forces acting on the particle. For our study
a self-consistent Molecular Dynamics simulation program is developed to investigate
crystal formation and phase transition of dust grains in plasmas. Starting from any
given initial phase-space distribution of dust grains, the dusts are allowed to evolve
according to Newton’s law of motion with a model Yukawa dust-dust interaction po-
tential. The simulation is started under a constant-temperature constraint so that
the system achieves equilibrium state. The conservation of energy and momentum is
verified to check whether the simulation is self consistent and can be used for new
interaction models. The structure of the complex system is investigated by calculat-
ing Radial Distribution Function (g(r)) for different values of temperature, density
and size of dust grains. The results of our simulation show that as the temperature
of dust Ty is reduced, the structure becomes highly ordered. The system attains an
ordered solid state for dust density larger than ng = 1.78 x 10°m ™3 and disordered
fluid state for n, below that value for the range of values of parameters used in this
study. It is also seen that even a slight change in the size of dust particles affects
the structure to a large extent. The crystal formation becomes more probable with
grains of relatively large size. The long-range order is studied from the plot of the
strength of lattice correlation with time. The phase diagram for the system shows
the existence of three phases, solid(FCC), solid(BCC) and fluid. The study may be
helpful to identify accurately the parameters suitable for the formation of Coulomb

crystal in a Yukawa dusty plasma system.
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Besides the role of strong coupling among the dust grains for the formation of dust
crystal, the effect of different mechanisms involving ion-mediated attractive forces are
also found to play a key role. The effect of attractive Shadowing force on structure of
3D dust crystal using MD simulation has been investigated in Chapter 4. This force
arises due to asymmetrical current flow to the grain. A comparative study has been
made between Yukawa and the combined Yukawa-Shadowing potential by calculating
pair-correlation function, for different values of Coulomb coupling parameter, screen-
ing constant and grain radius. In our discussion, we have concentrated mainly on
effect of Shadowing force on phase transition of the dust crystal to liquid and gaseous
states. From our study it is seen that the attractive Shadowing force predominates
over Yukawa force for grains with large size and for large screening parameter. The
investigation done here may confirm the role of Shadowing force in crystal formation
suggested by the theorists and experimentalists.

In Chapter 5 of this thesis, an effort has been made to do a comparative study
between the effect of coupled Yukawa-Shadowing potential and coupled Yukawa-
Overlapping Debye Sphere (ODS) potential on 2D dust crystal formation by using
MD simulation. The structural property of the system has been investigated by cal-
culating Pair correlation function ( g(r)) for different values of I', k and dust number
densities ng. From the results discussed here it is found that Coulomb coupling pa-
rameter does not have significant effect on both ODS and Shadowing force. Both ODS
and Shadowing potentials equally dominate for small values of screening parameter
x and large values of dust density. However, the attractive Shadowing force is more
dominant for grains with large screening parameter and smaller values of dust density.
The results for Yukawa-Shadowing and ODS potential are also compared with exper-
imental results and a close agreement is obtained for attractive Shadowing force. The
comparison of our simulation results with the experimental observation clearly reveal

that Yukawa-Shadowing potential leads to better agreement with the real situation.
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In Chapter 6, the investigation has been done on the formation of dust crystal and
phase transition of a three-dimensional dusty plasma system in presence of external
magnetic field by molecular dynamics (MD) simulation. It has been pointed out that
due to the presence of the magnetic field, the interaction potential among the dust
grains gets modified and no longer remains isotropic. The pair correlation function
has been calculated for different values of magnetic field strength. The triple point is
calculated from the phase diagram. The effect of the magnetic field on the crystalline
behaviour and triple point is investigated from the simula’ciohal result. Higher value
of magnetic field disturbs the organized structure of dust crystal. It is seen from our
results that the triple point of the transition shifts towards higher value of coupling
parameter and lower value of screening strength. The results of our simulation may
find application in various space and laboratory plasma situations. Proper knowledge
about the behaviour of dust particles in presence of magnetic field is relevant for fab-
rication of micro and nano-scale mechanical devices and various dynamical processes
observed in planetary rings and space nebulae.

Chapter 7 of this thesis describes the study of critical magnetic field for phase
transition from crystalline state to liquid state of strongly coupled magnetized plasma.
Modified Yukawa potential is used as the interaction potential among the grains.
Besides that, the effect on dust grains in presence of the magnetic field has been taken
into account by incorporating the term Qq (? X ﬁ) in the equation of motion for
strong magnetic field. Our study reveals that low magnetic field (< 17") may facilitate
formation of Coulomb crystal. It is seen that for moderately strong magnetic field
in the range 0.77' < B < 8.07, the effect becomes reverse for particles with size
1.5um — 4.7um. The relation between critical magnetic field and size of the particles
is clearly seen from the phase diagrams. It is seen that larger the dust grain, higher
will be the critical magnetic field at the point of phase transition. The knowledge of

critical magnetic field and its size-dependence may be very useful for designing future
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experiments in laboratory for production of Coulomb crystal in presence of magnetic
field. In order to study the astrophysical observations like soft gamma repeaters
(SGRs), anomalous X-ray pulsars, magnetars with extremely strong magnetic fields
and different space phenomena, it is essential to understand formation of dust crystal
in dusty plasma in presence of magnetic field.

Thus, in this thesis an effort has been made to understand low frequency phenom-
ena like drift mode in presence of dust particles in a weakly ionized plasma. Besides
that, physics of dust crystal formation has been extensively studied under various
conditions using MD simulation technique. This study may be helpful for under-
standing astrophysical plasma related events as well as for designing dusty plasma

experiments.
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Appendix

The governing equations for dust particles are

(A.0.1)
(A.0.2)

o7
MaNg (% —+ @Vﬁ) = 'I’Lde (E) + ’U_d) X E())) — V‘ﬁd — (?d — 7}‘).,1) MgNgVn
0
% +V (’I‘LdUd)) =0

where, mgy, ng, Ug are the mass, density and velocity of dust particles, pg is the dust

pressure, whereas vy, is the collision frequency of dust particles with the neutrals of

mass m.,, density n, and velocity v,.

Dust-neutral collision frequency is taken as

Van = (47/3) r2vpny (My/ma)

Diamagnetic drift is
Vap = - i Oy
By Qaonao Oz

Governing equations for ions

v,
m,n, (—U + E’VE’) =n,e (E’) + 7, X ES) — (7, -

ot

where, ion-neutral collision frequency is
Uin = NMpOinCy
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(A.0.5)



186

while g,,, is the ion-neutral collisional cross-section, and

2 KBTz
c, =
m,
and n, is the neutral density.
Continuity equation for ion is
on,
(,; +V (nT) =0 (A.0.6)

Governing equations for electrons

MeNe (?& + U—QVIJZ) = —n.e (E + T X E;) - vpe (A.0.7)
ot
on,
e 4V (neve) =0 (A.0.8)
ot
Governing equations for neutrals
a?n — o _ — — — —
MpTin e +0,.Vu, | = (VU — Va)mutintgn — (Vn — 0,) mn,  (A0.9)
one, —
+ V (npvn) =0 (A.0.10)
ot
Charging equations
8T, e(®p0 — P)
I, = 2oy —m, |1 - L2 0.
+rrie 7Tmln [1 KT (A.0.11)
8Te 6(@,‘0 — cI’)
I, = —mrle | == e L 0.
Trie p— NeETP ( KoTo (A.0.12)
d
zd L+ (A.0.13)

where, @ is floating potential, ® is plasma surface potential.
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After linearization, perturbed quantities are substituted into linearized Poisson’s

equation

V2®, = Ar[ene + Qaonar + Qarnao — €M)

The perturbed dust number density can be expressed as :

ng1 = (Q@p2Ery + QpsErz + QpaQar) /Qpr

Where,
@p1 = (w — tny Baiz + naoky Bay + naok. Ba.)
k,C,
Qp2 = nyGaze(w) — DdoZy dy
Ay
k,D
Qp3 = inhyDyys — Daocydy _ ndok: Da.
Agy
Opa = __miioEOzGdlx " Naoky Foz
my mdAdy
Where,
1 Bd (w)
B r = B T Y Yz Y/ x z
= T00) [P By ) ¥ BBl
Eor . kywedT, Wed Vdn
de — _QdO 0. — Iy cddd _ Id _d_(vdoy _ 'Unoy)
MdNdo WyMdngo Wy Tido
1k, T, Vdn Wed — VdnPnz
By = SaTd | Vin () + et~ VinPnz)

MaNdy  Ndo Ay (w)

’iszd(Vdn -+ ikyUnOy)
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2 . .
Manao [V, — (Van + ikyVdoy ) (Van + thyUnoy)]
L
— 2 2 ’
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’ c nPnz
Ady = —Wwy — A de + VdnPny
dx
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WedVdn
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/ .
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(A.0.14)

(A.0.15)
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A1 Dy
Prs = ik Unoy + A
B, A
Pry = T e Unoy + Ani
A B,
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2
D — Vin { MoKyl Wer
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Perturbed dust charge is given as

B

Qar = % [A(1+ aeQao) ne1] — X (1 = Qo) N1

X = w — Aagneg — Bbynyg

T, \ /2
A=mrie < ° )
M
8T, \ /?
B = nrie ( )
™m,
e
Ga cT,
e
by = T
And
nygy = %

The perturbed electric field is

El = Ely:l:l + Elzé = (—"ka:l) — 'Lkzé') (I)l
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The expression of perturbed electron number density is as follows:

1

A {CeIEly + DelElz}
el

Nep =

Where,
n'
Ael — — l:zweo + 14—60_86z + 'kaneoBey] + 1kzneOBez

ex

Del - —'LkzneODez

. Ce:c
Cel = — [ZL%— + zkynCOCey]

Aez = mzﬂg (1 + kf/bg)

Here,
2
b2 — UCOy
[ Qg
and
, _ Ong
0 oz

where, €, = %33 1s the electron cyclotron frequency.

3

B, = =2 (¢ oy — T /be]
Neo

12, Bex B k,T.
weOAe:c WepTeTle0
k;ZTC
WepTMeTle0
Cez = —6230
e + 182.Cex
Melen weOAez

Bey =

Bez:_

Cey =

e
Dez =

Meleo

The expression of perturbed ion number density is as follows:

1
g = ; [Qzlndl + Q't?Ely + Q13Elz + Q14Qd1]
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Where,
Qzl = kynzOBzy + kznloBzz
Q1.2 = kynzOCzy
QzS = kynzoDzy + kznzoDzz
Q‘IA = kynloG'}y
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a, By az B,
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Substituting n,; and n.; in equation (A.0.16) and doing some calculations, Q. can

be expressed as

Qa1 = (ay By + o, F1,) /o (A.0.19)
where
_A(l+aQw) ,  BQ-0Qw).,  B(l-bQaw)
= (w — By)Aer Ca (w — Br)w Qo (iw — By} (w — Ql)Q“Qm

_ MD _B(1- bedo)Q _ B(1 = bQu0) Qulps

YT w B A T (w-Blw 7 (w-B)w- Q)
B(1- bedO)Q B (1 — byQuao) @u@pa

(w — B))w ut (w — By) (w — Q1)

B, = AaaneO + Bbynyg

ag =1+

7
Q1 = myyBarz — Naoky Bay — ok, Ba.

After substituting Qg1, equation (A.0.15) can be rewritten as

Ng1 = ﬁ (QayEry + QuzEn] (A.0.20)
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where

a

Q pac,

Qa: = Qp3 +

Substituting Qg in equation (A.0.18), n;; becomes,

ni = QiyEry + Qi Fr. (A.0.21)
where
Q= 5 (@ + Qu) + 22
Q QLB
Qi = W (Qa + Qu) +

Then, substituting equations (A.0.17), (A.0.19), (A.O.QO) and (A.0.21) in Poisson’s

equation (A.0.14) we get the dispersion relation as,

1+ Xxe+Xxa+xi=0 (A.0.22)
Here,
4dmie
Xe = —m (kyCer + k.1 D)
4me Quo k, o k.o,
- Tl =&y kz . Yy
47rze
Xi = ( szy + k sz)

Equation (A.0.22) can be written as
Ciw® + Cow? + Caw® 4+ Caw? + Csw + C5 =0 (A.0.23)

Where,
Cl = ZRl

Cy = —R\By — 201 Ry — 1Ry — iQaoRs — panao
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Cs =Ry (B1Q1+ dy +ds) + Q1 Ry (By +1Q1) + Ry (By + 1Q1) + QuoR3 (By +1(1)
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