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ABSTRACT 

In this work we have studied perturbation of weighted shift operators. For 

our study we consider both one-variable and two-variable weighted shift oper­

ators. There already exists in the literature, different necessary and sufficient 

conditions for a weighted shift operator to be either hyponormal, or weakly 

hyponormal, or 2-hyponormal, or quadratic hyponormal, or subnormal. We 

observe that these necessary and sufficient conditions are all framed in terms 

of the 'weight sequence' of the particular weighted shift. This immediately im­

plies thFl.t Fl.ny change or pertnrbFl.tion in the weights wonlel reflect npon the 

hyponormality or any other similar property of the weighted shift. In this work 

we frame conditions which can exhaustively determine the situations where a 

perturbed shift will still retain its original property of hyponormality / weak 

hyponormality / 2-hyponormality / quadratic hyponormality / subnormality. 
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Chapter 1 

Introduction 

1.1 Background 

Several important classes of bounded Hilbert space operators were introduced 

around the year 1950. We refer to three such classes of operators, namely, 

weighted shift operators, subnormal operators and hyponormal operators. 

Weighted shifts are among the apparently simple but actually very rich examples 

of Hilbert space operators. They are related to subtle questions of function 

theory and constructive mathematics . 

• If {en}~=o denotes an orthonormal basis of the space of square summable 

complex sequences e2 (z+), and {Qn}~=o is a bounded sequence of scalars, 

then the unilateral weighted shift W on e2 (Z+) is defined linearly such 

Though references to these definitions go ba.ck to the late 1950's, the first sys­

tematic study of shift operators was undertaken by R. 1. Kelly in his doctoral 

thesis in 1966 [68]. About ten years later A. L. Shields again compiled a thor­

ough account of subsequent developments [81]. Since then this class of operators 

has received much attention. Initially it was used in the investigation of isome-. 
tries, buL slowly it emerged as a fertile domain for providing examples in the 
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Chapter 1 2 

study of general operators. 

The other two classes of bounded Hilbert space operators that we have men­

tioned are subnormal and hyponormal operators. Motivated by the successful 

development of the theory of normal operators, in 1950 P.R. Halmos introduced 

the notion of subnormality and hyponormality for bounded Hilbert space oper­

ators . 

• We recall that an operator T is subnormal if it is the restriction of a 

normal operator to an invariant subspace. 

• T is hyponormal if T*T ~ TT .... 

By simple matrix Cfl,1cnlations it can he verified that snbnormality implies hy­

ponormality, but the converse is false. One reason is that subnormality is in­

variant under polynomial calculus or the calculus of analytic functions, while 

hyponormality is not. If we define T to be polynomially hyponormal whenever 

p(T) is hyponormal for every polynomial ]J E e[lE], then the natural question 

that follows is: 

Question A: If Tis polynomially hyponormal, then must T be subnormal? 

In [75] it was shown that Question-A has an affirmative answer if and only if the 

corresponding problem for unilateral weighted shifts has an affirmative answer. 

In other words, it was proved that there exists a non subnormal polynomially 

hyponormal operator if and only if there exist a weighted shift operator with 

the same property. In [34] was given an example of an operator which is polyno­

mially hyponormal but not subnormal. This means that there must also exist a 
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non subnormal polynomially hyponormal weighted shift operator. However, till 

date such a weighted shift operator has not yet been identified. The 

reason for this could be because the gap between subnormality and hyponor-

mality is not clearly understood. In [24] it was pointed out that we can easily 

construct a non subnormal polynomially hyponormal weighted shift operator, 

if we call give all affirmative allswer to the following question regardillg pertur-

bation of weighted shift operators: 

Question B: Is polynomial hyponormality of the weighted shift stable under 

small perturbations of the weight sequence? 

Let us assume that Question-B has an affirmative answer. Under this assump-

tion, if we consider the recursively generated weighted shift Tx with weight 

sequence: 1,.;x, (J3, jli, j¥)/\, then it can be shown that Tx is subnormal 

if and only if x = 2; whereas Tx is polynomially hyponormal if and only if 

2 - 61 < X < 2 + 62 for some 61,62 > O. Thus for sufficiently small E > 0, ·the 

weight sequence Qf : 1, J2+E, (J3, jli, j¥)/\ would induce a non subnormal 

polynomially hyponormal weighted shift operator, as desired. 

Hence it needs to be investigated whether Question-B does have an affirma­

tive answer or not. And for this we need to develop the perturbation theory 

of weighted shift operators. In fact, a proper investigation of the notion of 

perturbation of weighted shift operators would help us to bridge the gap be-

tween subnormality and hyponormality, and to understand the position of the 

subnormals within the class of hyponormals. 
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1.2 Objectives 

The basic problem we refer to is understanding the gap between the classes of 

subnormal and hyponormal operators. In the recent past several new classes of 

operators like k-hyponormal and weakly k-hyponormal operators have been in­

troduced and studied in an attempt to bridge the gap between subnormality and 

hyponormality. We refer the following papers for details [12] [13] [16] [17] [22] [26] 

[36] [44J [51 J [75J. 

Most of this work is carried out on the class of weighted shift operators, this 

being a prototype to the original question. A huge volume of literature deals 

with characterizations of these intermediate classes of operators by establishing 

necessary and sufficient conditions. These conditions are always in terms of 

weights of the weighted shift. This motivated us to raise the following questions: 

"suppose we have a k-hyponormal weighted shift W with sequence {O'n}. To 

what extent can the weight sequence be perturbed, so that the corresponding 

perturbed shift still retain the property of k-hyponormality?" The ability to 

answer this question would contribute much towards a proper understanding of 

the class of k-hyponormal weighted shift operators, and also to distinguish it 

from the other subclasses. 

Again it is known from the existing literature that the class of k-hyponormals 

is within the class of weakly k-hyponormals. This motivate us to ask "whether 

a perturbed k-hyponormal remains weakly k-hyponormal." The present work 

attempts to address such kinds of questions. 

Hence, the objective of the present work is to contribute to the development 

of the theory of perturbation of weighted shift operators, with reference to the 
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notion of hyponormality, k-hyponormality, weak k-hyponormality and subnor­

mality. Our work' aims to carry forward the ongoing research in this area and 

also to plug some of the holes in the existing literature. 

1.3 Review of literature 

We begin by taking a look at the class of weighted shift operators with refer­

ence to the classes of subnormal and hyponormal operators. We denote by Wa 

the weighted shift on £2 (Z+) with a bounded weight sequence a. = {Cl:n }. If, in 

particular, each o.n is equal to I, then I-Va is referred to as the simple unilateral 

shift and denoted by U+. Since the bilateral shift on e2(Z) is a natural normal 

extension of U +, hence U + is subnormal, and therefore also hyponormal. How­

ever, the weighted shift Wa need not always be subnormal or even hyponormal. 

In fact we have the following results: 

• Wa is hyponormal if and only if Io.nl ::; Io.n+ll for all n . 

• (Berger's Theorem) Wa is subnormal if and only if there exists a Borel 

probability measure {L supported in [0, II Wa 112j, with IIWa ll 2 E SUpPf.L, such 

that In = .r t,nr/,fi·(t) for all n 2: 0, where 10 := 1 and In+1 := o.~o.~_l ... o.~ 

for n 2: O. 

In [51, Problem 203J Halmos asked for an example of a hyponormal operator 

that is not subnormal. Later on he himself comes up with one such example 

namely, the weighted shift operator Wa with weight sequence a. = {o.n}, where 

0.0 = a,o.1 = b,o.n = 1 for all n > 1 and a < b < 1. In fact Stampfli [80J 

was the first to address the question "which monotone shifts are subnormal?" 

In Theorem 4 of the same paper he provides a set of necessary and sufficient 
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conditions for subnormality of Wa: in terms of the weights O'n. These conditions 

make it evident that even the filst four weights (C\'o < 0'1 < 0'2 < 0'3) may 

'prevent' a shift from being subnormal. 

Again in [51, Problem 209], Halmos asked for an example of a hyponormal 

operator whose square is not hyponormal. The example was duely provided 

but with much difficulty. vVe now lecall subsequent development in the theory 

by which such examples can now be generated with much ease. 

Let H be an infinite dimensional separable complex Hilbert space and let B(H), 

denote the algebra of bounded linear operators on H. 

• For S, T E B(H), [S, T] := ST - TS. 

• An n-tuple T = (T1' ... , Tn) is hyponormal or the operators T1 , ... , Tn are 

jointly hyponormal if 

[Tt,T1] [T{,T1] .. [T~,T1J 

[T*,TJ := 
[Tt,T2J [T{,T2] [T~,T2] 

~ o. 

[Tl*' TnJ [T{,TnJ [T~,TnJ 

• For k ~ 1, T E B(H) is k-hyponormal if (T, T 2, ... ,Tk) is hyponormal 

l.e., 

• (Bram-Halmos) 

[T*, TJ [T*2, TJ 
[T*, T2] [T*2, T2J 

T E B(H) is subnormal 

{::? Tis k - hyponormal for all k ~ 1 

[T*k,TJ 

[T*k, T 2
J 

{::? (T, T2, ... , Tk) is hyponormal for all k ~ 1. 

~ o. 
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• An n-tuple T = (TI, ... , Tn) is weakly hyponormal if LS(T) := { L~=l AiT. : 

A = (AI, ... , An) E en} consists only of hyponormal operators. 

• For k ~ 1, T E B(H) is weakly k-hyponormal if (T, T 2
, ... , Tk) is weakly 

hyponormal. 

• T E B (H) is said to be polynomially hyponormal if T is weakly k­

hyponormal for all k ~ 1. 

• W(\' is k-hyponormal <=> (In+'+J)~J=o ~ ° for all n ~ 0, where 10 := 1 and 

In+l = Q~ln for n ~ 0, defines the moment sequence of liVe,' 

With this last characterization at hand, it is possible to distinguish between 

k-hyponormality and (k + 1)-hyponormality for every k ~ 1. But while k­

hyponormality of weighted shift admits a simple characterization, the same 

is not true for weak k-hyponormality. 

In an effort to unravel how k-hyponormality and weak k-hyponormality are 

interrelated, different researchers have adopted different line of thoughts: 

(a) A number of papers have been written describing the links for specific fam­

ilies of weighted shifts e.g., those with recursively generated tails and those 

obtained by restricting the Bergman shift to suitable invariant subspaces. Some 

of the relevant references are the following [5] [12] [13] [17] [19] [20] [21] [24] 

[25] [32] [65] [66] [71]. 

(b) Another approach has been to take a closer look at weighted shifts whose 

first few weights are unrestricted but whose tails are subnormal and recursively 

generated, refer to [3] [15] [16] [45] [46] [60] [63] [80]. 
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As such we have a whole range of results leading to a better undersLanding of 

the problem in hand. 

• [80J If HIe> is subnormal weighted shift with weight sequence 0' = {O'n}~=o 

and O'n = O'n+1 for some n ;::: 0, then 0'1 = 0'2 = ... i.e., VVe> is flaL 

• [6J Let We> be a unilatreral weighted shift with weight sequence {O'n}~=o 

and assume thaL We> is quadratically hyponormal (that is, weakly 2-

hyponormal). If an = O'n+1 for some n ;::: I, then 0'1 = 0'2 = ... i.e. 

We> is subnormal. 

• [12J For x > 0 let We> be the weighted shift whose weight sequence is given 

by (.)'0 := x and O~n = !ill for n ;::: 1. Then 

(i) W(\' is subnormal ¢:} 0 < x :::; ~ 

(ii) We> is 2-hyponormal ¢:} 0 < x :::; ~ 

(iii) We> is weakly 2-hyponormal ¢:} 0 < x :::; If 
• [46J LeL O'(X) : VX, VX, VI, Ii,· .. be a weight sequence with Bergman 

tail. Then {x E ~+I We>(x)is q.h.} is a closed interval and is equal to 

[51,52J where 51 ;:::::: .1673 and 52 ;:::::: .7439 approximate to four places after 

decimal. 

• [23J Let {6'n}~=o be the weight sequence given by 

{

I 
'2' 

6' - 1 
n - 211.1 

2..I+2 , 

ifn = 0 

if n = 2,4,6, . 

ifn=1,3,5, ... 

1 

If O'n = (.L~=o 15k) '2 for n > 0, then We> is hyponormal but not 2-

hyponormal. 
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• [66] Let cx(x) : y'x,~,.fi,.j"i, ... There exists 6 E (196'~) such that 

(i) Wc«x) is cubically but not 2-hyponormal if 1
9
6 < X ::; 6. 

9 

(ii) W(Y(x) is quadratically hyponormal but not cubicaly hyponormal if 

6 < :/, < ~. 

Inspite of this huge repertoire of established results and generated examples, 

it should however be mentioned that the overall problem still remains largely 

unsolved. 

The study of the multivariable analogue to these problems have also received 

much attention in the last few years [27J [28] [29] [30J [31J [37J [38J [39J [40J . 

• Consider double indexed positive bounded sequences CXk, fA E eOO(z!), k == 

(k 1 , k2 ) E Z! := z+ x Z+ and let €2(Z!) be the Hilbert Space of square 

summable complex sequences indexed by Z!. The 2-variable weighted 

shift T = (T1 , T2 ) is defined by 

where C1 = (1,0) and C2 = (0,1). Here 

Given k == (k1, k2) E Z!, the moments of T of order k are 

'Yk := 

1 if k1 = 0 = k2 

2 2 
CX(O,O) ... CX(kl-1,0) 

.6&,0) ... ,B(0,k2-1) 

,Bto,o) ... ,BtO,k2-1)CX(0,k2) ... CX(k1 -1,k2) 

if k1 ~ 1 and k2 = 0 

if k1 = 0 and k2 ~ 1 

if k1 ~ 1 and k2 ~ 1 

A l1lultivariable weighted shift call be defiued ill au entirely similar way. 
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• [67j(Berger's Theorem: characterization of subnormality for 2-variable 

weighted shifts) T admits a commuting normal extension if and only if 

there is a probability measure J.L defined on the 2-dimenslOnal rectan-

gle R = [0, alJ x [0, a2], (at := IITt Il 2
) such that rk = J JR tkd/.I,(t) := 

J JR t~lt~2dIL(tl) t 2) (V k E Z~). 

• [25J A 2-variable weighted shift T = (T}, T2 ) is k-hyponormal 

¢:> (ruru+(m,n)+(p,q) - lu+(m,n)fu+(p q)) l:';m+n$k, l$p+q$k ~ 0 

for all u E Z~. 

• A 2-variable weighted shift T is horizontally flat if a(k l ,k2) = a(l,!) for all 

k1) k2 ~ 1; vertically flat if f3(k l ,k2) = f3(l,1) for all kl' k2 ~ 1; flat if it 

is horizontR.lly flFl.t R.nd vcrtIcruly flR.t; symmctricR.lly flR.t if T lS flR.t R.ncl 

a(l,l) = f3(1,1)' 

1.4 Notations 

We mention here a few standard notations to be followed throughout the sequel. 

N : Set of natural numbers. 

Z : Set of integers. 

Z+ : Set of non-negative integers. 

lR : Set of real numbers. 

lR+ : Set of non-negative real numbers. 

C : SeL of complex numbers. 

Z~ : Set of Ordered pairs of non-negative integers. 

e2 (z+) : Hilbert space of square summable complex sequences indexed by the 

set Z+. 

f2(Z~) : Hilbert space of square summable complex sequences indexed by the 
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seL Z~. 

£oo(Z+) : Space of all bounded sequences of scalars indexed by the set Z+ 

foo(Z~) : Space of all bounded sequences of scalars indexed by the set Z~. 

In addition to Lhese we also often use the following abbreviations: 

q.h.: Quadratic hyponormal or weak 2-hyponormal. 

p.q.h.: Positive quadratic hyponormal. 

NASC: Necessary and sufficient condItion. 

cl: Closure. 

1.5 Chapterwise brief summary 

11 

Chapter 1: This chapter is introdudory in nature. We include here the 

moLivation and objectives of the present work, along with a brief review of 

literature leading to the same. A chapterwise brief summary of the work done 

in each chapter of the thesis is also included here. 

Chapter 2: On convexity of weakly k-hyponormal region 

Let a = {an}~=o be a weight sequence. Let k ~ 1 and .7 ~ o. Denne 

a[J : xl : 0'0,0'1,···, a)-I, :1:, 0'1+1, ... We say, a[J : ~] is the perturbation of 

weight sequence a where the lh weight of 0' namely, 0') is perturbed to x. 

Let Dc< (k, .7) : = {x : W c<[J xl is k-hyponormal} 

and wc«k,.7) := {x : W n [) xl is weakly k-hyponormal}. 

If Wa is a weighted shift then TVc<[J xl is referred to as a rank-one perturbation 

of We> where the lh weight a) is perturbed to x. If for'/, < ), at and a) are 

perturbed to x and y respectively, then WQ[(t x),() "IJ)l is referred to as rank-two 

perturbation of WQ Similarly, we ca.n define any finite perturbation of lIVQ . 

In [24, Theorem 6.5J it was shown that rank-one perturbations of k-hyponormal 
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weighted shifts which preserve k-hyponormality form a convex set. That is, if 

Wa: is k-hYPollonnal thell na:(k,.1) is a convex set. The natural question that 

follows is "If Wet is weakly k-hyponorm~, then is wa:(k,.1) a convex set?" 

In this chapter we answer this question in the affirmative. 

For this we have used the characterization of weak k-hyponormality given in [45J. 

Chapter 3: On convexity of positive quadratic hyponormal region 

This chapter is in continuation of Chapter 2. Here also we continue to investigate 

the idea of convexity. 

If a = {an}~o be a positive weight sequence, z ~ 0, k ~ 1 and TVa: is weakly k­

hyponormal, then we have shown that wa:(k:.j) is a nonempty convex set, where 

wa:(k,j) := {x : Wa:[p] is weakly k-hyponormal}. 

Question: For y E wa:(k, i + 1), is there any relation between wa:(k, i) and 

Wa:[i+l,y](k,i)? Here Wa[>+l,y](k: i) := {x: Wa:[(>:x),(i+l:y)] is weaklyk-hyponormal}. 

In this chapter we address this problem with reference to a positively quadrat­

ically hyponormal operator Wa: with weight sequence a = {an}~=o where an = 

Iffi for all n. 

We have proved the following: 

1. For x E [kl: k 2 ], the weighted shift W[(O:x),(l:x)] is p.q.h., where kl -

0.630435, k2 = 0.737144. 

2. For y E [kl: k2], {x: Wa:[(O:x),(l:y)] is p.q.h.} = (0, yJ. 

3. If either y < kl or y > k2 , then there exists 0 < x ~ y such that 

Wa:[(O x),(l:y)] is not p.q.h. If we represent the perturbations of ao and 

al as x and y respectively, and represent them in the 2-dimensional plane 

then our result can be graphically represented as follows 
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Y p.q.h. region 

CENTRAL LIBRARY, T. U. 

ACC. NO .... ~.2..t~ ..... 
x=y 

o~ _______ x 
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Chapter 4: Finite rank perturbation of 2-hyponormal weighted shifts 

In [24, Theorem 2.1] it has been shown that a non-zero finite rank perturbation 

of a subnormal shift is never subnormal unless the perturbation occurs at the 

initial weight. However, this is not necessarily true for a 2-hyponormal shift as 

shown in [24, Example 3.1(ii)]. In view of this, the question being addressed in 

this chapter is as follows: 

"Given a 2-hyponormal weighted shift Wa and j 2: 0, does there always exist 

c > 0 such that for x E (o~j - c, aj + c), Wa[j:xJ is again 2-hyponormal?" 

In this chapter we establish a set of sufficient conditions under which there exists 

€ > 0 such that for x E (aj - €, aj + E), Wa[j:x) will again be 2-hyponormal. 

Applying these conditions we can completely determine the situations where 

2-hyponormality preserving perturbations do not exist. 

Moreover, in (24, Theorem 2.31, it was shown that a 2-hyponormal weighted 

shift remains quadratically hyponorma.l under small non-zero finite rank per-

turbations. The proof was based on the definition of positive quadratic hy­

ponormality. In this chapter we give an independent proof for the same result, 

using a different characterization of quadratic hyponormality. 

Chapter 5: Perturbation of 2-variable hyponormal weighted shift 

In Chapter 4 we have addressed the question of finite rank perturbation of 

2-h,Yponormal weighted shift considering the unilateral weighted shift Wa on 

f.2 (Z+). In this chapter we initiate a parallel discussion for the 2-variable weighted 
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shift on e2(Z~). For a unilateral weighted shift We> it is well known that We> 

is hyponormal if and only if O'n ::; Cl'n+l for all n. Hence for a strictly increas­

ing weight sequence, any slight perturbation of the ith weight still retains the 

hyponormality property for the perturbed shifL. "Is the same true for a two vari­

able weighted shift?" The answer is negative as is shown in the work done in 

this chapter. We also frame a set of positivity conditions which can completely 

determine hyponormality of the perturbed shift. 

Chapter 6: On weak hyponormality of 2-variable weighted shifts 

In Chapter 5 it was shown that iffor a 2-variable hyponormal shift T = (Tl: T2 ), 

a weight Cl'(kl,k2) is perturbed, then the resulting perturbed shift may not remain 

hyponormal. For example, say we have the 2-variable hyponormal ~hift T = 

(Tl: T2 ) with respective weight sequences {0'(kl,k2)} and {,6(kl,k2)}, as shown in 

the following diagram 

(0,3) 

(0,2) 

rJ (0, 1) 

(0,0 ) 

... 

,6(0,2) ,6(1,2) ,6(2,2) 

0'(0,2) Q(I,2) Q(2,2) ... 

,6(0,1) ,6(1,1) ,6(2,1) 

0'(0,1) 0'(1,1) 0(2,1) ... 

,6(0,0) ,6(1,0) ,6(2,0) 

Cl' (0,0) 0'(1,0) 0'(2,0) ... 

(1,0) (2,0) (3,0) 

Suppose the weight Q(2,2) is perturbed slightly to x. Then to preserve commuta­

tivity, we need to perturb at least a minimum number of adjacent weights. So 
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accordingly, /3(2,2) changes to y, a(1,2) changes to z, and ,8(2,1) changes 1.0 t. The 

weight diagram of the perturbed shift T = ('tlJ T2 ) will be as follows: 

(0,3) 

(0,2) 

rJ (0,1) 

(0,0 ) 

... 

/3(0,2) /3(1,2) y 

a(O,2) Z x ... 

/3(0,1) /3(1,'1) t 

a(O,l) al1,1) a(2,l) ... 

/3(0,0) (3(1,0) /3(2,0) 

0'(0,0) 0'(1,0) 0' (2,0) ... 

(1, Q) (2,0) (3,0) 

In Chapter 5 it was shown that T may not remain hyponormal. In fact the 

conditions under which 'f will still be hyponormal is completely given in that 

chapter. 

In this chapter, we show that though T may not be hyponormal, it will however 

still remain weakly hyponormal for sufficiently small perturbations x of O'(kl,k2)' 

Chapter 7: Back-step extension of weighted shifts 

In this chapter we address the question of perturbation of subnormal weighted 

RInftR. It WFlR shown in [24, Theorem 2.IJ thn.t n. non-zero finite mnk pertnrbn.tion 

of a subnormal shift is never subnormal, unless the perturbation occurs at the 

initial weight ao. So the idea is to begin with a subnormal shift and create a back-

step extension preserving subnormality The necessary and sufficient conditions 

(NASC) for sul~normal backward extension of a I-variable weighted shift was 

first given by Curto [12, Proposition 8J. Later an improved version of this result 
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was given by Curto and Yoon [37, Proposition 1.5]. In the same paper, they 

have also given the NASC for subnormal backward extension of a 2-variable 

weighted shift [37, Proposition 2.9]. However, these results only deal with 1-

step extension. In this chapter we extend these results to 2-step extension, and 

following a similar technique we propose N ASC for n-step backward extension 

of I-variable and 2-variable weighted shifts. In the last section we show how 

these results can also be derived applying Schur product technique. 
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On convexity of weakly 
k-hyponormal region 

2.1 Introduction 

To express ourself clearly and systematically we begin by specifying the no­

tations being followed. Let Wa be a weighted shift with weight sequence 

a = {an}~=o' Here an is referred to as the nth weight. So ao is the oth weight, 

al is the 1 th weight and so on. If for y > 0, and j ;::: 0, aU : y] denote the weight 

sequence 0'0, ... ,aj-I, y, aj+I, ... then H/a[j:y] is called the perturbed shift where 

the lh weight O'j is perturbed to y. Wa[j:y] is a rank one perturbation of Wa. 

If the ith and lh weights of a are perturbed to x and y respectively, then the 

perturbed shift Wa[(i:x),(j:y)] is called a rank two perturbation of W n . Similarly, 

we can define any finite rank perturbation of WC\" 

The issue of perturbation of weights in a weighted shift operator, is intricately 

related to the question of convexity of the domain of perturbation. In [24, The­

orem 6.5J it was shown that rank-one perturbations of k-hyponormal weighted 

shifts which preserve k-hyponormality form a convex set. That is, if Wa is 

k-hyponormal then Da(k, j) := {:r : Wa[j:x] is k-hyponormal} is a convex set. 

However, it is not known whether a similar result holds for weakly k-hyponormal 

17 
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weighted shift Wo'. In this chapter we show that, "if {IVa. is weakly k-hyponormal, 

then Wa (k,.7) := {.T, : WO'{j:x) is weakly k-hyponormal} is a convex set." 

In trying to ascertain this result, our first attempt is to come up with an example 

having this property. We try to achieve this for the case of a weak 2-hyponormal 

(i.e. quadratic hyponormal) operator using the characterization of quadratic 

hyponormality given in [65]. 

In examples 2.2.1 and 2.2.2 we construct two quadratically hyponormal weighted 

shifts Wo' and We where the weight sequences U and (3 are as follows: 

Let ,(:I;) denote the weight sequence I"f, I"f, Vx, II, ... In Proposition 2.2.3 

we show that W'")"(x) is quadratically hyponormal for all x E [~~, ~~] . For this 

we make use of the Theorem 2.2.2 and Mathematica graphs. The insight gained 

from this example enables us to prove that for a weighted shift operator HI a, if 

WO'[j:x] and Wa-[j:y) are weakly k-hyponormal, then WQ[j:z) is weakly k- hyponor­

mal for all z between x and y. In other words, wrr(k,j) is a convex set, and this 

is shown in Theorem 2.4.3. 

2.2 Examples for quadratic hyponormality 

We begin by recapitulation of definitions introduced in [12, 17,65]. Let {en}~=o 

be the canonical orthonormal basis for e2 (Z+) and let U : = {un} ~=o be a 

bounded sequence of positive numbers. Let WO' be the unilateral weighted shift 

defined by WO'en = unen+l (Vn ~ 0). 

By definition, an operator T is quadratically hyponormal (q.h.) if T + ST2 is 

hyponormal for every s E <C. 
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Lemma 2.2.1. {25} Wa is quadratically hyponormal if and only if We< + sW; 

is hyponormal for every s 2:: O. 

Proof. By the definition of quadratic hyponormality it is trivial that Wa IS 

quadratically hyponormal implies W" + s ltV; is hyponormal for every s 2:: O. 

Conversely, suppose Wa +sW; is hyponormal for every s 2:: O. We need to show 

that Wa + ,<; W; is hyponormal for all ,<; E C. 

Let SEC and s = re ifi for r > O. Define tLo : f2 --+ £2 as tLoen = e-infJen. Then 

* inO d . 't tLoen = e en, an so, tLo IS Unl ary. 

Also, 1.Lo HfatL;en = e- tOanen+l = e-tOrtVaen that is, tLo vVatL; = e-ioHfa . 

Uo(Wa + sW;')u; = U o WaU; + sUn W;'u; 

= 7/.0 Wa11.~ + s(?/.o Wa11.~)2 

Since Wa+rW; is hyponormal, therefore We<+sW; is hyponormal (V SEC). 0 

For a hyponormal weighted shift Wcr and S 2:: 0, let D(s) := [(l'Vcr+sW;)*, (W,,+ 

sW(~)J. Then we have, 

= (Wa + sW~r(Wa + sW~) - (Wa + sW~)(Wa + sW~)* 

= [TV* TV ] + s[H!* Hf2] + S[TV*2 {if! ] + s2[TIV*2 Hf2] 
0" ()' 0' Q C\', ()' 0:') Q 

It can be easily shown that 
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if n = 0 

ifn 2: 1 

20 

Let Pn be the projection of (!2(Z) onto V~O{ e~} and for (n ~ 0), let Dn .-

Dn(s) = PnD(s)Pn. Then 

qo ro 0 o 0 

ro ql rl o 0 

0 rl q2 
Dn = 

o 0 

0 0 0 

0 0 0 

where 

for k ~ 0 and a_I = 0'_2 := 0 

By the definition of quadratically hyponormal operator, we immediately see 

that We< is q.h. if and only if Dn(s) 2: 0 for every s ~ 0 and every n ~ O. 

For xo, xl, ... ,Xn and s in lR+ we define the following: 

n n-I 

= L q~x; - 2 L r~x.x.+l 
t=O ~=o 
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n n-l n 

= L 1LiX; - 2s L JWiXiXi+1 + S2 L ViX; 
i=O i=O i=O 

and recall, for further use, the following result : 

Theorem 2.2.2. (65j: Let Wa be a weighted shift with a weight sequence Q. 

Then the followings are equivalent : 

(i) Wa is quadratically hyponormal; 

(iii) There exists a positive integer N such that Fn(xo, Xl, ... , Xn, S) ~ 0 

for any Xo, Xl, ... , X n , S E 1R+ (71, ~ N). 

Example 2.2.1. Let Q be the positive weight sequence given by Q : j'f, j'f, Ifi, 
If, j[, .... We will show that the weighted shift operator {tVC\' is quadratically 

hyponormal. 

For this, let {C\'n}~=o denote the sequence Q so that Qn+l = ~ V 71, ~ 2. 

In view of Theorem 2.2.2, it is sufficient to show that Fn ~ 0 'lin ~ 5. 

G5 : = F5 - V5tX~ where 8
2 = t 

4 4 

= L(Ui + tVi)X; - 2 L VWJXiXi+1 + 1L5X~ 
i=O i=O 

Then, 

6 5 

F6 = L (Ui + tVi)X; - 2 L VWJXiXi+l 
i=O i=O 
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Suppose F6(xo, ... ,X6, s) ~ 0 for any :1:0, ... ,:1:6, s E lR+ Then since X6 is arbi­

trary non-negative real, we will take X6 = .jW5t+
11l

t5
t 

X5 so that U6 V6 

Conversely, if G5 + (V5i - U6;:V)'l;~ ~ 0 then 

Hence, 

F6(xo,·.·, X6, s) ~ 0 for anyxo,.·., X6, s E lR+ 

¢:> G5(xo, ... , X5, s) + (V5t - W5
t 

) x~ ~ 0 for any xo, ... , X5, S E lR+ 
1/'6 + tV6 

Z6 t 2 
¢:> G5 (xo, ... ,:1:5, s) + 1 + Z6

t 
1Jsi:l:s ~ 0 for any Xo,· .. ,Xs, s E lR+ 

( using 'Wn = 'l.Ln+l Vn 'r/ 11. ~ 5 and Zn = ~:) 

Similarly, 
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and so 

for any xo, ... ; .7:5; ,c; E lR+ 

Z7 z6 /,2 2 
{::}G5(xo, ... ,X5, s) + 2 V5tx5 2 0 for any xo, . '.' ; X5, S E lR+ 

1 + Z7t + Z7z6t ~ 

So, by Mathematical induction, for 11. 2 6 we have 

Claimi: G5 (xo, ... ,.7:5,'<;) 2 0 for 0 S s S JO.299 

The corresponding symmetric matrix to the quadratic form G5 is 

Uo + tvo -J'Wot 0 0 0 0 

-Jwot 71,} + tv} -Jw}t 0 0 0 

A(t) = 
0 -J'Wlt 1/,2 + tV2 -J'W2t 0 0 

0 0 -J'W2t 1/,3 + tV3 -J'W3t 0 

0 0 0 -J'W3t U4 + tV4 -JW4t 

0 0 0 0 -JW4t 71.5 

We discuss the positivity of A(t) by Nested Determinant Test. By direct Com-

putation, we have 

1 1 
do = - +-t 

2 4 
d _ ~ 43L2 

} - 320 + 640 
43t2 559t3 

d2 = 12800 + 76800 
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301t2 731t3 . 20683t4 

d3 = 1024000 + 1024000 + 12288000 
30lt2 30lt3 34529t4 599807t5 

d4 = 12288000 + 10240000 + 368640000 + 1474560000 
30lt2 30lt3 35647t4 20683t5 

d5 = 245760000 - 122880000 7372800000 9830400000 

If 0 < t S 0.299, then do, ... ,d4 > 0 and d5 > 0, which implies that A(t) 2 0 

for 0 < t S 0.299 and G5(xo, ... , X5, s) 2 0 for 0 < s S JO.299 and Claim 1 is 

established. 

Hence by (2.2.1), 

Fn(xo, ... ) Xn, s) 2 0 for a.ny Xo,· .. ) Xn E lR+ and 0 < s S JO.299. 

Again, Zn = ~ = 4~:21), (n 25) and also {zn}~==6 is an increasing sequence 

converging to 4. Thus, 

Hence if t > 0.299, then 

1 
G5 + 1 1 1 V5tX~ 

1 + Z6t + -Z6-z7-t2 + ... + -Z6-Z7--"'-z,-,t':-' """5 

2 G5 + (1 -~) 7J5iX; 
Z6 t 

( 
7 ) t 2 = G 5 + 1 - 24L 6' x 5 

_ G (24t - 7) .2 
- 5 + 144 X5 

(since Z6 = 274 and V5 = ~) 

Now we consider the corresponding symmetric matrix .I3(t) to the quadratic 

form G5 + (21~47) :f-§ as follows: 
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lla + tVa -J'Wat 0 0 0 0 

-J'Wat 111 + tV1 -J'W1t 0 0 0 

B(t) = 
0 -Jw 1l 'Ll2 + lV2 -Jw 2l 0 0 

0 0 -JW2t 113 + tV3 -JW3t 0 

0 0 0 -JW3t 114 + tV4 -JW4t 

0 0 0 0 -JW4t 1l + 24t-7 
5 144 

As was done in Claim I, dt > 0 for t ~ 0.299 and 'i = 0, 1,2,3,4. Also, d5 of 

B(t) is 

30lt2 30lt3 1191487t4 6653089t5 599807t6 

8847360000 + 1474560000 - 265420800000 - 1061683200000 + 8847360000 ~ 0 

for l ~ 0.299 

This is because d5 is an increasing graph as is seen from the following MaL he-

matica graph of d5 : 

d s 

3.5,10- 8 

3-10- 8 

2.5-10- 8 

2-10- 8 

1_5'10- 8 

1-10- 8 

0.29 0.31 0.32 0.33 0.34 0.35 

Figure 1 

Therefore, Fn ~ 0 for n ~ 5 and s ~ JO.299 

t 

Thus for all t ~ 0, Fn ~ 0 (n ~ 5). So by Theorem 2.2.2, Wa is quadratically 

hyponormal. 
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Example 2.2.2. Let a be the positive weight sequence given by a : .;-f, .;-f, ~, 
Jj" .vI, . .. Then the weighted shift operator Wll' with weight sequence a is 

quadratically hyponormal. 

This can be shown by a method similar to that used in Example 2.2.1. 

Proposition 2.2.3. Let ,(z) denote the positive weight sequence {an} given by 

.;-f, .;-f, Vi, Jj" .vI, . . .. Then the weighted shift operator l/V')'(z) is quadrati­

cally hyponormal for all z E [~~, ~~]. 

Proof. As a n+l = ~ for all n 2: 2, therefore we have, 'Wn = Un+lVn for all 

n 2: 5. 

In view of Theorem 2.2.2, it is sufficient to show that Fn 2: 0 \;j n 2: 5. 

For .7:0, .7:1,··., X5,'<; reals, we denote a function G5 = G5(xo, XI, . .. , :1:5, s) by 

G5 : = F5 - V5tX~ where 8
2 = t 

4 4 

= 2:)1J,i + /'Vi)X; - 2 L .JWJ.7:i Xz+l + 1J,5X~ 
i=O 

Then, 

Hence, 

F6(xo, ... ,X6, 8) 2: 0 for any Xo, ... ,X6, S E IR+ 

Z6 t 2 
¢:} G5(xo, ... ,X5, s) + V5tX5 2: 0 for any Xo, ... ,X5, S E IR+ 

1 + Z6t 

Similarly, 
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and so 

So, by Mathematical induction, for n 2: 6 we have 

(2.2.2) 

The corresponding symmetric matrix to the quadratic form C 5 is 

1/,0 + tvo -Jwot. 0 0 0 0 
-Jwot 'l./,1 + t1h -Jw1t 0 0 0 

A(t) = 0 -JWlI 7/,2 + tV2 -JW2t 0 0 
0 0 -JW2t U3 + tV3 -JW3t 0 
0 0 0 -JW3t 1/'4 + tV4 -J1/}41-
0 0 0 0 -JW4t U5 

We discuss the positivity of A(L) by Nested Determinant Test. By direct Com-

putation, we have 
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All do. ell \ rl2 are positive by their expressions for (\0 = (\ land rI"J. rl~ are positive 

forall z E [ ~g. ~~ l and \if, ~ O. sinceall Pi( :: ) (i = 2.3.4) and Qi(Z) (i = 2.3.4.5) 

are positive for all :: E [ i~· ~~ l · 

We use Mathematica graph to show the positivity for d5 of the matrix A (I.). 

{2::.. ( 3 :; {4 .,,; {5 :; e.:2 {3 :; 2 4 1 {4 ::; 2 1''' ::2 

d5 (z . I) = - 4608 + 2304 - 1920 - 3840 + 1280 - 640 + 15360 + 11520 
12 ::3 ( I z 3 3/4 z :l { " :; :1 {4 :;4 t 5 2 4 

- 1440 + 720 - 640 - 384 + 360 + 720 

d s of A(t) 

Figure 2 
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From the above Mathematica graph it is clear that if 0 < i S; 0.299 then d5 > 0, 

which implies that A (t) 2: 0 for 0 < t S; 0.299 and G5(xo, ... ,.'L5, s) 2: 0 for 

o < s S; JO.299 and Claim 1 is established. Hence by (2.2.2) Fn(xo, ... ,Xn, s) 2: 

o (n 2: 5) for any Xo, . .. ,Xn E R+ and 0 < s ::; JO.299. 

Now we will show for t 2: 0.299. 

As, Zn = ~:: = 4~~21), (17. 2: 5), so {zn}~==6 is an increasing sequence and hence 

Now, 

Now considering the corresponding symmetric matrix B(t) to the quadratic form 

G (24t-7) 2 h 5 + --:i44 X5, we ave 

llo + .tVO -JWot 0 0 0 0 
-JWot III + tVI -JWIt 0 0 0 

B(t) = 0 -JWIt 112 + tV2 -JW2t 0 0 
0 0 -JW2t 'U,3 + tV3 -JW3t 0 
0 0 0 -JW3t 1/,4 + tV4 -JW4t 
0 0 0 0 -JW4t 24t-7 

11.5 + 144 

( 

t2z t3z t4z 199t5z t6z t2z2 t3z2 

d5 (z,l-) = - 165888 - 27648 - 13824 - 46080 - 640 + 46080 + 7680 
827t4 Z2 2413t5 Z2 43t6 Z2 t2 z3 t3 Z3 3lt4 z3 4679t5 z3 

+ 1658880 + 138240 + 5760 - 51840 - 8640 - 41472 - 207360 
9lt6 Z3 1,4 Z4 24lt5 Z4 1,6 Z4 

- 8640 + 12960 + 25920 + 216 
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d s of B(t ) 

o 

Figure 3 

From the ab ove Mathematica graph it is clear that the graph is an incren1'>ing 

graph and hence d5 > 0 for I :::: 0. 299 and :: E [~~, ~] . 

T herefore Fn(.ro .. .. ,:'Cn.s ) :::: 0 for alII > 0 and .:: E [~~, ~~] . So by Theorem 

2.2.2, \ \/"( (z) is quadratically hyponormal for :;; E [ ~~, ~~ J. 

o 

2.3 NASC for weak k-hyponormality 

Let q :: , 'LL' ] denote the polynomials in two variables and q ::] denote all poly­

nomials with one variable .:: We fir st give a const.ruction given by J. Agler 

[2] which associates operators T on a Hilbert space 11 with linear fun ctionals 

/\ : q .:: . 'IV ] ----+ C which obey certain p ositivity condi t ions. 

For h( ::, w) = L ;, j h ;j .::i llli E q .:: . w] and an opera.tor T E B (fJ). elf-fill(' h(T. T*) = 

L:i,j hijT *.jT i . In particular , (::: w) (T, T *) = T *T and (::: i wj )(T. T *) = T *jTi
. If 

J E 11 . thC'1l dC'fi n r: !i lin C'lll' fll nc t.inl1 al AT : C [.:, iLl] ----+ C by the formula 
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AT(h) = (h(T,T*)x,x). 

Lemma 2.3.1. For a polynomial p E C[z], (p (z) ) (T*) = (p (T))*. 

Proof. Let 17 (z) = L:~o Cl'iZi. Then 17 (z) = L:~o Ci:iZ
i and so 7J (z)(T*) -

Observed that for p E qz] with p(z) = L::oaizi, 

p(w)p(z) = (tai'wi) (taizi) E C[z,w]. 
t=O t=O 

Lemma 2.3.2. If x is a cyclic vector for T, then IITII :::; 1 if and only if 

AT (P(LU)(l- ZW)P(z)) ~ 0, Vp(z) E C[z]. 

Proof. Since x is a cyclic vector for T so H = cl{p(T)x : p E C[z]}. ' 

Now, 

IITII :::; 1 ¢:} IITyl12 :::; lIyl12 (Vy E H) 

¢:} ((I - TT*)y, y) ~ 0 (V Y E H) 

¢:} ((1 - TT*)p(T)x,p(T)x) ~ 0 

¢:} (p(T)*(I - TT*)p(T)x,:r) ~ 0 

¢ \p(1u)(1 - zw)p(z)(T, T*)x, x) ~ 0 

¢:} AT (p(1u)(1- zw)p(z)) ~ 0 (Vp(z) E C[z]) 

The following result was given by Agler [2]: 

o 

o 
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Lemma 2.3.3. {2} Let T be a cyclzc contractzon zn B(H). Then T zs weakly 

k-hyponormal iJ and only zJ 

AT [( q(1V) + P(1V)¢(Z)) (q(z) + p(Z)¢(1V) )] ~ 0 

Jor all polynomzals p(z), q(z) and ¢(z) wzth degree ¢(z) ::; k. 

Now let us consider a weighted shiH Wo' Then eo is the standard cyclic vector 

for Wo Thus, taking T = Wo we get AT (zt1lJ]) = ((ztw])(T,T*)eo,eo) = 

(T*JT'eo, eo) = 0 (for? i= J). 

Using this fact, a reformulation of Lemma 2.3.3 was given in [45] for Lhe case 

where T is a contractive weighted shift. 

Lemma 2.3.4. !45} S'lJppose Wo 2S a contraciwe hyponormal we2ghted Sh2ft 
w2th weight sequence 0: := {Cl't}~o. Then Wo 2S weakly k-hyponormal 2J and 
onlY2f 

6.J;(¢,p, q) := 'Ykl¢kPoI 2 + / ('Yk-l 'Yk ) ( cPk-lPO ) , ( cPk-lPO )) 
\ 'Yk 'Yk+l ¢kPl cPkPl 

C 
'Y2 'Yk 

) ( ¢,~ ) ( ¢,~ ) + ... +( 7 'Y3 'Yk~ 1 ¢2:Pl, ¢2:Pl ) 

'Yk 'Yk+l .. 'Y2k-l cPkPk-l ¢kPk-l 

( " 
'YJ+l 

"H ) ( q, ) ( q, ) + f ( "~' 'YJ+2 'YJ+:k+l ¢1~'+1 , ¢1~'+1 ) 

]=0 

'YJ+k 'YJ+k+l 'YJ+2k ¢kPJ+k cPkPJ+k 

20 

for cP:= {¢'}~=l' p:= {P.}~o and (j:= {q.}~o m C. 

Lemma 2.3.5. 

6.k+l (cP. p, q) =6.k(cP, p, q) + f 'YJ [lcPk+lPJ-k-11
2 + 2Re{ ¢k+lPJ-k-l (t cPliiJ-I) 

J=k+l 1=1 

+ ¢k+lPiiJ-k-l}] 

for all k 2 1 and cP:= {cP'}~=l' p:= {Pt}~o and (j:= {qt}~o ~n C. 
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Pmoj. 

="k( ¢, p, q) + 0.+1 [I ¢H lPoI' + 2Re { 1><+ lPo (~¢n'k+ 1-1) + ¢H IPk+ 1 go } 1 

+ ~k+' [1¢k+lPIi' + 2Re {1>k+lPl (~¢lijk+'-') + ¢k+1 Pk+,ij, } 1 

+ ~k+3 [1¢k+1 1'21' + 2R e {1>k+ 11'2 (~¢'Pk+3-') + ¢k+1 Pk+3g, } 1 
+ ... 

33 

o 

Lemma 2.3.6. Let a := {an}~=o be a posztzve wezght sequence and ;/., = Ean 

for 0 < E < 1, n 2 0: Then for k 2 1, 

,,~[nxl (4), p, g) = £''',(4), p, q) + (1 - £') (Igol' + t, ~,z,) 
where 

z, = ~ 14>,p,-,I' + Ig,I' + 2Re [Po (t, M-,) + t $,P.-' (t, 4>,P'-') 1 
Pmo/ Let ,; denote the moment sequence of a[n : xl. Then 

I {'YJ' for J ::; n 
'YJ = c2'Y} , for J > n 
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Case I: If n = 0, that is 0:0 be perturbed to x = [0:0, then 

I {'O = 1, for J = ° 'J = [2'J. for J > 0, 

.6.~[oxl(<p,p,q) = ,~1<P1PoI2 + f I( 7; '~+1) ( (h ), ( qJ )) 
J=O \ 'J+1 'J+2 <P1PJ+1 <P1P]+1 

= [2.6.~ (<p, p, q) + (1 - [2)lqoI2 

By Lemma 2.3.5, we get 

00 

.6.~[0 xl( <p, p, q) =.6.~[0 xl (<p, p, q) + I: ,; [1<P2PJ-21 2 + 2Re { ¢2PJ-2<P1PJ-1 + <P2PJ£]J-2} ] 
J=2 

00 

Similarly, 

for all k 2: 1 

Case II: If n = 1, thaL is 0:1 be perturbed to ;,; = [0:1, then 

Also, as ,; = [2'J for J 2: 2, so by Lemma 2 3.5, we get 

for all I.. 2: 1 
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Case III: If n = 2, that is 0:2 be perturbed to x = [0:2, then 

Again, by Lemma 2.3.5 

CXl 

6~[2:xl (¢, p, (]) = 6~[2:xl (¢,]), (]) + L ,; [I¢2PJ-212 + 2He { ¢2Pj-2¢diJ-l + ¢2P/Jj-2}) 
j==2 

= c26~(¢,p,q) + (1- c2)(IQoI2 +'IZ~ +'2z~) + (1- c2h2[1¢2]JoI2 

+ 2Re { ¢2]JO¢IPI + ¢2]J2QO} ] 

= c2 6~ (¢, p, (]) + (1 - c2) (l(]ol2 + 11 Z~ + 12'~;)' 

where 

and 

As '3 = c2'J for j > 2, so for k > 2, we get 

Thus, for k ~ 1, 

where 
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and 

Z, ~ t, IqI,PHI' + Iq,l' + 2Re [p, (t, qI,gH) + ¢'POqllPl] , 

assuming Pm = 0 = qm for m < O. 

Case IV: If n = 3, that is 0'3 be perturbed to .r; = E0'3, then 

, {'J' for J ~ 3 
IJ = E2'J' for J > 3, 

As in Case III, here we get for k ~ 1, 

",~[3x[(qI,p,q) ~ £'''',(¢,p,q) + (1- £') (Iqol' + t, v.) , 
where 

Zl = l¢lPol2 + 111112 + 2Re(¢lPliJO) 

Z, ~ t, 14>,1'2-, I' + Iq,l' + 2Re [P2 (t, ¢'il'-') + ¢2PO¢lPl] 

and 
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Z3 ~ t, 1¢,P3-,I' + Iq31' + 2Re [P3 (t, qI,Q3_') + t ¢'P3-' (~qI'P3-') ] 
assuming Pm = 0 = qm for m < O. That is, for 1, = 1,2,3 

Z. ~ t, IqI,p.-, I' + Iq.12 + 2Re [po (t, qI,ii.-,) + t, ¢'P.-' (~¢'fi.-,) ] 
Continuing in this way, if O'n is perturbed to W'n (71. = 0,1,2, .. ), then for all 

k ~ 1, 

where 

z. ~ t, 1¢,7"-'I' + 1,,,1' + 211e [po (t, qI,ii.-,) + t, ¢,p.-, (~¢,p.-, ) ]. 
o 
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2.4 Perturbation and convexity 

Lemma 2.4.1. Let W'O' be a weakly k-hyponormal weighted shift and [Cl:n E 

wO'(k, n) for some [ E (0,1). Then [y'cCl:n, Cl:nJ ~ wQ(k, n). 

p'rooj. Let x = [Cl:n and for a < t < 1, let Zt = y'"JCl:n where 6 = t[ + (1 - t). 

Claim 1: Zt E wQ(k, n) for all 0 < t < l. 

As [ < 6 < I, so 6 < y'"J < 1 and therefore Zt E (x, Cl:n ). 

Now by Lemma 2.3:6, for <P := {<piH=:l' p:= {Pi}~O and q := {qJ~o in te, 

and 

b.~[n,,[( cp, p, q) = M'k(cp, p, q) + (1 - b) (IQoI2 + t 'YiZi) 

Thus from (2.4.1) and (2.4.1), we get 

(2.4.1 ) 

(2.4.2) 

!:::.Q[n:ztl (", ) _ .\" A 0'('" ) (1- b) [AQ[n:xl( ) 2 A 0'('" )] k 'f/,p, q - U~k 'f/,p, q + 1 _ [2 ~k <p,p, q - [ ~k 'f/,p, q 

(.\" 2) Q( ) (I-b) o[n:xl( ) = u - [ !:::.k <p, p, q + 1 _ [2!:::.k <P,]J, q 2: 0 

Therefore by Lemma 2.3.4, Zt E wn(k, 17,) and Claim 1 is established. 

Now let ~ E [y'cCl:n, Cl:nJ. Then 

::::}/\2 = t[ + (1 - t) for some 0 < t < 1 
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o 

Corollary 2.4.2. If x, y E Wn (I;;, n), x < y and x = cy (0 < C < 1) Then 

[JEy, y] C wcr(k, n) 

Proof. If 1: denotes the moment sequence of a[n : yJ, then by Lemma 2.3.6, 

~~Inxl(<p,p, q) = e2~~ln"I(<p,p, q) + (1 - e') (IQol' + t, ~:z,) 
and so the resulL follows as in Lemma 2.4.1. o 

Theorem 2.4.3. Let Wry be a contmctzve weakly k-hyponormal wezghted shzjt 

andwcr(k,J):= {x: WabxJ zs weaklyk-hyponormal} Thenwcr(k,J) 'lS a convex 

set. 

Proof. Let x, y E wn(k, J). Without loss of generality we choose x < y Then 

x = Ey for some 0 < E < 1 By Corollary 2.4 2, 

(2.4.3) 

Step 1: 

1 1 1 

Let Xl = O;y Then x = cy = c 2 XI As c 2 XI, Xl E Wcr(k. J), so by Corollary 2.4.2, 

[dXI,XI] C wcr(k,J). That is, 

J I 

[c 4 y, c2 y] C wc.(k, J) (2.4.4) 

Therefore from (2.4.3) and (24.4), we get [c~y, y] C wc.(k, J). 

Step 2: 

J 1 I 
Let X2 = c 4 y Then.re = Ey = E4X2 As E4X2,X2 E wc.(k,J), so again by 

Corollary 2.4.2, [Eh2' X2] C wcr(k, J) That is, 

(2.4.5) 



Chapter 2 3~ 

Therefore from (2.4.3), (2.4.4) and (2.4.5), we get [d Y,11] C wc.(k, .1). 

Continuing this process, after nth step we have [ 2'i+1 y, Y C Wc.(k, j). But 
[ 

(
2,,+1_ 1 ) ] 

n+ 1 ( 2
u + 1 

- 1 ) 
22,,+7

1 t 1 as n -t 00 and so c 2'i+1 .} c as n -t 00. Thus we get (x, y] = 

(cy, yJ C wc.(k,j). Therefore if x, y E wc.(k,j), then [x, yJ C wc.(k,j) ·and so 

Wc.(k, j) is convex. o 
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On convexity of positive 
quadratic hyponormal region 

3.1 Introduction 

This chapter is in continuation of Chapter 2. Here also we continue to invesLigate 

the idea of convexity. 

If 0: = {O:n}~=o be a positive weight sequence, 't ~ 0, k ~ 1 and It\f(\' is 

weakly k-hyponormal, then we have shown Lhat W et (k,1,) is a nonempty con­

vex set, where wet(k, z) := {x : Wet[u] is weakly k-hyponormal}. Now suppose 

y E wet(k, 1.+1) = {:r : Wo [t+l x] is weakly k-hyponormal} and let W et[t+1,7J](k, 1,) := 

{x : Wet[(u),(t+ly)] is weaklyk-hyponormal} Here W et[t+l,7J](k,1,) =1= ¢ as O:t E 

Wet[t+l,7J](k, z). Moreover W et[t+l,y](k,1,) is a convex set, by Theorem 2.4.3. 

Question: What is the relation between Wet (k,1,) and Wo [t+l,y](k, z)? 

In this chapter we address this problem with reference to a positively quadrat­

ically hyponormal operator W(\' with weight sequence 0: = {O:n}~=o where O:n = 

J~!~ for all n. 

40 
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3.2 Positive quadratic hyponormality 

To define a positive quadratically hyponormal weighted shift HI"" we recall the 

definition of quadratic hyponormal shift from section 2.2. HID' is quadratically 

hyponormal if and only if Dn(8) ~ 0 for all 8 ~ 0 and n ~ 0, where 

qo ro 0 o 0 

ro ql rl o 0 

0 rl q2 
Dn = 

o 0 

0 0 0 qn-l rn-l 

0 0 0 

and 

1') '- ",2.",2 ",2 ",2 
k .- U.kt.-Lk+l - U.k-l U.k-2 

for k ~ 0 and 0:-1 = 0'-2 := 0 

Let dnO := det(DnO). Then it follows from [17J that 

and that dn is actually a polynomial in t := 82 of degree n + 1, with Maclaurine 
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expansion dn(t) := L~:Ol c(71" 1- )tz. This immediately gives that for 1 ~ 'l ~ 71,+ I, 

c(O, 0) = Uo, c(O, 1) = Vo, c(l,O) = UIUO, 

c(71" 1) = unc(71, - 1,1) + (VnUn-l - 'Wn-lUO . . un-d (V71, ~ 2) 

Observed that c(,//" 0) = 'UO'U1 .. 'Un ~ 0 and c(n, n + 1) = 'lJO'iJ1 ... 'iJn ~ 0 for all 

(71, ~ 0). 

Definition 3.2.1. [17] A hyponormal weighted shift Wo is said to be posiLively 

quadratically hyponorrnal (p.q.h.) if c( 71" 'l) ~ 0 for all 71" 1- ~ 0 with 0 ~ '/, ~ 71,+ 1 

and c(71" 71, + 1) > 0 for all 71, ~ 0 

3.3 Statement of problem 

Let a = {O'n}~=o be the positive weight sequence given by an = Ififi for all 

n~O 

In [12J it was shown that Wo is p.q.h., and Po(O) := {x : vVC\'[Oxl is p.q.h.} = 

(0, ~l Recall that 0'[0 : xl denotes the weight sequence x, .Jj, jI, ... 
Question 1: Can 0'1 be perturbed to y such that H/o[1 vI is again p.q.h.? 

Question 2: If answer Lo Question 1 is 'yes', then what is the relation between 

Po(O) and Po[1Y](0)? Note, Po[l1J](O):= {x: Wo[(Ox),(l1J)] is p.q.h.}. 

In this chapter we answer these two questions. We show that there exists an 

interval (kl; k 2 ) about 0'1 = .Jj such that for y E (kl' k 2 ), Wo[11J1 is p.q.h., 

and Pall y](O) = (0, Yl· Thus, if k1 < Y < .Jj Lhen Pr>[1 y](O) C Pa(O), and if 

.Jj < y < /;;2 then pC\'(O) C Po[l y](O). 
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Now suppose Wa:[1:yo) is p.q.h. for Yo < k1 or Yo > k2· Then we have shown that 

in such cases (Jo[1:yo)(0) #- (0, Yo] because there will always exist x E (0, Yo] such 

that Wo[(O:x),(1:yo)) is not p.q.h. 

Thus, in this chapter we determine k1' k2 such that if y E (k1' k2) then either 

Po(O) C Po[1:y) (0) or Po[l:y) (0) C Pa:(O). 

3.4 Determination of kl and k2 

Consider the weighted shift Wo(x,y) with a positive weight sequence 0'(.7:, y) 

,;x,.jY, .Jj., I"i, . " having a Bergman tail. In [12] it was shown that for 

y = ~ and 0 < x ::; y, the weighted shift lVo(x,y) is p.q.h. So, does there exist an 

interval (kb k2) about ~ such that for y E (k1' k2 ) and 0 < x ::; y, the weighted 

shift lVo(x,y) is p.q.h. ? 

Remark 3.4.1. We must have x ::; y ::; ~ because Wo(x,y) cannot be p.q.h. if it 

is not hyponormal in the first place. 

Remark 3.4.2. If (/;;1) k2) exisLs then it must be contained in [151,152], This is in 

view of [46, Theorem 2.2] which states the following: 

Let o:(x) : ,;x,,;x,.Jj., JI, ... be a weight sequence with Bergman tail and 

let QH(Wo(x)) = {:r: E R+ : Wa(x) is q.h.}. Then QH(Wo(x)) = [81 ,82] where 

151 ~ 0.1673 and 152 ~ 0.7439 with errors less than .001. 

Now suppose (kl' k2) exists. Then for y E (kl' k2) and 0 < :r ::; y, Wo(x,y) is 
, 

p.q.h. and hence q.h. In particular Wn(y) is q.h. and so y E QH (Wn(y)) = 

[81>82], 

./ 

Remark 3.4.3. If (k1' k2 ) exists then it must be contained in (0.625,62], This is 
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in view of [65, Theorem 3.7] where it was shown that for y = ~ = 0.625, Wa(x,y) 

is not p.q.h. 

We now proceed to show that (k 1 , k2 ) exists and also to determine the biggest 

such interval. Before that we record a few definitions and results from [3] which 

are to be used in solving our problem. 

Definition 3.4.1. [3] Let 0: : 0:0,0:1, ... be a weight sequence. 

(1) A weighted shift Wa has property B (k) if 1.Ln + 1 Vn ~ W n , (n ~ k) 

(2) A weighted shift Wa has property C(k) if Vn+l'l.£n ~ W n , (n ~ k), 

where 'Un, 'Un, 'tUn are dcfined RS in Rcction 3.2. 

Corollary 3.4.1. {3} Let Wa be a weighted shift with property C(2). Then 

Wac is p.q.h. if and only if c(71, + 1, 71,) ~ 0 V71, E N 

Lemma 3.4.2. {3} If {IVa has property B(n + 1) for some 71, ~ 1, then WQ has 

property C (n ) . 

Theorem 3.4.3. {3} If Wa be a weighted shift with property B(k) for some 

k ~ 2, then H/Q is p.q.h. if and only if c(n + 1; - 1, i) ~ 0 for n = 1,2, ... , k 

In view of Remark 3.4.3, we shall consider y E (0.625, ~] for determining k1 , and 

we consider y E [~ ,0.7439] for determining k2 . 

CASE I : Determining k1 

Choose y E (0.625, ~], 0 < x ::; y and denote the sequence o:(x, y) as 0:0, 0:1> 0:2, .... 

Then we have 0'0 = JX, 0:1 = JY and O:n = jfj{ for n ~ 2. Using the expres­

sions of Un, Vn and Wn as given in §3.2, we see that 'l.Ln+1Vn - Wn = 10(~ - y) ~ 0 

for n = 3, and for n ~ 4 we have un + 1 = (n+2)1(n+3) ' vn = (n+1)(n+3) ' wn = 
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(n+l)(n:2)(n+3)2 and so 1Ln+lV n = Wn· Therefore, we have Un+l1Jn - Wn 2: 0 for 

n 2: 3 and so by Definition 3.4.1, Wrr (x,1/) has property B(3). 

Since W a (x,1/) has property B(3) so by Theorem 3.4.3, WQ(x,y) is p.q.h. if and 

only if c(n + i-I, i) 2: 0 for n = 1,2 and i = 1,2,3. 

Again, sin<;:e WQ(x,y) has property B(3), so by Lemma 3.4.2, Wa(x,y) has property 

C(2) and hence by Corollary 3.4.1, Wo(x,y) is p.q.h. if and only if c(n + 1, 71,) 2: 0 

for all n E N. 

Combining the above two results we get that Wa(x,y) is p.q.h. if and only if 

c(2, 1), c(3, 2) and c(4, 3) are 2: O. Using the expressions of c(n, i) from §3.2 and 

simplifying we get, 

c(2, 1) = ~ x (~ - y)(y - x) 

c(3, 2) = ;0 x [(5y - 4y2 - 3y3) - x(32 - 112y + 138y2 - 60y3)] 

c(4, 3) = 28
1
00 x [(41y - 79y2 + 37y3) - x(128 - 420y + 475y2 - 184y3)] 

Clearly, for y E (0.625, ~] and 0 < :r ~ y we get c(2, 1) 2: O. 

R d· (3 2)'f d fi f()'- 511- 41/-311
3 h't . f h egar mg c , ,1 we e ne y.- 32-112y+138rP+60y3 t en 1 IS seen rom t e 

Mathematica 'graph and also by rigorous calculation that for y E (0.625, ~l and 
J 

0< x ~ y, I(y) 2: y and so c(3,2) 2: O. 

x 

0.75 

0.725 c(3,2)= 

0.7 

0.675 

0.65 

0.625 

0.61 0.62 0.63 0.64 0.65 0.66 0.67 Y 

Figure 4 



Chapter 3 

'T' h k h h () d fi J() 41'lj-79'lj2+37'J
3 Th .to c ec w et er c 4,3 2 0, we e ne y:= 128-420y+475y2:'184y3' en 

(i) for y E (0.625, ~~), f(y) < y and so for f(y) < .7: ~ y we have c(4, 3) < 0 

{ii) for y E J;d-,. jJ, j(y) ? y and so for ° < x ~ y we have c(4, 3) ? 0 

x 

0.7 

0.68 

0.66 

0.64 

0.62 

0.58 

O. 

c(4,3)::0 

y 
0.62 0.63 0.64 0.65 0.66 0.67 

Figure 5 
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Hence we conclude that Wcr(x,y) is p.q.h. for 0 < x ~ y if and only if y E [~~, 1]. 
Thus, k1 = ~~ ~ 0.630435 

CASE II : Determining k2 

Choosing y E [~, 0.7439] and 0 < x ~ y and proceeding as in Ca.se I we see 

that IVcr(x,y) has property B(4). So by Theorem 3.4.3, Wa(x,y) is p.q.h. if and 

only if c(n + i-I, i) 2 0 for n = 1,2,3 and i = 1,2,3,4. That is, if and only if 

c(l, 1), c(2, 1), c(2, 2), c(3, 1), c(3, 2), c(3, 3), c(4, 2), c(4, 3), c(4, 4), c(5, 3), c(5, 4), 

c(6,4) are all 2 O. 

Using the expressions of c(n, i) from §3.2 and simplifying we get, 

c(l, 1) = ~ xy (3 - 4x) 

c(2, 1) = 2
30(4 - 5y)(y - ~r;) 

c(2,2) = 2~ xy [(3 - 5y2) - x{4 - 5y)] 



Chapter 3 

c(3, 1) = :0 x (3 - 4y)(y - x) 

c(3,2) = S10 X [( -571 + 4712 + 37/) - x( -32 + 11271 - 138712 + 60713)] 

c(3, 3) = }o xy [( -12 + 27y - 16y2) - x( -16 + 38y - 24y2)] 

c(4, 2) = 16~00 x [(75y - 86y2 - 21 y3) - x(264 - 842y + 966y2 - 420y3)] 

c(4, 3) = 2ioo x [(4171 - 79y2 + 37y3) - x(128 - 420y + 475y2 - 184y3)] 

c(4, 4) = 56
1
00 x71 [(192 - 39071 + 1937/) - x(256 - 60871 + 454712 - 1057/)] 

47 

c(5,3) = 20{600 x [(11171 - 194y2 + 63y3) - 2x(132 - 397y + 417y2 - 162y3)] 

c(5,4) = 33~00 X [( 41y - 73y2 + 28y3) - x(128 - 420y + 47Sy2 - 174y3 - ISy4)J 

c(6,4) = 50S~3200 x [(1776y - 2942y2 + 765y3) - x(4224 - 12704y + 13344y2 -

4914713 - 4057/)J 

Now c(l, I), c(2, 1) and c(3, 1) are obviously 2: 0 for 0 < x ~ y ~ ~. 

Thus we only need to check c(2, 2), c(3, 2), c(3, 3), c(4, 2), c(4, 3), c(4, 4), c(S, 3), 

c(S,4) and c(6,4). Of these we find that other than c(4, 2), c(4, 4), c(S, 4) and 

c(6, 4), all the rest are 2: 0 for y E [~ ,O.7439J and 0 < x ~ y. This is clear from 

the following figure which shows that the graphs of c(2, 2), c(3, 2), c(3, 3), c(4, 3) 

and c(S, 3) are all above the x = y line in the region y E [~, 0.7439J. 

x 
0.9 

c(3,3)=0 

0.6 

c (5, 3) = 

0.64 0.66 0.68 o . 72 0 . 74 0 . 76 Y 

Figure 6 
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rp h k h 1 (4 2) 0 T d fi f()·- 75y-861P-21y
3 Th .La c ec w et ler c, 2:," e e ne y.- 264-842y+966yL 42OJp· en 

(i) for V E (0.737144,0.7439), f(v) < V and so for f(y) < x ::; y we have 

c(4,2) < 0 

(ii) for y E [~, 0.737144), f(y) 2: y and so for 0 < x ::; y we have c(4, 2) 2: 0 

x 

1.5 

1 IC (4,2)=0) 

~ . 7371~.~-----

( x Y 
0.5 

0.66 0.68 0.72 0 74 0.76 0.78 0.8 Y 

Figure 7 

rp 1 k 1 th (5 4) > 0 d fi f()·- 41y-731P+28y3 Th .La Clec Wle er c , _, we e ne y.- 128-420Y'l-475112_174113_15114· en 

(i) for y E (0.742207, 0.7439J, f(y) < y and so for f(y) < x ::; y we have 

c(5,4) <0 

(ii) for y E [~,0.742207], f(y) 2: y and so for 0 < x::; y we have c(5,4) 2: 0 

x 

0.78 

0.76 
X=Y 

0.74 

c(5,4)=0 

0.74 0.76 

0.68 

0.66 

Figure 8 



Chapter 3 49 

.,., h k 1 1 (6 4) > 0 1 fi f() 1776'1- 2942,,2+765,,3 .La c ec w let ler c, _ , we ( e ne y:= 4224-1 270411+13344;P-491411L405114 . 

Then (i) for y E (0.742654,0.7439]' f(y) < y and so for f(y) < :r: ~ y we have 

c(6,4) < 0 

(ii) for y E [~, 0.742654]' fey) ~ y and so for 0 < x ~ y we have c(6, 4) ~ 0 

x 

1.1 

0.66 0.68 0.72 0.78 Y 

0.9 

a.8 c(6,4)=0 

.742654 

0.6 

0.5 

Figure 9 

.,., h k h'h (4 4) > 0 d fi f()·- 192-39011+19311
2 TI .Lo·c ec w et er c, _ , we e ne y.- 256-60811+454112_105y3' len 

(i) for y E (0.742847,0.7439]' f(y) < y and so for f(y) < x ~ y we have 

c(4,4) < 0 

(ii) for y E [~, 0.742847], f(y) ~ y and so for 0 < x ~ y we have c(4, 4) ~ 0 

x 

0.8 c(4,4)=0 

0.775 

0.75 

0.725 

0.66 0.68 

0.675 

0.72 0.74 0.76 0.78 Y 

Figure 10 
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Hence we conclude that Wa:(x,y) is p.q.h. for 0 < x :::; y if and only if 

y E [~, 0.737144). Thus, k2 = 0.737144. 

3.5 Conclusion 

50 

For 0 < x :::; y :::; ~ , let a(x, y) denote the sequence with I3ergman tail given by 

a (x, y) : Vx, ..;y , VI l If, , . . .. Then, 

(A) there exists an interval (kll k 2 ) about the point ~ such that for every y E 

(kl; k 2 ) and 0 < x :::; y, the weighted shift operator Wa(x,y) is p.q.h. 

(B) for y :::; ~~ = 0.630435 there exists 0 < x :::; y such that Wa(x,y) is not p.q.h. 

(C) for y > 0.737144 there exists 0 < x :::; y such that Wa(x,y) is not p.q.h. 

(D) Wa(x,y) is p.q.h. for 0 < x :::; y if and only if y E [kll k 2 ), where kl = ~~ = 

0.630435 and k2 = 0.737144, correct upto six places after the decimal. 
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Finite rank perturbation of 
2-hyponormal weighted shifts 

4.1 Introduction 

In this chapter we consider hyponormal weighted shift ltVa , and then a finite 

rank perturbation of lilia, say Wa[J xl where the i h weight CYJ is perturbed to x. 

In [24, Theorem 2.1]' it has been shown that a non zero finite rank perturbation 

of a subnormal shift is never subnormal unless Lhe perturbation occurs at initial 

weight ao. However, this is not necessarily true for a 2-hyponormal shifts as 

shown in [24, Example 3.1(ii)]. So the question being addressed in this chapter 

is as follows: 

Given a 2-hyponormal weighted shift IVa and J = 0,1,2, ... does there always 

exist E > 0 such that for x E (aJ - E, a J + E), Wa[J xl is again 2-hyponormal? 

Here we propose a set of sufficient conditions under which there exists c > 0 such 

that for x E (aJ - E, CYJ +E), Hfa[J xl will again be 2-hyponormal. We also specify 

conditions under which there exists E > 0 such Lhat for all x E (CYJ - E, a J + E) 

and x =I=- o'J' Wa[J xl is not 2-hyponormal; that is, conditions under which slight 

perturbation of the weight CYJ makes the perturbed shift non 2-hyponormal. We 

further prove that in such cases Lhe perLurbed shift Wa[J xl will however be at 

51 
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least quadratic hyponormal. 

4.2 About 2-hyponormality 

A bounded linear operaLor T on a complex Hilbert space H is said LO be 2-

hyponormal if the operator matrix 

is posiLlVe on H EB H 

Theorem 4.2.1. [12} Let VVa be the wezghted shzft wzth posztzve wezght sequence 

a := {an}~=o, on the space e2(z+). Then the followzng are equzvalent: 

1. T zs 2-hyponormal. 

2. The matrzx ( / [T*J , Ttjen +J , en +t ) ) 2 zs posztzve for all n ~ -1 
\ t,J=l 

3. The matrzx ( (3~(3~+t+J - ,B~+t(3~+J ) :,J=l zs posztzve for all n ~ 0 where 

(30 = 1 and (3n = ao, , an-1 (n ~ 1) 

4· The Hankel matrzx ( (3~+t+J-2 ) :,J=l zs posztzve for all n ~ 0 

Example 4.2.1. If Cl'n = ~ ('lin ~ 0), then Ttl/a wzth wezght sequence 

a := {an}~=o zs 2-hyponormal. In fact, m [24, Example 3.1} zt has been shown 

that Wall xl zs 2-hyponormal zf and only zf 63-sf29 ::; x ::; ~~. Thzs example hzgh­

lzghts the fact that zt zs posszble to perturb the 1 th wezght of a and stzll keep the 

perturbed shzjt 2-hyponormal. 
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4.3 N ASe for 2-hyponormality of finite rank 
perturbation 

Lemma 4.3.1. Let Wa be a hyponormal wezghted shzJt wzth posztwe wezght 

sequence a .= {an}~o. Then W", zs 2-hyponormal zJ and only zJ 

Jor all n ?: 0 (Here u" vz, 'Wz are defined as zrI sectzon 22 and 3 2) 

Proof. 

vVa is 2-hyponormal 

( 
[W;, \IIley] [W;2, Wey] ) > 0 

{:::} [W* W2] [W*2 W2] -
Q' Q a' Q 

{:::} ([W~, Wa]'G, :r) + ([W~2, Hla]y,.'G ) + ([W~, W~].'G, y) 

+ ([W~2, VV~]Y'Y)?: O('1x = (xz) andy = (yz) in e2 (z+)) 
00 

z=o 

{:::}volYol2 + f / ~z ( X
z ), ( X

z ))?: 0 (V x, Y E e2 (z+)) 
z=o \ Yz+l Yz+l 

{:::}~z ?: 0 ('1z ?: 0). 

(4.3 1) 

o 

We are now ready to state our results in this chapter. 

Theorem 4.3.2. Let Wa be a 2-hyponormal wezghted shzJt wzth wezghl sequence 

a = {az}~o. Let the Oth wezght 0'0 be slzghtly perturbed to say x, and let Waro xl 

denote the perturbed shzjt wzth wezght sequence {a~} gwen by a~ = x, a~ = 

Ci'n Jor '/I > o. Then there exzsts E > 0 such that Wa[O xl zs 2-hyponormal Jor all 
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x E (ao - c, 0'0 + c). That is, for a slight perturbation of the oth weight ao, the 

perturbed shift still remains 2-hyponormal. 

Proof Here, 

v>{ 
w~= { 

2 2 
x 0'1' 

2 2 
0:10:2 , 

ifn = 0 
if n = 1 
ifn ~ 2 

ifn = 0 
ifn = 1 

2 2 2 ,2 
0'20'3 - X °1 , ifn = 2 
V n , if n ~ 3 

'('20'4 
.' - I' ifn, = 0 
a 2 (a 2 _ X 2 )2 1 2 , ifn = 1 
W n , ifn ~ 2 

Thns, if ~~ := ( . ~ ~w'n), then Wa-[o:x] is 2-hyponOI'l1lR.! if ~'n ~ 0 for 
yW'n IJ n+l 

all n ~ 0, 

Now ~'n = ~n ~ 0 for n ~ 2, Thus vve only need to check the positivity of ~'o 

Let J(x) := det~\. Then 

If det~l > 0 then J(O'o) = det~l > 0 and so by continuity of J, there exists 

c > 0 such that f(:r;) > 0 for all:1: E (0'0 - c, 0'0 + c). 

But suppose clet~l = O. Then f(ao) = O. Also 

f'(x) = 2x[ai(a~ - aD - a~(a~ - ai)] < 0 for allx. 

Thus, the continuous function J is decreasing and as f(ao) = 0, we conclude 

that there exists c > 0 such that I(:r;) > 0 for;r; E (0'0 - c, 0'0) and ./(:1:) < 0 for 
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x E (Qo, Qo + c). So if deU~'l = 0 then there exisLs c > 0 such that ~/l ~ 0 for 

T E (0'0 - c, (Yo) but ~/l i 0 for T E ((Yo, 0'0 + c) 

We can thus, give the following conclusion 

1. If del~l > 0 then there exists c > 0 such that Wo[O xl is 2-hyponormal 

for all x E (Qo - C, Qo + c). 

2. If rlet~l = 0 then there exists c > 0 such that Wn[O xl is 2-hyponormal 

for all x E (Qo - C, 0'0) but W 0[0 T) is not 2-hyponormal for x E (0'0, 0'0 + c) 

o 

Following a similar lme of argument, we now give an exhaustive set of conditions 

under which perturbation of the 2th weight of a 2-hyponormal weighted shift 

again keeps the perLurbed shiH as 2-hyponormal. 

Theorem 4.3.3. Let 0' = {O't}~o be a stnctly mcreasmg pos2twe we2ght se­

quence and Wo be a 2-hyponormal we2ghted sh2ft. Choose any 2 from 0, 1, 2, 

Then (refernng to notatwns already mtroduced) we have: 

(a) If e'lther det~t+l = 0 or det~t-l = 0 on the one hand, and det~t = 0 or 

det~t-2 = 0 on the other, then there eX28t8 E > 0 su.ch that for all x m the 

deleted ne2ghborhood (O't - (, (Yt + c) of O't, WOrt xl 28 not 2-hyponormal. 

(b) If det~t+1 > 0, det~t-l > 0 but e2ther det~t = 0 or det~t_2 = 0, then 

there always eX28t E > 0 such that for x E (O't - E, O't), Wrv[t x) 1,8 not 2-

hyponormal, and for :1 E (O't, c.rt + E), WQ[t x) 2S 2-hyponormal. 
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(c) If ezther det6. t+1 = 0 or det6. t_ 1 = 0, but det6. t > 0, det6. t_ 2 > 0, 

then there always exzst ( > 0 such that for.1: E (at - f, at), WrY[t xl zs 

2-hyponormal, and for x E (Ct t , at + E), Wn[t xl zs not 2-hyponormal. 

(d) If clet6.J > 0 for J = z - 2, z - 1,1" Z + 1, then there exzsts E > 0 such that 

for:r. E (Ctt - C, Ctt + c), Wn[t xl zs agazn 2-hyponormal. 

Note: For z = 0, we need consIder only 6. t and 6.t +!; and for z = 1, we need 

Proof. Choose 1, arbItrarily and fix It. Here Ct[? : xl denotes the perturbed weight 

sequence a where the "th weight Cl't is replaced by ;T" for at-l < 1, < O't+l' Note 

Ct- n := 0 for n E N. Then by Lemma 4.3.1, Walt xl will be 2-hyponormal if and 

only If 6.' n ~ 0 for all n EN, where 

6.'n.=( 

u'n = { 

, 
'Wn = 

'Un, 
2 2 

X - Ctt - 1 , 

n,2 ,.2 
'-'t+l -.v , 

Un, 

JW'n) , , 
V n+l 

for 'It < z, 
for n =?; 
for 'It = 'l + 1, 
for n ~ ? + 2, 

for n < z - 1; 
for n = z - 1; 
for n =?; 
for n =? + 1, 
for n =? + 2, 
for n ~ ? + 3, 

for n < z - 1; 
for '/1, = 'l - 1, 
for n = z; 
for n = 1 + 1; 
for n ~ 1 + 2. 



Chapter 4 57 

Clearly 6.' n = 6.n for all n except for n = '/, - 2, '/, - I, '/" '/, + 1. Hence we only 

need to check the positivIty of 6.' n for these four particular values of n. 

(i) To determine x for WhICh 6.',+1 2 O. 

Let 

h(x) := det6.',+1 

As h(a,) = deL6.,+1 2 0 so we have the following two cases: 

Case I: If det6.,+1 > 0, then h being continuous in x, there exists E > 0 such 

that 11, (x) > 0 for all x E (a, - c, a, + c). 

Case II: If det6.,+1 = 0 then we consider h'(x) given by 

As a,+! < a,+2 < a,+3 so a;+1(a;+2-a;+!) < a;+2(a;+3-a;+1)' Hence h'(x) <: 0 

for all x > O. In particular, h is a decreasing function at x = a, and since 

h(a,) = 0 so there exists E > 0 such that h(x) > 0 for all x E (at - E, a,), and 

h(:c) < 0 for all x E (a" a, + c). 

So we can summarize that if det6.,+1 > 0 then there exists E > 0 such that 

6.',+1 > 0 for all x E (a, - E, a, + E). Otherwise 6.',+1 > 0 for x E (a, - E, a,), 

and 6.',+] < 0 for x E (a" a, + E). 

(ii) To determine x for which 6.', 2 O. 
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Let 

Now g(a.) = det6.. ~ O. If det6.. > 0 then by continuity of 9 there exists E > 0 

such that g(x) > 0 for all x E (0'. - E, a. + E). On the other hand if det6.. = 0 

then since 

so 9 is an increasing function at x = a. Also since g(a.) = 0 so there ex-

ists E > 0 such that g(x) < 0 for all x E (0'. - E, a.), and g(x) > 0 for all 

So we can summarize that if deU~. > 0 then there exists E > 0 such that 6.'. > 0 

for all x E (at - c, at + c). Otherwise 6.'. < 0 for x E (O't - E, at), and 6.'t > 0 

for x E (0'" a. + E). 

(iii) To determine x for wluch 6.'.-1 ~ 0 

Let 

J (:1) := deL6.'._l 

2.4 2 [ 2 ( 2 2) 2 2 2 1 + 2 4 = -a'_Ix + X 0'.+1 a._1 - a._2 + a._ 1 a._2 a._1 a._2 

As J (0'.) = del6.._ 1 ~ 0, so two cases may arise: 

Case I: If det6. t _ 1 > 0, then f being continuous in x, there exists E > 0 such 

that f(x) > 0 for all x E (at - E, at + c). 

Case II: If dei6.._ 1 = 0 then we consider J'(x) given by 
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As, 

< 0, 

so the function f is decreasing at x = ex" and hence, there exists E > 0 such 

that J(.7:) > 0 for all x E (ex, - E, ex,), and J(x) < 0 for all x E (ex" ex, + E). 

Thus, if deL6.,_1 > 0 then there exists E > 0 sHch thFLt 6.',-1 > 0 for all 

:r E (ex, - E, ex, + E). Otherwise 6.',-1 > 0 for x E (ex, - E, ex,), and 6.',-1 < 0 for 

x E (ex" ex, + E). 

(iv) To determine :L for which 6.',-2 ~ O. 

Let 

e(.?:) := det6.',_2 

Now e(a,) = deL6.,_2 ~ O. If rlel6.,_2 > 0, then by continuity of e there exists 

E > 0 such that e(x) > 0 for all x E (ex, - E, 0', + E). On the other hand if 

det6.,_2 = 0 then since 

so e is an increasing function at x = ex, Also since e(ex,) = 0 so there exists E > 0 

such that e(:c) < 0 for all J: E (ex, - c, ex,), and e(x) > 0 for all x E (ex" Ct, + c). 

So we can summarize that if det6.,_2 > 0 then there exists E > 0 such that 
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6,'i-2 > 0 for all x E (Qi - E, Qi + E). Otherwise 6,'i-2 < 0 for x E (Qi - E, Qi), 

and 6,'i-2 > 0 for x E (O'i,O'i + E). 

Considering all the above possibilities, the conclusion of the theorem now follows 

obviously. 

4.4 Small perturbation of 2-hyponormal is 
quadratically hyponormal 

o 

We know from [I, 12, 13J that if lilla is 2-hyponormal then it is necessarily 

quadratically hyponormal. The converse however is not true as is seen from the 

following example: 

Example 4.4.1. !12j If ao = A and an = ;:i!J (Vn ~ 1) then Wa zs 

quadratic hyponormal but We> is not 2-hyponormal. 

We have also seen from Theorem 4.3.3 above that under certain conditions there 

may exist E > 0 such that Wa[i:xJ is not 2-hyponormal V;r; E (ai-E, ai+E), :r; =1= O'i. 

However in this section we show that for each i = 0, I, ... there will always exist 

E > 0 such that We>[i:X] is quadratically hyponormal V x E (ai - E, ai + E). 

Remark 4.4.1. In [24, Theorem 2.3], it was shown that a 2-hyponormal weighted 

shift remains quadratically hyponormal under small non-zero finite rank pertur-

bations. The proof was based on the definition of positive quadratic hyponor-

m ali ty. In this chapter we give an independent proof for the same result, using 

a different characterization of quadratic hyponormality. 

We begin with a few results and notations introduced in [65J. We recall from 

Chapter 2, that We> is q.h. if and only if Dn (-,,) ~ 0 for every -" ~ 0 and for 
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every n 2:: O. 

For s E JR, Xo,.··, Xn E C and Xn = (xo,.·., xnf, define 

Then we have the following lemma: 

Lemma 4.4.1. [65} For s E JR, xo, . .. , Xn E C, '/,t holds that 

n n-l n 

Fn(xo, ... , Xn, s) = L u.l:r.1 2 + L s.Jiv.(x.x.+l + X.Xt+l) + L s2v.lx.12 

.=0 .=0 .=0 
Proof 

Fn(xo, ... , "n, s) ~ \ 
qoxo + rOx} 

"OXo + ql'Cl + 'l 1;C2 

'f'n-22n-2 + qn-!2n-} + 1 n-l:Cn 
rn-lXn-l + qnxn 

) 
n n-} 

= L q.)X.)2 + L r.(X.Xz+l + X.X.+l) 

n n-l n 

= L 1/,.1.1:.1 2 + L S~(X.X.+1 + X,X,+l) + L s21J,lx,12 

.=0 .=0 

In fact, 

For x = (x.) E £2, we define F(x, s) := (D(s)x, x), so Lhat 

00 

= s2volxol2 + L [u,lx,1 2 + sv'W:(XtX,+l + X.Xt+l) + s2vt+1l xt+112] 
,=0 

00 \ ( ) ( )) 

2 I 2 ""'" :r, X t 
= S vo Xol + ~ D., , , 

,=0 SX.+1 SXt +l 
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( 

llt ..;w;) where 6 t = for all '/, 2: O . ..;w; V t +1 
The following result is immediately obvious. 

Proposition 4.4.2. {65j Let l;Va be a wezghted sh'tft w'tth posztwe we2ght se­

quence a = {at}~o. The followmg are equwalent 

(a) l;Va 'tS quadrat2cally hyponormal. 

(b) F(x, s) 2: 0 for any s 2: 0 and x E £2. 

(c) Fn(xo, ... ,xn, s) 2: 0 for any s 2: O,xo, . . ,Xn E C and n E N. 

For n 2: 1, we define 

Then by Lemma 4.4.1, we have 

n n-1 n 
Fn(xo,···, Xn, s) = L utlxtl2 + L s..;w;(XtXt+1 + XtXt+1) + L s2Vt lxt l2 

t=o t=o t=o 
n-1 [ 

='unlxnI 2 + s2vol~r.;012 + L 'utlxtl2 + s~(2tit+1 + i tX t+1) 
t=O 

+ S2Vt+11:rt+112] 

Since {116 t ll}:o is bounded, so Fn(xo, ... ,xn,s) converges pointwise to F(x,s) 

for each s E lR and:/; = (x t ) E £2, and so 
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In VIew of thIS, we can say that Wcr IS quadratIcally hyponormallf 

, Tn c;) ~ 0 for all c; ~ 0, TO, , Tn E C and 17 E N 

Theorem 4.4.3. (Rank 1 perturbatwn) 

Let 0. = {at}~o be a str'tctly zncreaszng posztzve wezght sequence and Wcr be 

a 2-hyponorrnal wetghted shtft Pm any arudlar tly fixed 1 = 0,1,2, and 

at-l < x < at+l) let 0.[1 2J denote the wezght sequence a wzth the zth wezght 

at replaced by x Then there exzsts t > 0 such that W cr[t xl zs quadratzcally 

hyponormal for x E (Ot - t, o.t + t) 

,1.,n E C and s ~ 0, define 

Then W cr[t xl IS quadratIcally hyponormal If Fn ( 1.,0, , xn , s) ~ 0 for all s ~ 

0, n E Nand Xo, Tn E C As 6.'J = 6.J ~ 0 for all J ~ z+2, we only need to 

check the POSItIVIty of Fn( 'Co, , X n , s) for 1 ~ n ~ z + 2 

For 1 ~ /I ~ t + 2 df'fillc 

o 
o 

o 
o 

Claim: Jl' n > 0 for all 1 ~ n ~ I + 2 

o 
o 

o 
o 
o 

V'n-l U'U-l 

52("-.) ~ ,,2(,,-1) 

W JI,-1 

82(" 1) 

o 
o 
o 

Vi 

s2(1I.~1) 
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For 2 ~ n ~ i + 2 define 

8
2
V'0 + u'o #0 0 0 

#0 v' +!6 VW'J. 0 1 82 8 2 

B' '- 0 vfwil !6. !6 0 n .- ~ 82 + 8 4 

0 0 0 V'n-l U'n-l 
82(,,-2) + s2(,,-1) 

Define 
2 , + I 8 V 0 1/, 0, for n = 1; 

detB' n, for 2 ~ n ~ i + 2, 

and 

1,bn(x) := detAin for 1 ~ n ~ i + 2. 

For 1 ~ n ~ i + 1, we have 

and 

Clearly 'PI (x) > 0 for all CXi-l < x < CX1+1' SO first we show that 1/JI (x) > 0 for 

, _ { .r,2, if i = 0; 
u 0 - 2'f . > 1 cxo, 1 1, _ . 

if i = 0; 
if'/. = 1; 
if i = 2; 
if? ~ 3. 

if 1, = 0; 
if i = 1; 
if i ~ 2. 
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{ 

x2ai(a~ - ai), if i = 0; 

f
A' " , 0'6x2(a~ - x2), if i = 1; 

There ore, detw. 0 = u OV 1 - 'W 0 = 2 2( ,2 2) 'f - 2' 0'00'1 X - 0'1' 1 'I, - , 

a6aHa~ - aD, if i 2 3. 
SO 'l/J1(X) > 0 for all 0',-1 < X < 0',+1' 

Now <P1(X), 'l/J1(X) > 0 gives <P2(X) > 0 for all 0',-1 < X < 0',+1' 

Also 

65 

since <P1(a,) > 0, 'l/J1(a,) > 0 and det6. 1 2 O. So by conLinuity of 'l/J2, there exists 

c > 0 such that '1/J2(~I;) > 0 for all .r; E (a, - c, a, + c). 

Repeating the same argument we can conclude that there exists E > 0 such that 

<Pn(x), 'l/Jn(x) > 0 for alII:; n :; 'I, + 2 and x E (0', - E, 0', + E). In other words, 

A'n > 0 for all 1 :; n :; i + 2 and x E (0', - E,a, + E). This completes the 

proof. o 

Theorem 4.4.4. (Rank 2 perturbation) 

Let 0' = {a,}~o be a strzctly zncreasing positzve weight sequence and Wa be a 

2-hyponormal weighted sh'lft. Then for any integers 0 :; ·i < j there eX'lsts E > 0 

such that Wa[(,·x),():y)] 'lS quadratically hyponormal for x E (0', - E, 0', + E) and 

y E (aJ - E, aJ + E). Here a[(i : x), (j : y)] is the perturbation of the weight 

sequence 0' where the weights 0', and aJ are replaced by x and y respectively. 

Proof. Step 1: Consider 0'['1, : x] for 0',-1 < X < 0',+1' Then by Theo­

rem 4.4.3 there exists E > 0 such that Wa[(t.X)] is quadratically hyponormal 

for :r: E (a, - c, a, + c). 

Step 2: Take aJ -1 < Y < aj+1 and x E (0', - E, 0', + E) and consider 0'[('1, 

x), (j : y)]. Define 
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and 

fJ."n := ( 
u"n 

..jW"n 
..jW

lln ) . 
V"n+l ' 

n"n := 

for n < j; 
for n = J; 
for n = j + 1; 
for n ~ j + 2, 

V" n := 

W " .­n .-

1/n , 
.c2 2 .c2.c2 
<'IY -<'2<'3' 

2 2 ~2.c2 
Y O'J+l - ..,1 <'2' 

2 ,2 2.c2 
O'J+IO'J+2 - Y <'1, 
",2 ",2 ",2 y2 
'--'J+2I.-'J+3 - l-LJ+l , 

if't = J - k; 
otherwise. 

for n < j - 1; 
for n = J - 1; 
for n = j; 
for n = j + 1; 
for n =J +2; 
for n 2: j + 3, 

for n < J - 1; 
for n = j - 1; 
for n = J; 
for n = j + 1; 
for 'I/, 2: .7 + 2, 

for k = 1,2,3. 
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Clemly, fJ." n = fJ. n 2: 0 for all n 2: J + 2. So Wa/(z·x),(J.JJ)] IS quadratically 

hyponormal if A" n > 0 for alII:::; n :::; j + 2 and 8 2: 0, where 

82V"0 + u"o ..jw"o 0 

..jw"o v" +!£J. ,fIil'l 
1 82 ~ 

0 ,fIil'l V"2 + U '1 2 ----;r 8 2 8 4 

A" .-n .-

0 0 0 

0 0 0 

For 2:::; n :::; J + 2, define 

82V" 0 + u" 0 ..jW"O 0 
..j1l1"0 1)" +!£J. ,fIil'l 

1 82 8 2 

E" .- 0 ,fIil'l D+ U"2 n .- ~ 8 2 7 

o o o 

o 
o 
o 

V"u.-l U"n-l 

82("-.j + s2(,,-1) 
'l1Jll n - 1 

82(" 1) 

o 
o 
o 

o 
o 
o 

V" 
s2(U.~I) 

V"n-l U"H-l 
8 2(,,-2) + 8 2 (,,-1) 
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Define 

{ 

82V"O + U"O, 
<p~('!J) := 

del]3" n, 

for n = 1; 
for 2 ~ '11 ~ 7 + 2, 

and 

'1J~(y) := delA"n for1 ~ n ~ J + 2. 

Then for 1 ~ '11 ~ .7 + 1, we have 

and 

.IX () V"n.I.X() <p~(y)...J A" 'Pn+1 Y = -2-'f'n Y + -4-l~etu n 
8 n 8 n 

But <p~+l(a)) = CPn(~l:) > 0 and 4J~+1(a)) = 4Jn(:L) > 0 for x E (at - c,a t + c). 

Hence for all x E (at -E, at+E) and y E (a)-E, aJ+E) we have CP~+l (y), 1/J~+1 (y) > 

0, which implies that A" n > 0 as desired. 

(Note that for n > z + 1 we define CPn+1(X) = 1/Jn(x) + ;i:,CPn(x) and 1/Jn+1(X) = 

o 

Then the following theorem is obvious 

Theorem 4.4.5. Let a = {o't}~o be a 8trzCtly mcreasmg posztwe wezght se-

quence and vVa be a 2-hyponormal wezghted shzjt. Then for any n E Nand 

mtegers 1,) wzth 0 ~ 1'1 < ... < 1'n there exzsts E > 0 such that WO[(tl tl). ,(t" tTl)] zs 

quadratzcally hyponormal for t) E (a) - E, a) + E). Here 0'[(1,1 : t1), .. , (zn : tn)] 

zs the perturbatwn of the wezght sequence a where the wezght O't zs replaced by 
J 

t) for J = 1, . ,n. 

4.5 Examples of rank one perturbations 

Example 4.5.1. Conszder the 2-hyponormal wezghted shzjt vlia wzth wezght se­

quence a = {an}~o gwen by an = j~~t~ (11, ~ 0). Then det~n > 0 \:In. So 
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by Theorem 2.1. (d) perturbatwn to each and every wezght zs posszble Jor thzs 

wezght sequence. That zs, Jor 1, = 0, 1,2, there exzsts E > 0 such that VV O'[t x] 

zs agam 2-hyponormal zJ x E (at - E, at + E). 

Example 4.5.2. Conszder the 2-hyponormal wezghted shzjt Wa wzth wezght se­

quence a = {an}~==o gwen byao = p" an = J~~!~ ('11. ~ 1). Here 

deU~"1 = 0 and det8.n > 0 Jor n i= 1. Thus there exzsts E > 0 such that 

(i) Jor 1, E (ao - t, c.to], \l\Ia[O xl zs agam 2-hyponormal but Jor L E (ao. ao + 

E), H!a[o xl zs not 2-hyponormal. 

(ii) Jor '[ E (0'1 - (, (\'1], WO'[1 xl zs not 2-hyponormal but Jor ,,[ E (0'1,0'1 + 

E), Wa[O xl zs agam 2-hyponormal. 

(iii) Jor n ~ 2, Worn x] zs 2-hyponormal Jor all x E (an - E, an + E), 

Example 4.5.3. Conszder the 2-hyponormal wezghted shzJt Wa wzth wezght se­

quence a = {an}~=o gwen by 0'0 = If, a1 = J¥,J, an = J~~!~ (n ~ 2), 

Here del8.2 = 0 and del8.n > 0 Jor TI. i= 2 Thus there exzsts c > 0 such that 

(i) Jon = 1,3, Wo'[tX] zs 2-hyponormal zJx E (at-E, at), but zs not 2-hyponormal 

zJx E (at,Ctt +c), 

(ii) Jor z = 2,4, Wa[tXl zs not 2-hyponormal zJ x E (at - E, at), but zs 2-

hyponormal zJ x E (at, at + E) 

(iii) Jor ~ = 0 or z > 4, Wart xl zs 2-hyponormal zJ x E (at - E, at + E) 

Example 4.5.4. Conszder the 2-hyponormal wezghted shzJt W'a wzth wezght se­

quence a = {an}~=o gwen by 0'0 = If, a1 = .J¥J. a2 = /ffJ" an = 

J~~!~ (n ~ 3). Here det8. 2 = 0, det8.3 = 0 and del8.n > 0 Jor n i= 2,3 

Thus there exzsts c > 0 such that 
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(i) Jor ~ = 2,3,4, TVa!t T] zs not 2-hyponormal zJ x zs zn the deleted E-nel,ghborhood 

oJO'z 

(ii) Jor'/, = 1, TVa!z x] zs 2-hyponormal zJ x E (at - Eat), but zs not 2-hyponormal 

zJ x E (az, a z + E) 

(iii) Jor'l = 5, Wa!z x] zs not 2-hyponormal zJ x E (O'z - E, a z), but zs 2-hyponormal 

zJ x E (oz, a z + E) 

(iv) Jor 7 = 0 or'l > 5, Hla[z xl zs 2-hyponormal zJ x E (oz - E, a z + E) 

Example 4.5.5. Conszder the 2-hyponormal wezghted shzft Wa w~th recurszve 

we~ght sequence a ao, aI, , ak-2, (ak-b ak, ak+l)" Sznce UnVn+l - Wn = 

o (V 7? :2: k) I thereJore det6. n = 0 (V n :2: k) and so by Theorem 2 1. (a) 

periurbatwn to the we~ghts an zs not posszble Jor n :2: k 
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Perturbation of 2-variable 
hyponormal shift 

5.1 Introduction 

In Chapter 4 we have addressed the question of finite rank perturbation of 2-

hyponormal weighted shift. Till now we have only considered the unilateral 

weighted shift W(\' on £2(Z+). In this chapter we initiate a parallel discussion 

for the 2-variable weighted shift on e2(Z~). For a unilateral weighted shift Wcr 

it is well known that Wcr is hyponormal if and only if lanl ~ lan+II for all n. 

Hence for a strictly increasing weight sequerice, any slight perturbation of the ith 

weight still retains the hyponormality property for the perturbed shift. "Is the 

same true for a two variable weighted shift?" The answer is negative as is shown 

in the work done in this chapter. We also frame a set of positivity conditions 

which can completely determine hyponormality of the perturbed shift. 

5.2 Statement of problem 

Consider double indexed positive bounded sequences {ak}, {,Bd E fOO(Z~) k == 

(k1l k2) E Z~ and let {edkEzt be the orthonormal basis for e2(Z~). The 2-

variable weighted shift T = (TIl T2 ) is defined by 

70 
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where C1 = (1,0) and C2 = (0,1). Here we assume that Tb T2 commute. Thus 

Given k == (kl' k 2 ) E z~, the moments of T of order k are 

1 

/k := 

",2 ",2 
1..«0,05' .. L.«k1 -1,O) 

,6~,O) ... .B(o,k2 -1) 

,6(0,0)'" ,6(0,k2-1) ctZO,k2)'" QZkl-1,k2) 

if k1 = 0 = k2 

if k1 ~ 1 and k2 = 0 

if k1 = 0 and k2 ~ 1 

if k1 ~ 1 and k2 ~ 1 

A multivariable weighted shift can be defined in an entirely similar way. 

A 2-variable weighted shift T is horizontally fiat if ct(kl,k2) = 0'(1,1) V k1, k2 ~ 1; 

vertically fiat if ,6(kl,k2) ::;:: ,6(1,1) V kI, k2 ~ 1; fiat if it is horizontally fiat and 

vertically fiat; symmetrically fiat if T is fiat and 0'(1,1) = ,8(1,1). 

By [13, Definition 1.3, Definition 1.4] and [13, Theorem 6.1 ] we have the fol-

lowing results: 

Theorem 5.2.1. T is hyponormal if and only if 

C1k := ( a~+t:l - 0'% [3 ak+£62~k+£1 -[3~k,6k ) ~ 0 (V k E Z!) 
ctk+£2,uk+£1 - ctk k , k+£2 - k 

Theorem 5.2.2. T is weakly hyponormal if and only if 

If we have a pair of unilateral weighted shifts Wr.> and WEi, then by defining 

Q(k1,k2) := ctk1 and ,B(k1,k2) := ,Bk2 for all k], k2 E Z+, we can get a 2-variable 

weighted shift T = (TI' T2)' Under the canonical identification of e2(Z~) and 
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g2(Z+) @ g2(Z+), we have T1 ~ 10 Wa and T2 ~ We @ I. In general, T is said 

to be of tensor form if T '" (I QSJ Wa, W,a 0 I). 

Let M1 := V{e(k1 ,k2) : k2 ~ I} andNl := V{e(kl,k2) : k1 ~ I}. By [28, DefinItion 

1.2J the core of a 2-variable weighted shift T is c(T) := 1]M l nNl . 

Coming back to the discussion of perturbation of T = (Tl' T2 ), first of all since 

commutativity has to be preserved, hence if one of the weights is perturbed, 

some other weights in adjacent blocks will also need to be perturbed. Ideally 

we try to keep the number of perturbations minimum, and see if we can still 

preserve hyponormality or atleast weak hYI)onormality. 

We begin our investigation by considering T to be of tensor type. That is, 

consider strictly increasing positive weight :,equences {O:n}~=o and {,8n}~=o and 

let 0:(kl,k2) := O:kl (\::f k2 E Z+) and (3(k\,k2) :'= (3k2 (\::f k1 E Z+). Let T = (Tl; T 2) 

be hyponormal with T1T2 = T 2T 1· Let 0:(0,0) be slightly perturbed (,0 a new 

weight x. To preserve commutativity of T1 and T21 we replace (3(0,0) by y = .~!o. 

If 7' = (7'1,7'2) denotes the perturbed shift, then we investigate if T is still 

hyponormal. We note that T is not of ten~or type. The weight diagrams of T 

and T are shown in Figure 11 and Figure 12. 

,82 ,82 ,82 ,82 ,82 ,82 

0'0 0'1 0'2 0'0 0'1 0'2 

(31 (31 (31 (31 (31 (31 

0:0 0:1 0:2 0:0 0:1 0:2 

(30 (30 (30 Y (30 (30 

0:0 0:1 0:2 X 0:1 0:2 

Figure 11 Figure 12 
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In view of Theorem 5.2.1, we need to check the positivity of LS. k for k = (0,0), 

where 

and 
if k = (0,0) 

if k =J (0, 0) 

{ 

y if k = (0, 0) 

ih = rL if k =J (0,0) 

( 
Qi - x

2 QofJo - xy ) = ( O'f - X2 O'ofJo - 2x~2~O ) 
Now .6(0,0) = fJ fJ2 2 fJ x2f3o fJ2 ~ 

0'0 ° - X1] 1 - 1] Qo ° - --u;;- 1 - --;:;-r 
If I (x) : = delLS. (0,0), then I is a continuous function of x. Also I (Qo) = del.6 (0,0) = 

(Qr - (5)(fJi - ,85) > O. Hence there exists a neighbourhood N of 0'0 such 

that f (x) > 0 \;f x E N. Thus, there exists 8 > 0 such that for all x E 

(Qo - 8,0'0 + 8), LS.(O,O) 2 O. 

Hence, T remains hyponormal for a slight perturbation of Q(O,O)' 

Next we consider an arbitrary hyponormal 2-variable shift T = (T}, T 2 ) with 

positive weight sequence Q = {QkhEZ2 and fJ = {,BkhEZ2. As Tl and T2 are 
+ + 

both hyponormal, so we have Qk ~ Qk+Cl and ,8k ~ fJk+c2 \;f k E Z~. We assume 

strict inequality so as to make perturbation possible on either side. In section 

5.3 we consider perturbation of the weight Q(0,k2) for any k2 E Z+. In section 

5.4 we consider perturbation of the weight Q(k1,0) for any kl E Z+. We try to 

minimise the number of necessary perturbations of adjacent weights. We also 

try not to disturb the weights at the core of T. 
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5.3 Perturbation of the weight Ct(0,k2) 

Here we consider k2 ;::: 2. The cases of k2 = ° and k2 = 1 are addressed in 

Remark 5.3.l. We begin with a 2-variable hyponormal shift T = (TI' T2 ) with 

weight sequences cy = {CYkhEZ~ and (3 = {,6d kEZ~' As TI and T2 are both 

hyponormal, so we have CYk ~ CYk+£l and fJk ~ (3k+£2 for all k E Z~. We assume 

strict inequality so to make perLurbation possible on either side. 

Let CY(0,k2) be slightly perturbed to a new weight x. To preserve commutativity, 

we change (3( k) to Y = xf3(1,k2) and (3( __ ) to t = Q(O,k2- 1)f3(1,k2 -1) . 
0, 2 O(O,k2+ 1) 0,k2 I x 

We will investigate under what condition it is possible for the perturbed shift 

T = (TI , T2 ) to still remain hyponormal. The corresponding weight diagram is 

shown in Figure 13. 

.6(0,k2+l) 

(0, k2 + 1) 
CY(0,k2+1) ... 

Y (3(I,k2) 

x CY (l,k2) , ... 

t .6(l,k2-1) fJ(2,k2-1) 

(0,k:2 -1) 
CY(0,k2- 1) Cl:(I,k2-1) CY(2,k2-1) ... 

(3(0,k2- 2) (3(1,k2- 2) (3(2,k2- 2) 

(0, k2 - 2) 
Cl:(0,k2- 2) 

(0,0) (1,0) 

CY(I,k2-2) 

(2,0) 
Tl 

Figure 13 

CY(2,k2-2) ... 

(3,0) 
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By Theorem 5.2.1 for hyponormality of t we must have positivity of Li(O,k2- 2) , 

- -
.6.(O,k2- 1) and .6.(O,k2)· 

Claim: t < y 

We have 

t < y {::} a(O,k2 -1)f3(1,k2- 1) < Xf3(1,k2) 

:r; 0'(O,k2+ 1) 

f3(1,k2- 1) 2 
{::} a(O,k2- 1)a(O,k2+1) f3 < x 

(1,k2) I 

{::} f3(O,k2-1)a(O,k2) a(O,k2)f3(1,k2) f3(!,k2- 1) < x2 

f3(1,k2-1) f3(O,k2) f3(1,k2) 

f3(O,k2- 1) 2 2 
{::} 6 a(O,k2) < x 

, (O,k2) 

But as f/(O,k2- 1) < 1. so f/(O,k2- 1) a 2 < a 2 . 
f/(O,k2) , f/(O,k2) (O,k2) (O,k2) 

Hence we can choose a suitable 8 > 0 such that f3~'k2-1) a 2(O k ) < x 2 i.e, l < y, 
(O,k2) , 2 

Positivity of Li(O,k2- 2) : 

If del.6.(O,k2-2) > 0, then by continuity of II and the fact that h(0'(O,k2») -

det.6.(O,k2- 2) > 0 we have it (x) > 0 V x E (a(O,k2) - 8, a(O,k2) + 8), and suitable 

8 > O. Hence .6.(O,k2 -2) ~ 0 for all such x. 

But if det.6.(O,k2- 2) = 0 then as f~ (x) = - ~al0,k2-1)f3rl,k2-1) (al1,k2- 2) - CI'lo,k2-2») ' 

so .!'(a(O,k2») < O. As such the function h is decreasing at 0'(O,k2) and hence there 
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exists 0 > 0 such Lhat hex) > 0 for x E (a(O,k2) - 0, a(O,k2»)' and hex) < 0 for 

x E (O'(O,k2) , 0'(O,k2) + 8). 

Thus, if det6.(O,k7.- 2) = 0 then 6.(O,k7.-2) 2: 0 for x E (a(O,k7.) - 0,0'(O,k2))' but 

LS,(O,k2-2) i:. 0 for X E (0'(O,k2) ' a(O,k2) + 0). 

Positivity of LS,(O,k2-1) : 

If deL6.(O,k2- 1) > 0 Lhen h(a(o,k2») > 0 and hence by continuity of h, hex) > 0 

in a neibhourhood of a(O,k2)' Thus there exists 0 > 0 such that LS,(O,k2-1) 2: 0 for 

all x E (a(O,k2) - 0, CV(O,k2) + 0). 

If det6.(O,k2-1) = 0 then h (a(O,k2») = 0, so 

2 2 2 (32 
,2 A _ a(O,k2-1)a(1,k2-1)a(O,k2+1) (1,k2-1) _ 2 ,2 2 ~2 

Ct(O,k2) - a 2 Ct(O,k2-1)a(O,k2+1)f-'(1,k2-1) 
(O,k2) 

where A = (3tl,k2) (atl,k2-1) - ato,k2- 1») - ato,k2+1)(3tl,k2-1)' 

Also, 

(5.3.1) 
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Therefore 

Thus, if det6.(O,k2- 1) = 0 then 

2. if O(1,k2- 1) > O(O,k2) then Li(O,k2-1) 2: 0 for x E (O(O,k2)' O(O,k2) + 8) buL 

Li(O,k2- 1) i 0 for x E (O(O,k2) - 8, O(O,k2») ; 

So 

3. if O(!,k2- 1) < CV(O,k2) then Li(O,k2- 1) 2: 0 for x E (O(O,k2) - 8, CV(O,k2») but 

Li(O,k2- 1) i 0 for x E (O(O,k2)' O(O,k2) + 8) . 

h(x) := detLi(o,k2) 

1 
a 2 [:1;2/-" + 0tO,k2 +1) {Otl,k2).BtO,k2+ 1) - Oto,k2+1).Btl,k2)}] , 

(O,k2+ 1) 

) 

(5.3.2) 

where 
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As earlier, if deU~'(O,k2) > 0 then there exists 6 > 0 such that Li(O,k2) 2: 0. for all 

.7: E (O~(O,k2) - 6, 0'(O,k2) + 15) . 

But if det6.(O,k2) = 0 then h (0'(O,k2») = det6.(O,k2) = O. 

Therefore, 

(5.3.3) 

Also, 

and so 

J~ (0'(O,k2») = _2_ (O'tO,k2+1).8(1,k2) - O'tl,k2),8(o,k2+1») (using (5.3.3)) 
0'(O,k2) 

{ 

= 0, if 0'(O,k2+1).8(1,k2) = 0'(l,k2).B(O,k2+1) 

> 0, if 0'(O,k2+1).8(1,k2) > 0'(1,k2).B(O,k2+1) 

< 0, if 0'(O,k2+1).B(1,k2) < 0'(1,k2).B(O,k2+1)' 

Thus if det6.(O,k2) = 0 then 

1. if 0'(O,k2+1).8(1,k2) = 0'(1,k2).B(O,k2+ 1) then there exists 6 > 0 such that 

Li(O,k2) 2: 0 'if x E (0'(O,k2) - 6,.0'(O,k2) + 6) ; 

2. if 0'(O,k2+ 1).8(1,k2) > 0'(1,k2).8(O,k2+ 1) then Li(O,k2) 2: 0 for x E (0'(O,k2)' O'(O,k2) + 15) 

but Li(O,k2) i 0 for x E (0'(O,k2) - 6, 0'(O,k2») ; 

3. if 0'(O,k2+ 1).B(1,k2 ) < 0'(1,k2).B(O,k2+ 1) then Li(O,k2) 2: 0 for x E (0'(O,k2) - 6,0'(O,k2») 

but Li(O,k2) i 0 for x E (O~(O,k2)' 0'(O,k2) + 15) . 

From the above analysis we can exhaustively determine whether perturbation 

of 0'(O,k2) will again give us a hyponormal shift T or not. 

For example if we have the following situation, say: 
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Then T will still be hyponormal for a slight left perturbation of CY(0,k2) ' but will 

not be hyponormal for any right p~rturbation of CY(0,k2)' 

Similarly, we have another situation say: 

Then there exists 1i > 0 such that 6(0,k2- 2) i. 0 for any x E (CY(0,k2) , CY(0,k2) + 1i) 

and 6(0,k2) i. 0 for any;c E (CY(0,k2) - 1i, CY(0,k2)) . So T is not hyponormal for any 

perturbation of a(0,k2)' 

Remark 5.3.1. If k2 = 1 then we need to consider only 6(0,k2-1) and 6(0,k2) for 

positivity. Similarly, if k2 = 0, then we need only consider positivity of D.(0,k2) 

to check whether the perturbed shift T is still hyponormal or not. 

Remark 5.3.2. Since the perturbation do not affect the core of T, so these results 

can be applied to 2-variable shifts whose core is of tensor type. 

5.4 Perturbation of the weight O(kbO) 

For k1 ~ 0, let O'(kl,O) be slightly perturbed to a new weight x. For commutativity 

h (3 xf3(k 0) d "'(k 1 O)"'(k 0) we c ange ( _ to 'Y = ~ an c.r _ _ ) to z = 1 - , 1,. 
kl,O) "'(k

J 
,0) (kl 1,0 x 

As 

B 
,B(k1 ,1) 

Y < , (kJ,l) ¢:> X < ~a(kJ'O) 
, (k1,0) 

so, by keeping x suitably near CY(kl,O), we can preserve the conditions y < (3(kJ,l) 

and Cl'(k J -2,0) < Z < :r; < CY(kJ+1,0)' 
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... 
(0,3 ... 

f3(kl -2,2) f3(k l -1,2) f3(k 1 ,2) if3(k1 +1,2) 

C\'(kl -2,2 O'(kl-l,2 C\' (kl ,2) C\'(kl +1,2 ... 
.. . 

f3(kl -2,1) f3(kl-l,1) f3(k 1 ,1) l,B(kl +1,1) 

CY(k l -2,1 CY(kl-l,1 CY(k),l) CY(kl +1,1 ... 
(0,1 ... 

f3(kl-2,0) f3(kl-1,0) y l/3(kl + 1,0) 

CY(kl -2,0 Z X CY(kl +1,0 " . 
(0,0) ... (kl - 2,0) (k] - 1,0) (kl'O) (k1 + 1,0) (kl + 2, 0) 

Tl 
~ 

Figure 14 

For hyponormality of T = (TI' T2 ), we need to check the positivity of Li(kl-2,0), 

Li(kl-l,O), Li(k1,0)' 

Positivity of Li(kl -2,0) : 

We consider 

h (x) := detLi(kl -2,0) 

(

CYtkl-l,o)CYtkl,O) 2 ) ((-12 2) = x 2 - CY(k l -2,0) l-'(kl-2,1) - fJ(k l -2,0) 

- (0'(k l -2,1)f3(kl -1,0) - CY(kl -2,0),B(kl-2,0)) 2 

So, 
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Case 1: If det6.(kJ -2,0) > 0 then by continuiLy of h, there exists 8 > 0 such that 

h(x) > 0 \Ix E (Q(kJ,O) - 8, Q(kJ,O) + 8) . Thus for all such x, Li(kJ-2,0) ~ 0 

Case 2: If det6.(kl -2,0) = 0 then since f{ (Q(kl,O») < 0 and hence h is decreasing 

at Q(kl,O), so Li(kJ-2,0) > 0 for x E (Q(kJ,O) - 8, Ci(kJ,O») and Li{kl-2,0) t 0 for 

.7: E (CV(kl,O),CV(kl,O) +8). 

Positivity of Li(kJ-l,O) : 

We consider 

h(x) := detLi(kl-l,O) 

= (x 2 
- Z2) C6(kJ-l,1) - .6(k1 -l,0») - (Q(kJ-l,l)Y - Z.6(kl-l,O»)

2 

where p, = Q(kl,O) (.6{kl-l,l) - .6(kl-l,O») - Q(k1 -l,l),6(kJ,0) 

If det6.(k1 -l,O) = 0, then h(CV(kJ,O») = o. SO, II, = CV(kJ-l,O) (.6(kJ-l,l) - 2.6(kJ,0») 



Chapter 5 82 

Now 

I 2XJI, 2 [ 2 2 (.(2 ] 
f2(X) = -,-2 - + x3 D:(k1-l,OP(kl,0)I-'(kl-l,0) 

D: (k1 ,0) , 

:. f~(D:(kl'O») = _2_ [I-" + D:~kl-l,O).Bfkl-I,O)] 
O'(k1,0) . 

= _4_ [a(k1-1,0) (fJ[k1-1,l) - f3fk] ,0»)] 
D:(kl'O) 

{ 

> 0, if f3(k1 -1,1) > f3(k] ,0) 

< 0, if f3(k1-1,1) < f3(k 1 ,0) 

= 0, if .B(k1-1,1) = .B(k1,0)' 

(5.4.1) 

Thus, if clel6.(kl -1,0) = 0, then 

1. if f3(k1-l,l) = ,B(kl,O) then there exists 6 > 0 such that Li(kl-1,0) ~ 0 for all 

.1; E (O'(kl ,0) - 6, O'(k1,0) + 8) . 

2. if f3(k1 -l,I) > f3(k 1 ,0) then 6.(kl -l,O) ~ 0 for x E (D:(k1,0), D:(k1,0) + 8) , and 

Li(kl-l,O) i. 0 for x E (D:(kl'O) - 6, D:(kl ,0») . 

3. if f3(k1-l,1) < f3(kl,O) then 6.(k1-l,0) ~ a for x E (D:(kl'O) - 6, D:(k1,0») , and 

Li(kl-],O) i. 0 for x E (D:(k1,0),D:(k1,0) +8). 

Positivity of Li(k1,0) : 

() ( 
2 2) ( 2 x

2 
f3fk l ,0) ) ( x2 f3(k] ,0) ) 2 h x := D:(kl +1,0) - x f3(kl,l) - ,2 - D:(kI,l),B(kl +1,0) - --'---'-

D:(kl,O) D:(kI,O) 

= (D:(kl +l,O).BrkI,l) - D:(kl ,I),Brkl +1,0») 
2 

+ D:~1'0) (2D:(k],O)C.Y(kl ,1)(3(k1+1,0)(3(k1,0) - (3[k1,0)D:(k1+1,O) - fJ[k1,1)D:(k1,0») 
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( 
2 I 2 2 2 ) X

2
, 

= CX(kl+i,O)f3(k\,1) - CX(k1 ,1)f3(kl+1,0) +~, 
(k\,O) 

where, = 2CX(kl,0)CX(kl ,1)f3(kl +1,0)f3(kl,0) - f3(kl,O)CX(kl+l,O) - f3(k l ,l)CX(kl ,O)' 

If detD..(k1,0) = 0 then h(CX(k\,O») = O. Therefore 

Again, 

I 2x, 2x (2 2 2 132) .f3 (x) = ~ = ~ O'(kl,1)f3(kl+1,O) - O'(k!+l,O) (kl,1) 
(k1,0) (kl,O) 

{ 

> 0, if CX(kl ,1)f3(kl +1,0) > CX(k1+1,0)f3(kl,1) 

< 0, if CX(k l ,1)f3(kl +1,0) < CX(kl +1,0)f3(kl,1) 

= 0, if CX(kt.1)f3(kl +1,0) = CI'(k! +l,O)f3(kl ,1)' 

From the continuity of h we can make the conclusions: 
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1. detD..(kl,O) > 0 or CX(kl,1)f3(kl +1,0) = CI'(kl+l,0)f3(kl ,1) then there exists 6 > 0 

such that .6.(kl,O) 2: 0 for all x E (CI'(kl,O) - 6,CI'(kl ,0) +6). 

2. If rlelD..(kl,O) = 0 then there exists 6 > 0 such that 

(i) if CI'(kl,1)f3(k1+1,0) > CI'(kl +1,O)f3(kl ,l) then .6.(kl ,O) 2: 0 for all 

x E (CX(kl ,0), CI'(kl ,0) + 6) and .6.(kl,O) i. 0 for x E (CI'(kJ,O) - 8, CI'(k\,O»); 

(ii) if a(kl,1)f3(kl +1,0) < a(kl +1,0)f3(k1,l) then .6.(k1,0) 2: 0 for all 

x E (a(kl,O) - 8, a(k1,0») and .6.(kl,O) i. 0 for x E (a(k1,0), a(kl,O) + 6). 

From the above analysis we can exhaustively determine whether perturbation 

of a(k1,0) will again result in a hyponormal shift T or not. 

Remark 5.4.1. For k1 = 0, we only need to consider D..(kl,O) for positivity and 

for kl = 1, we need to consider only positivity of .6.(kr,O) and .6.(kl -1,0)' 

Remark 5.4.2. Since the perturbation do not affect the core of T, so these results 

can be applied to 2-variable shifts whose core is of tensor type. 
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5.5 Perturbation of the weight Ct(kLk2) 

In general if we want to perturb a weight Q(k1 ,k2) for k1 > 0, k2 > 0, then for 

commutativity we need to change at least three other adjacent weights. The 

further perturbation of weights in adjacent blocks are as follows: 

1. 13k changes to y = {hx 
Cik 

2 1 nk-e Ok 
. Qk-El C langes to z = x l 

3 13 h t fJk-<2"'1.. 
. k-E2 C anges to , = x 

with the understanding that if k = (0, k2) then we neglect (2), and if k = (k1' 0) 

we neglect (3). 

T = (T1' T2 ) is the perturbed shift with weight sequences {aT }TEZ2 and {.BT }TEZ2 
+ + 

given as follows: 

_ {:I:' if T = Ie 
Q T = z, if T = Ie - C1 

Qk, ifT =J. Ie, T =J. Ie - C1 
{

y ifT=k 

and 13T = t,' if T = k - c2 

13k, if T =J. k, T =J. k - C2 

The perturbed weight diagram is given in Figure 15. 

As Qk < (:I..-f2 ) Qk, so by keeping x < (:k-f2 ) Qk we will preserve the condi-
,'k-2f2 "k-2f2 

tion 13k-2€2 < t. Similarly, by keeping x suitably near Cl'k, we can preserve the 

conditions 13k-2f2 < t < Y < 13k+f2 and Qk-2fl < z < x < Qk+fl· 

Now for hyponormality of the perturbed shift T it is sufficient to identify the 

- - -
conditions of positivity for the following matrices: ~k-2E2' ~k-EI-E2' ~k-2El' 

~k-El' ~k-E2 and ~k' where 

~T := 
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(0, k2 + 2) 
., . 

fJk-t:1 +t:2 fJk+t:2 

(0, k2 + 1) 
ak-t:I+t:2 ak+E2 ... 

fJk-El y (3k+El 

Z ;r; O'k+EI ... 

f3k-El -t:2 t f3k+EI-E2 

ak-Ej-E2 ak-E2 ak+EI-E2 ... 
(0, k2 - 1) 

... 

(0,0) 

Figure 15 

To check positivity of 6. k- 2t:2 we consider 

=(i2 
- fJL2E2) (0'%+101-2102 - O'L2E2) - (O'k-E2f3k+El-2E2 - O'k-2t:2f3k- 2e:z)

2 

= (fJ~-;; a~ _ fJL2E2) (a%+El - 2102 - aL2E2) 

- (ak-E2,Bk+Ej-2E2 - ak- 2E2(3k- 2E2) 2 

. J' ( ) 2(3LE2 a~ ( 2 2) 0 
" 1 X = - X3 ak+t:1-2t:2 - ak-2t:2 < 

Now, h(O'k) = detD..k-2E2 ~ O. So by continuity of h we can make the following 

conclusion Cl: 

1. If detD..k-2E2 > 0 then there exists 15k > 0 such that for all 

.7: E (O'k - 6k, O'k + Ok), 6. k - 2E2 ~ 0 

2. If detD..k-2t:2 = 0 then there exists Dk > 0 such thaL 6.k - 2E2 > 0 for all 
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Similarly to check the positivity of fi k - q -£2' we consider 

From the continuity of 12 we can make the following conclusion C2: 

1. If detD.k-El -£2 > 0 then there exists 6k > 0 such that 6 k -£1 -£2 2 0 for all 

2. If detD.k-£1 -£2 = 0 then there exists 6k > 0 such that 
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For positivity of 6. k - 2C:l' we consider 

So, 

Now from the continuity of h we can make the conclusion C3: 

1. If det6.k- 2C:l > 0 then there exists 6k > 0 such that for all 

x E (Qk - 6k, O'k + 6k), 6.k- 2C:l ~ O. 
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2. If det6.k- 2c:! = 0 then there exists 6k > 0 such that 6.k- 2C:2 ~ 0 for all 

x E (Qk - 6k, Qk)' and 6.k- 2C:l i. 0 for x E (Qk, Qk + 6k)' 

For positivity of 6. k -C:2' we consider I 
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Again, 

Now since 14 is a continuous function, therefore conclusion C4: 

1. If dd6.. k -£2 > 0 or Ctk+£1-£2 = Ctk then there exists 15k > 0 such that 

iik -£2 2:: 0 for all x E (Ctk - 15k , Ctk + 15k ). 

2. If det6.. k -£2 = 0 then there exists 15k > 0 such that 

(i) if O'k+£1-£2 > (Yk then iik -£2 > 0 for all ~"D E (Ctk' (Yk + Ok) and 

iik -£2 i. 0 for x E (Ctk - Ok, Ctk); 

(ii) if ak+£1-£2 < ak then ii k -£2 > 0 for all x E (ak - bk, CYk) and 

iik -£2 i. 0 for :7: E ((Yk, O'k + 15k ), 

For positivity of iik-£l' we consider 
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Now 

f ' () 2XI.t 2 2 2(32 
5 X = -2- + 3Qk-EIQk k-El+E2 

Q k X 

:. 1~(Qk) = ~ (I.t + O'LEl,BLEJ+EJ 
Qk 

4QLEI ((32 (32) = k-El+E2 - k Qk 

{ 

> 0, if (3k-El +102 > (3k 

< 0, if (3k-El +102 < (3k 

= 0, if (3k-El+E2 = (3k. 

Again from the continuity of 15, we can make the conclusion C5: 

1. detD.k-EI > 0 or (3k- El+E2 = fh then there exists 6k > 0 such that D.k-El 2: 0 

for all x E (Qk - 6k, Qk + 6k) . 

2. If detD.k-El = 0 then there exists Ok > 0 such that 

(i) if (3k-El+E2 > (3k then 6.k- EJ > 0 for all x E (Qk, Qk + Ok) and 

6.k- EJ i. 0 for x E (CYk - 6k; CYk); 

(ii) if (3k-EJ +102 < 13k then 6.k - E1 > 0 for all .1: E (CYk - Ok, CYk) and 

6.k - E1 i. 0 for x E (Qk' Qk + Ok). 

Finally, to check the positivity of D.k we consider 
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Again, 

From the continuity of j6 we can make the conclusion C6: 

1. detb. k > 0 or Qk+E2{3k+El = cYk+El{3k+E2 then there exists Ok > 0 such that 

fi k ~ 0 for all x E (Qk - 15k , Qk + 15k ), 

2. If detb. k = 0 then there exists Ok > 0 such that 

(i) if Qk+E2i3k+El > Qk+E1 i3k+E2 then fi k ~ 0 for all x E (Qk' cYk + c5k ) 

and" fi k i 0 for x E (Qk - Ok, Qk); 

(ii) if Qk+E2i3k+El < Qk+E]i3k+E2 then fi k ~ 0 for all x E (Qk - Ok,Qk) 

and fi k i 0 for x E (Q~Qk + 15k ), 

From the above analysis we can exhaustively determine whether perturbation 

of Crk will again result in a hyponormal shift T or not. 

For illustration let us consider the following examples: 

Example 5.5.1. Let T = (Tl; T2 ) be hyponormal with b.(0.3) > 0, b.(0.5) > 

0, b.(0.4) = 0 and Cr(1.4) < Cr(0.5)" We want to perturb Q(O.5)" 
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Apply~ng C1 (1), C6 (1) and C4 (2)(n) we conch.tde that T w~ll st~ll be hyponor­

mal for a sl~ghtJ left peTtuTbatzon of 0'(0,5), but w~ll not be hyponormal fOT any 

nght pertuTbatzon of Q(0,5) 

Example 5.5.2. We want to peTturb Q(7,11) Hence we need to cons~deT ~(7,9), 

~(6,l0), ~(5,1l)' ~(7,1O)' ~(6,11)' ~(7,11) Suppose ~(6,1O), ~(5,11)' ~(7,1O)' ~(7,11) > 

o and ~(7,9) = ~(6,11) = 0 So by C1 (2) and CS, we make the followmg conclu-

szons: 

1. If (3(6,12) ~ (3(7,11) then T w?,ll be hyponomal for a slzght left perturbatzon of 

Q(7,11), but w~ll not be hyponormal for any nght perluTbatzon of Q(7,11). 

2. If fJ(6,12) > fJ(7,11) then for any slzght peTturbatzon of 0'(7,11), T w~ll fa?,l to 

be hyponormal. 
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On weak hyponormality of 
2-variable weighted shifts 

6.1 Introduction 

In Chapter 5 it was shown that if for a 2-variable hyponormal shift T = (TI' T2 ), 

a weight a(kl,k2) is perturbed, then the resulting perturbed shift T may not re­

main hyponormal. In fact the conditions under which T will still be hyponormal 

is completely given in that chapter. In this chapter, we show that though T 

may not be hyponormal, it will however still remain weakly hyponormal for 

sufficiently small perturbations .'1: of a(kl,k2)' 

Let a := {ad kEZ2 and (3 := {(3khEZ2 be 2-variable weight sequences and 
+ + 

As mentioned earlier T = (TIl T2) is weakly hyponormal if AITI + A2T2 is hy­

ponormal \;j /\ E C. Equivalently, 

T is weakly hypo normal 
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¢:>([(TI+~T2)*,(TI+~T2)lx,:r)2: 0 V),ECandxE e2(1E!) 

¢:> ([T{, TIlx, x) +), ([T;, TIlx, x) 

Theorem 6.1.1. T = (TI , T2) is weakly hyponormal if and only if 
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(6.1.1) 

f IC(o,])1
2alo,]) + 1)'1

2 f Icct,o)12~ft,O) + L (~k ( :~:::2 ) , ( :~:::2 ) ) 2: 0 
~ ~ ~~ 

for all k E lEt· 

Therefore, 

[Tt, TI]ek = TI*(TIek) - T1(Ttek) 

{ 
T;ak ek+el 

- Tt ak ek+el - TI ak-el ek-E:! 

{ 
a~ ek if kl = 0 

= (a~ - aLeJek if kl > 0 

= (a~ - aLel )ek 

if kl = 0 
if kl > 0 
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Again, 

Similarly, 

Let x E t'2(Z~) and x = LkEZ2 Ck ek. 
+ 

Then 

([T;, TIl:/:, .1:) = / L ((Y~ - O'LcJckek, L Ctet) 
\k=(k1 ,k2) t=(hh) 

= L(a~ - aLC1)ck / Ck, L CtCt) 
k \ t 

= L(cx~ - cxLcJlckl2 
k 

= L (a~ - CXLcJj Ckl
2 + L (cx~ - cxLcJlckl2 

k1=0 k1>0 
00 

= L IC(0,J)1 2CX10,J) + L (CX~+Cl - 0'~)ICk+ClI2 
J=O kEZ~ 

Similarly, we have 

([T;,TIlx,x) = L Ck+c I Ck+c2(O'k+c2,Bk+cl - cxk,Bk) 
kEZ~ 

([T;,T2lx,x) = L Ck+cl Ck+c2( CX k+c2,Bk+cl - cxk,Bk) 
kEZ~ 

00 
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(6.1.2) 

(6.1.3) 

(6.1.4) 

(6.1.5) 
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Using (6.1.2) to (6.1.5) in (6.1.1), we conclude that 

T is weakly hyponormal 

~ / ( L~a Ic(o,J)12aJa,J) + Lk(a~+<, - ak)ICk+<i 12 Lk Ck+<, Ck+<2 (ak+<2J3k+E, - akJ3k) ) 

\ Lk Ck+<,Ck+<2(ak+E 2.Bk+e, -akJ3k) L~alc("a)12.B("a) +Lk(J3~+E2 -J3~)\ck+E212 

( ~ ) , ( ~ ) ) ~ 0; for all A E C and X = L Ck ek E e2(z!) 
kEZ~ 

~ f IccO,J)1
2
0[0,J) + 1J\12 f IcCi,O)12,8~,0) + L (~k ( AC~:::2 ) , ( AC~:::2 ) ) 

FO 1=0 kEZ~ 

~ 0 for all J\ E C and x = L Ck ek E e2(z!). 
kEZ~ 

o 

Remark 6.1.1. If T = (TI' T2) is hyponormFt} then b.k ~ 0 for all k E z~, and 

hence by Theorem 6.1.1 it immediately follows that T is also weakly hyponormal. 

6.2 Perturbations not affecting the core of T 

6.2.1 Perturbation of the weight CX(kI,O) 

For kl ~ 0, let Q(k1'0) be slightly perturbed to a new weight x. For commu-

. . h (3 xJ3(k1 0) d a(k1-1 a)0(k1 0) Th tatlvlty we c ange (k10) to Y = 'an Q(k1-10) to Z = ' '. e 
, a(k1,a) , x 

corresponding weight diagram is given in Figure 16. 

Let T = (TI , T2 ) be the perturbed shift with weight sequences {O:khEZ~ and 

{,BkhEZ2 • 
+ 

Let 

b.k := _ _ - ( O:Z+C1 - O:Z O:k+c~Pk+f:l -_O:kPk ) . 

O:k+c2Pk+c1 - akPk (3f+C2 - (3f 

Clearly, 6. k = b. k for all k E z~, except for k = (k1 - 2, 0), (k1 -1, 0) and (I~l' 0). 

Let 1'1 > 0 and I' ~ (1'",0). Define Ii" ~ (IAI'~;+" ~) + Ii" 
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... 
(0,3 ... 

f3(k l -2,2) f3(k 1-1,2) f3(k 1,2) f3(k 1 +1,2) 

O'(kl -2,2 O'(k1 -1,2 CV(k1 ,2) CV(kl +1,2 ... 
(0,2 ... 

f3(k l -2,1) f3(k 1-1,1) f3(k 1,1) if3(kl +1,1) 

CV(kl -2,1 CV(k1 -1,l CV(k1 ,1) CV(kl +1,1 ... r T, 
(0,1 ... 

f3(k1 -2,0) f3(k l -1,0) y f3(k l +1,0) 

CV(kl-2,0 Z x CV(kl+l,O ... 
(0,0) ... (k1 - 2, 0) (~1 - 1,0) (kI, 0) (k1 + 1,0) (k1 + 2,0) 

T1 
~ 

Figure 16 

Claim: is.,, 2 0 for If, = ({/'l, 0) and III = k1 - 2, k1 - I, k 1· 

As 

so 

Therefore, 

2 -2 -2 -2 
J(CV(k1,0») =1>'1 f3('~1+1,0)(f3('"J.1) - f3(,"I,O») + det6." > 0 

(.: det6.IJ. 2 0 and #('~I,l) > #(IJ.I,O»). 
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Thus by continuity of f, there exists 5" > 0 such that f(x) > 0 for all >. E C 

and for all x E (CV~kl'O) - 5f" CV(kloO) + 5,,). 

Let 5 = min{5(kl-2,0),5(kl-1,0),6(kl,0)}. Then for x E (CV(kl,O) - 6,CV(kl,0) + 6), 

is.'1 2 0 for all >. E C, and the Claim is established. 
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Also, ii k = 6k ~ 0 'likE Z!, except for k = (kJ - 2,0), (kl - 1,0) and (kl' 0). 

Therefore by Theorem 6.1.1 we conclude that there exists 6 > 0 such that for 

all x E (Q(kl,O) - 8, Q(kl'O) + 8) T = (TI' T2 ) is weakly hyponormal. 

Thus for a hyponormal2-variable weighted shift T, if Q(kl,O) is slightly perturbed 

then, the perturbed shift T still remains weakly hyponormal. 

6.2.2 Perturbation of the weight a(O,k2 ) 

For any· k2 > 0, let Q(0,k2) be slightly perturbed to a new weight x. To pre­

serve commutativity, we change fJ(O k2) to Y = x{3(I,k2) and fJ(O k2-1) to t = 
, Q(O,k2+ 1) , 

0'(O,k2 -I ).8(1 ,k2 -1) 

X 

The weight diagram of T is given in Figure 17. 

fJ(O,k2+ 1) 

(0, k2 + 1) 
Q(O,k2+ 1) 

Y fJ(l,k2) 

X Q(I,k2) 

t fJ(1,k2- 1) 

Q(O,k2-1) Q(I,k2-1) 

fJ(0,k2- 2) fJ(I,k2- 2) 

(0, k2 - 2) 
Q(0,k2- 2) 0'(I,k2-2) 

... 

... 

fJ(2,k2- 1) 

Q(2,k2-1) ... 

fJ(2,k2- 2) 

Q(2,k2- 2) ... 

(0,0) (1,0) (2,0) (3,0) 

Figure 17 



Chapter 6 98 

We have is.k = I:::.k for all k E zt, except for k = (0, k2 - 2), (0, k2 -1) and (0, k2) 

Also as T is hYPollormal, so I:::.k ~ ° for all k. Thus, we have I:::.k ~ ° for all k 

except for k = (0, k2 - 2), (0, k2 - 1) :nd (0, k(2).0 ° ) _ 
For J-L = (0,IL2), IL2 E Z+. Define 1:::." := &2 + 1:::.", Clearly, the 

° ~ 1..\12 

positivity of 6." implies the positivity of f(ctJ , /\). Now we will show that 6." ~ ° 
for J-L = (0, k2 - 2), (0, k2 - 1) and (0, k2)' 

Consider /1'2 E {k2 - 2,k2 -1,k2} and J-L = (0,/1'2), 

li -fl--

and 

So by continuity of g, there exists 6" > ° such that g(x) > ° for all ,.\ E C and 

for all x E (a(O,k2) - 6,!> a(O,k2) + 6,,). 

Let 6 = nnn{ 6(O,k2- 2) , 6(O,k2- 1), 6(O,k2)}' Then for x E (a(O,k2) - 6", a(O,k2) + 6,.), 

li" ~ ° for all /\ E C and for all 11 = (0, k2 - 2), (0, k2 -1) and (0, k2) Therefore, 

we conclude that the perturbed shift is weakly hyponormal. 
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6.3 Reformulation of weak hyponormality 

Theorem 6.3.1. Let A = {(k1' 0) : /;;1 E Z+}. For /\ E <C and J.L E A, define 

Mf-l := (IAI2~:'+El ~) + 6.11' Then Tzs weakly hyponormal z1 and only z1 

Proof For It E A, 

Therefore, 

<Xl 

Hence the result follows from Theorem 6.l.l. o 
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Theorem 6.3.2. Let B = {(O, k2) : k2 E Z+}. For A E C and J-t E B, define 

- (0 0 ) ~, := 0 ll'~,+e2 + b.w Then T is weakly hyponormal if and only if V A E C 
1-x12 

and L Ck ek E P2(Z!), 

+ L / b.k ( Ck+El ), ( Ck+El )) > O. 
\ /\ Ck+E2 /\ Ck+E2 -

kEZt \B 

Proof. For {L E B, 

Therefore, 

00 

= Ic(o, 0) 12a to, 0) + L IC(i, 0) 12 ,B(i, 0) + L 1c,I+E21 2a;'+E2 

Hence the result follows from Theorem 6.1.1. o 

Let k = (kl' k2 ) and Ikl = kl + k 2 . Also (for convenience of notation) let us 

denote by ak, bk , dk the following ak = aZ+E1 - az, bk = ak+E2,Bk+El - a'k,Bk, 

2 2 (n.k Ok) dk = ,Bk+E2 - ,Bk' Then b.k = 
bk dk 
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Let 

( 

a{l,O) + 1/\1 2
,8[2,0) 

L1 = b{l,o) 

o 

a(2,0) + 1,,\ 12/3[3,0) b(2,0) 0 0 

b(2,0) d ~ ~ 0 
L2 = 

(2,0) + l,Xj2 1,X12 
b(1,l) d{l,l) + a(0,2) b(0,2) 0 W 1,X12 1,X1 4 W 

b(0,2) 
d (>2 

0 0 ~+~ 
1,X14 1,X14 1,X1 6 

So, in general Ln is a matrix (11(1,))) of size (71, + 2) x (71, + 2), with 11(1,)) defined 

as follows: 

d ,.,,2 2 A - ~ + (O,n+l) 
· (n+2,n+2) - 1,X12n 1,X12(n+l) 

4. A(1,)) = 0 if J > 1, + 1 for all 2. 

5 A - b(n+h,._l) f - 1 2 + 1 
· (1,1+1) - 1,X12(.-l) or '" - , ,"') 71, 

6 A - d(n+2-',,_2) + a(n+l-.,.-l) C - 2 3 1 
· (1,)) - 1,X12(. 2) 1,X12(,-1) lor '" - ) ) ... ) 71, + 

( ) 
( 

C(2,0) ) 
C(l,O) r 

Xo = ) Xl = "\C(l,l) ) X 2 = 
AC(O,l) 2 

A C(O,2) 

C(3,0) 

AC(2,1) 

A2
C(l,2) 

,,\3C(O,3) 
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In general, Xn = 

C(n+I,O) 

/\C(n,l) 

/\2 C(n_I,2) 

\n+1 
/\ C(O,n+l) 

That is Xn is a column matrix (B(i,l»), where B(i,l) = >.i-l C(n+2-i,i-l) for 

i=1,2, ... ,n+2. 
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Following the notations introduced above, Theorem 6.1.1 can be reformulated 

as follows. 

Theorem 6.3.3. A 2-variable weighted shift T = (TI , T2 ) with weight sequences 

n = {nkhEzt and ,8 = {,BdkEZt is weakly hyponormal if and only if for all 

>. E C and X = LkEZ2 Ck ek E £2(Z~), we have 
+ 

00 

n=O 

Similarly, 

Therefore, 
00 

n=O 

= f IC(o,j)1 2nlo,j) +'1>'1
2 f IC(i,O)1

2
,eti,O) + L / b.k (>.C~+€! ) (/\C~+Cl )) . ° . ° 2 \ k+c2 k+C2 J= ,= kEZ+ 

The result now follows from Theorem 6.1.1. 0 
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6.4 Perturbation of the weight Q(kLk2) 

For s ~ 0 define Ls as follows: 
a(s,O) + 1>'1 2 

f3(s+l ,0) h( .. ,o) 

d "(0_1.1) 
b( .• ,o) ·( .• ,0) + ~ 

O ~ 
1)'1 2 

o 0 

o 
o 

o 
o 

o 
b(l~t~' 1) 

d('i~I~I) + a(I~I!,2) 
b(I~I!·2) 

o 
o 

o 
o 
o 
o 
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Choose k = (kl' k2 ) arbitrarily and fix it. Let Ctk be perturbed to the weight to 

:t. For commutativity, 13k is changed to y = (3k
x

, Ctk-E:1 is changed to z = 0'1.-:
1

0'1. 
0'10 

and f3k-E:2 is changed to t = (310-:2 ('<10 • 

Let T = (Tl' T2 ) be the perturbed shift with weight sequences {o:,} ,o} and 
+ 

{a, }'EZ~ as defined in section 6.2.1. Also just as 6.1' and Ls are defined with 

respect to T, in a similar way li, and Ls !'trc defined for T. As T is hyponormal 

so Ls ~ 0 for all s E Z+. Also is = Ls for s < Ikl- 2 and s > Ikl. So if we can 

show that Ls ~ 0 for Ikl- 2 ~ s ~ Ikl, then by Theorem 6.3.3 we can conclude 

that T is weakly hyponormal. 

For example if k = (2,2) then L2 , L3 , L4 can be represented by the following 

weight diagram: 

(0, 2)1--~'--~--+--+--1-

TJ 
(0, 1 )I---+-~--+--"'k--I-

(0,0) (1,0) 

Tl -
Figure 18 
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Theorem 6.4.1. LetT = (TIl T2 ) be hyponormal with weight sequences {aT }TEZ2 
+ 

and {fiT }TEZ2, Then for any k E Z!, a slight perturbation oj the weight CYk makes 
+ 

the perturbed shift T weakly hyponormal (assuming that f3kl ak-fl and f3k-€2 are 

also necessarily perturbed to preserve commutativity), 

Proof. Let 

( .. ) ,_ l f ( a(s,O) + 1/\12E~+l,o) b(s,o) ) 
.rJI J, ,- r.e . - - 0.(3-1,1) 

b(s,o) d(s,o) + ~ 
_ a(S-I,I). - 2 -2 -- 1"1 2 go(X) + det/::,,(s,o) + IAI f3(s+l,o)d(s,o) 

> detlS.(s,O)' 

( 

i7.(s,o) +_IAI2Ets+I'o) 
g2(X) := det b(s,o) 

o 

2 -2 
o.(s,o) + IAI (3(s+l,O) h(s,o) a a 

h(."O) J. + (i('-h ' ) b(j;I\") a 
g3(X) := det 

'(s,O~ 1>'1 ' 

a h(j;t1' ) (l(i;lh'~) + ii(f;I~'2) b(i;I~'2) 
a a b(FI~'2) '\;1~'2) + ii(i;I~3) 
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Similarly, 

0,(8-4,4) - 92(X) - - 91(X) 
94(X):= 1/\1 8 93(X) + det~(s-3,3) 1.A112 + det~(s-2,2)d(s-3,3) 1/\114 

- - - 90(X) - d(s-I)d(s-2,2)d(s-3,3) 
+ det~(s-I,I)d(s-2,2)d(s-3,3) 1.A114 + det~(s,O) 1.A112 

62 d(s,0)d(s-I)d(s-2,2)d(s-3,3) 
+, (s+I,O) 1.A11O . 

For j = 0, 1, ... ,s + I, let !llj denote the (j + 1) x (j + 1) leading submatrix of 

L. If 9j(X) := detMj then 

- 2-2 
90(X) = a(s,O) + I.A.I .8(s+l,O) > 

a(s-l,l) - 2 -2 -
91 (x) = \.A12 90(:1;) + deL~(s,o) + \.AI .8(s+l,o)d(s,o) 

) 

For j = 2,3, ... ,s, 9j(X) is 

_ j-l 

n(s-j,j) - 9j-2(X) '"' (- ) 
9j(X):= \.A\2j 9j-l(X) + det~(s_j+l,s_l) \.A\4(j-l) + 8 det~(s-j+l,j_l) 

l-1 - j-l - j-l -
TIr:l d(s-j+r,j-r)9U-l-1) (x) - TIr=! d(s-r,r) 1 12 -2 TIr:o d(s-r,r) 

1.A1 4U- l)+(l-I)(2j+l) + det~(s,O) 1.Alj(J-l) +.A ,8(s+1,0) 1/\ljU-l) 

and 

-2 -

() 
[Y(O,s+l) () - 9s-1 (X) d(o,s) (- 9s-2 (X) 

9s+1 x := 1.A\2(s+1)9s x + det~(o,s) \.A14s + 1.A12s det~(1,s-l) 1.A\4(s-1) 

s-l rrl-1 - ( ) nS-1 -
'"' (- ) r:l cl(r, s-r)9(s-l-1) x - r=l d(s-r, r) 

+ f;; det~(l,s-l) 1.A14(S-l)+(l-1)(2s+l) + det~(s,~) 1.Als(s-l) 

1
.A\2ffi2 n;:~ d(s-r,r») + (s+1,O) 1/\ls(S-I) . 
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At x = O'k, we have det,!S.r = deU:lr ;::: 0 for all T E Z!. Also as 90(CYk) > 0, 

hence for all) = I, ... ,8, we have 

Similarly 
2 

( ) 
CY(O,s+1) ( ) 

95+1 CYk = 1/\12(5+1)95 CYk > O. 

Thus by continuity of.rJ] there exists bk > 0 such that .lJj(:r:) > 0 for all 

x E (CYk - 6k, O'k + 6k), which implies that Ls ;::: O. So by Theorem 6.3.3, T is 

weakly hyponormal for any slight perturbation of CYk. 

o 
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Back"'!'step extension of weighted 
shifts 

7.1 Introduction 

If vVOo is a hyponormal weighted shift with weight sequence ex, then for any 

subsequence fJ of 0', We is again a hyponormal shift on €2(Z+). We ask the 

question if this property carries over to a quadratic hyponormal or a positive 

quadratic hyponormal or a subnormal weighted shift WOo' In response, we come 

up with the following examples. 

Example 7.1.1. Consider the weight sequence ex : ~, ~, Iii, Ii, ft, ... , 
with a subsequence f3 : ~,~, Ii, ft,···, which in turn has a subsequence 

'Y : ~, Ii, ft,· .. Here WOo is q.h., We is not q.h. and W')' is again q.h. 

Example 7.1.2. Consider the weight sequence ex : Ii, Ii, ft, Ji···, and 

a subsequence f3 : Ii, Ii, 0, ~, Vi,· .. Then WOo zs p.q.h. but Wt! is not 

p.q.h. 

However, for the case of a subnormal weighted shift WOo with weight sequence 

ex := {exn}~=o, Curto in [12, Proposion 8J proposed a concrete set of condi-

tions under which ;r; can be suitably chosen so that for the weight sequence 

107 
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f3 : x, ao, a1; ... , Wf:l is again subnormal. This result is as follows: 

Theorem 7.1.1. [12} LetT be a weighted shift whose restriction to V{el, e2, ... } 

is subnormal, with associated measure /)" Then T is subnormal if and only if 

1. t E U(f-l) and 

2 (1 I )-1 2. a o ~ II t l Li{J') 

In particular, T is never subnormal if p{O} > O. 

This is referred to as the one-step backward extension of a one-variable sub-

normal weighted shift. Later an improved version of this result was given by 

Curto and Yo on [37, Proposition 1.5J. In the same paper they have also given 

the NASC for subnormal backward extension of a 2-variable weighted shift [37, 

Proposition 2.9J. However these results only deal with one-step backward ex-

tension. In this chapter we try to extend this idea to formulate conditions for 

existence of n-step backward extension of a subnormal weighted shift. We do 

this for both single variable weighted shifts as well as for two variable weighted 

shifts. \tVe first derive our results using a technique similar to that of [12, 37J. 

However, in the last section of the chapter we show how these results can also 

be derived by using Schur product technique. 

7.2 Backward extension for one variable weighted 
shifts 

For a == {an}~=o , a bounded sequence of positive real numbers, let Wa be the 

associated unilateral weighted shift on e2 (z+). The moments of a are given as 

ifk = 0 

ifk > 0 
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We now recall a well known characterization of subnormality for single variable 

weighted shifts, due to C. Berger [8J: "TVa is subnormal if and only if there exists 

a probability measure ~ supported in [a, IIH/aI1 2J such that Ik(a) := a~ . .. aLl = 

J tkd~(t) (V k ~ 1) ". ~ is called the Berger measure of Wo· 

For instance, the Berger measures of U+ and Sa are bl and (1 - a2)bo + a2bl: 

respectively, where bx denotes the point mass probability measure with support 

the singleton {x}. Also we denote by U+ = shift(l, 1, 1, ... ) the (unweighted) 

unilateral shift, and for 0 < a < 1 w~ let Sa := shift(a, 1, I, ... ). 

Again, if Wa is subnormal, and if for h ~ 1 we let 111h := V {en: n ~ h} denote 

the invariant subspace obtained by removing the first h vectors in the canonical 

Consider Ik(Wa ) and Ik(WO'IM,,) are as moments of the weighted shifts WO' and 

Wal Mh respectively. The moments are related as 

so that for all k ~ 0, 

where 7Jh and ~ are the Berger's measure for the weighted shifts IIVO'IMh and fiT/()' 

respectively. 

Therefore 

1 h 
?7h(t) = - t rl~(t). 

I" 
We begin by stating Lhe one-step subnormal backward extension of a one-

variable weighted shift. 
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Theorem 7.2.1. (i-step backward extenswn) {37J Let T be a we2ghted Sh2ft 

whose restrzctwn TM := TIM to M:= V{e1,e2, . } 2S subnormal, wzth assocz­

ated measure 11M. Then T 2S subnormal (wzth assocwted measure 11) 2f and only 

1. ~EU(I.lM) 

2. 0:5 ~ (1Iill£1(ltM))-l 

In th2S case, dl.l(t) = ¥dl.lM(t) + (1- 0!51Iill£1(~LM)) d60 (t) where 60 denotes 

Dzrac mea8ure at O. In partzcular, T '1,8 never 8ubnormal when II'M( {O}) > O. 

Theorem 7.2.2. (2-step backward exten8wn) Let T be a wezghted 8hzJt whose 

restnctwn TIM2 to J\I[2 .= V {e2. e3, } 2S subnormal, wzth assocwte measure 

'l}2. Then T 2S subnormal (w'dh assocwte measure 'I}) zf und only 2f 

2. 0!50!? ~ (lIbIlU(7)2))-l 

3. O!i = (1Iill£1(!)2))-1 

In th2S case, rl77(t) = (1 - 0'50'r II b 11£1(7)2)) rl<5o(t) + a~~r rl772(t,), where 150 denotes 

the D2rac measure at O. In partzcular, T zs never subnormal zf 'l}2 ( {O}) > 0 

Proof ~) Assume that T is subnormal, so clearly TIM2 is subnormal The 

moments of T and TIM2 are related by the equation 

so that for all k 2: 0, 

J k I, () - 1 J k+2 I, ( ) t. {. '/2 t. - ~ t. r: '7 t, 
O!OO!l 
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that is, d'f}2(t) = J:2d'r)(t). Let 'r)(0) = .\ (A ~ 0), so it follows at once that 
o 1 

(7.2.1) 

that is CY5CYf"~!!Ll(r12) = 1- /\ ~ 1, also ~ E 1}('J/2). Also, substituting the value 

of A in (7.2.1), we have 

Again, suppose 171 is the measure associated with the shift TIM!, where 1111 := 

V {el, e2, ... }. Then by Theorem 7.2.1, subnormality of TIM! and TIM2 will 

imply that 

and 

Which is a contradiction to the initial assumption that T is subnormal. There-

fore, lXf = (II i 11£1(1)2))-1. 

~) Let conditions 1, 2 and 3 hold and 

(7.2.2) 
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For k = 0, 

=> J drJ(t) = 1 = to(T) 

For k = 1, using (7.2.2) we have 

.. ai - = 1 
( 11 111 ) . t £1 (1)2) 

For k ~ 2, 

Thus T is subnormal with Berger measure rJ. 

Also if rJ2(0) > 0 will imply that TIMl is not subnormal, therefore T is not 

subnormal. o 

A similar argument will yield the NASC for 3-step backward extension, and in 

general, the n-step subnormal backward extension of a 1-variable weighted shift 

will be as follows: 

Theorem 7.2.3. {n-step backward extension} For n ~ 2, let T be a weighted 

shift whose restriction TIMn to Mn := V{en , en+!, ... } is subnormal, with asso­

ciate measure 77n- Then T is subnormal {with associate measure rJ} if and only 

if 
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2. a~ai··· a;_l :S (II t!.11 £1 (1'»)) -1 

3. alc.y;+! ... a~_l = (IIt"~i 11£1('7")) -1 for 1 :S i :S '/1 - 1. 

In this case, 

where 60 denotes the Dirac measure at O. In particular, T is never subnormal 

if 1]n( {O}) > O. 

Corollary 7.2.4. Let T be a subnormal weighted shift and for j 2:: 2, lei'Mj := 

v {ej, ej+l,· .. }. Let'J7j denote the Berger measure ofTIMj" Then aI, a2,· .. ,aj-l 

is completely determined by 1}j that is, aJ-I = (IIi 11£1('7;)) -1. 

Also, ifT is subnormal then condition 3 of Theorem 7.2.3 imply that 

-. = - - . .. - for 1 < '/. < n. 
II I II 11111 11111 11111 . t n

-, £1('7,,) t £1 ('7i+1) t £1 ('7i+2) t £1('7 .. ) --

7.3 Backstep extension of 2-variable weighted 
shifts 

A 2-variable weighted shift T = (TI' T2 ) is said to be subnormal if it admits 

a commuting normal extension. Equivalently, T = (Tl: T2 ) is subnormal if 

there exist normal operators N1 and N2 such that Ni is a normal extension of 

Ti (i = 1,2) and N I , N2 commute. Clearly, each component Ti of a subnormal 

2-variable weighted shift T = (TI' T2 ) must be subnormal. 

Theorem 7.3.1. !67j(Berger's theorem for 2-variable case) A 2-variable 

weighted shift T = (TI' T2 ) admits a commuting normal extension if and only 

if there is a probability measure /1, defined on the 2-dimensional rectangle R = 
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[0, alJ x [0, a2], (at := IITt Il 2) such that 

rk = J in tkdp,(t) := J in t~lt;2dp(tl' t 2)(V k E Z!). 

We also include a few more definitions and results that are to be used 111 the 

sequel. 

Definition 7.3.1. [37J Let J.L and v be two positive measures on lR+. We 

say that II, :::; v on X := lR+ if p(E) :::; v(E) for all Borel subset E ~ lR+; 

equivalently, p :::; v if and only if J f dp, :::; J f dv for all f E C(X) such that 

f ~ 0 on lR+. 

Definition 7.3.2. [37J Let J.L be the positive measures on XxY == lR+xlR+, and 

assume { E U(p). The extremal measure Pext (which is a probability measure) 

on X x Y is given by dll'ext(S, t) := (1 - bo(t)) t II!II dp,(s, t) 
t Ll(/j) 

Definition 7.3.3. [37J Given a measure P on X x Y, the marginal measure pX 

is given by II,x := 11,0 7rX1
, where 7rx : X X Y --t X is the canonical projection 

on X. Thus l.Lx (E) = l.t(E x Y), for every E ~ X. If I.L is a probability measure, 

then so is l.Lx. 

Lemma 7.3.2. [37} Let I.L be the Berger measure of '2-varwble we1,ghted sh2ft 

T and let ~ be the Berger measure of the sh'l,ft(CY(O,O) , CY(1,O), ). Then ~ = l.Lx. As 

a consequence J J f(s)dp(s, t) = J f(s)dpx(s) for all f E C(X). 

Corollary 7.3.3. [37} Let P be the Berger measure of a 2-varwble weighted 

sh1,ft T. For J ~ 1, let d/.LJ(s, t) = -l-tJdp(s, t). Then the Berger measure of 
l(o,J) 

the sln.ft(CY(O,J) , O'(I,J), ) zs f,J = 11';-' 

Lemma 7.3.4. [37} Let /.L and w be two measures on X x Y, and assume that 

T x x II, ~ w. 'hen II, ~ w . 
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Lemma 7.3.5. Let 1-£ be a positive measure onlR+xlR+ such thatf.£(Ex{O}) = 0 

for all Borel sets E ~ lR+. For 17. 2': I, let t!' E £1 (I"), Then the extremal measure 

f.£(ext)" on lR+ x lR+ is given by 

1 - 80(t) 
d/.L(ext),,(s,t):= t.n Illll d/.L(s,t). 

t" £1(/') 

Proof For n = I, t E J.}(f.£) and we have 

1 - 80 (t) .. 
df.£(ext)(s,i):= 11111 df.£(s,t) (byDefimtlOn 7.3.2) 

I t £1(,.,.) 

Suppose result is true for n i.e., 

1 - 80 (1) 
d'.£(ext)"(S, t):= n Illll dl-£(s, t). 

I t" £I (I') 

Let t"~l E U(f.£). Then, 

1'1' 1 1'1' 1 - 80 (1) - df./'(ext)"(S, t) = n+lll l ll dl-£(s, t) 
" t ., t t" £I (,.,.) 

= // tn+1 1l i ll dl.L(S, t) 
t" £1(/1) 

C' /.L(E x {O}) = 0, V E ~ lR+) 

II t"~l II £I (f.L) - <00 
- Iltkllu(f.L) 

Therefore 

~ E L
1
(P')(ext)" and II~II II~II = II~II . t . t. U(/I)(o",t)" tn U(~I) t.

n+ £lU,) 

Now as i E Ll (/.£) (ext)" , so by Definition 7.3.2, 

Thus the resulL hold (by induction) for all n = 1,2, ... o 
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Theorem 7.3.6. (i-step backward extenswn) [37} Let T = (TI , T2 ) be a 2-

varwble wezghted shzft and M be the subspace of P(Z~) assoczated to zndzces 

k = (kb );;2) wzth k2 ~ 1. Let TM := TIM be subnormal wzth assoczated measure 

/j,M and let !tVo '= shzJt(Q(O,O), Q(l,O), ) 205 subnormal w'lth assoczated measure 

v. Then T 205 subnormal 'If and only 'If 

Moreover, zf ,8lo,O)"~"Ll(ltM) = I, then (PM):Xt = v. In the case when T 'lS 

subnormal, the Berger measure II of T 'lS gwen by 

dp(s, t) =,8(0,0) II~II d(flM)ext(S, t) + (dV(S) - ,8(0,0) II~II d(flm)!t(S)) 
£l(/~M) £1 (I-lM) 

d50 (t). 

Theorem 7.3.7. (2-step backward extenswn) Let T = (TI • T2 ) be a 2-var:zable 

wezghted sh2ft W'lth the wezght sequences 0' and,8. Assume that TI M2 the restnc­

twn ofT to M2 := V{e(kl,k2) . k2 ~ 2} 2S subnormal w'lth assoczated measure 

11,2 Let Wo := shzft(Q(o,O)' Q(I,O), ) and WI := Sh2ft(Q(0,I)' Q(1,l), ) be subnor­

mal w2th assoczated measures ~o and 6 respectwely. Then T 2S subnormal w2th 

assocwted measure I' 1.f and only 2f 



Chapter 7 117 

Moreover, if .t%,0),8(0,1) II b 11£1(112) = 1, then (/-L2)fext)2 = ~o· In the case when T 

is subnormal, the Berger.measure 1.1, ofT is given by, 

'" 
j.t = ,6(0,0),6(0,1) II t~ II (j1'2)(ext)2 + ((0 - ,6(0,0),6(0,1) II t12

11 d(/.1,2)fext)2) x 80 
Ll ('~2) £1 ('"2) 

Proof. ===}) Let T be subnormal. Then TIMl and TIM2 are also subnormal with 

the corresponding Berger measures /-L1 and /.1,2 respectively. The moments are 

related as follows: 

l(kl,k2+1)(T) = .B(0,0)I(kl,k2)(TIM1) 

l(kl,k2+2)(T) = ,6(0,0),6(0,1)I(k1 ,k2)(TIM2) 

Therefore, the subnormality of T, TIMl and TIM2 imply that 

t dJ-L(s, t) = ,8(0,0)dJ-L1 (s, t) 

t2 d/.1,(s, t) = ,6(0,0),6(0,1)dj1'2(S, t) 

T.»mefore, 1.1,1(E x {O}) = 0, J-L2(E x {O}) = 0, V E ~ IR+. 
i\1 

Now, 

J/ 12 d/.L2(S, t) = J' r 12 d/.1,2(S, t) =,82 1,82 J'r dj1.(s, t) 
t it> ° t (0,0) (0,1) it> ° 

(7.3.1) 

(7.3.2) 

1 
-,82 ,82 J-L(t > 0) (7.3.3) 

(0,0) (0,1) 
1 

< 2 2 
- ,6(O,O)fJ(O,1) 

So, b E U(J-L2) and ,8(0,0),8(0,1)lIbll£1(1~2):S 1, which estq,blishes 1 and 2. 

For arbitrary Borel sets E ~ IR+ and F ~ IR+, we have 
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2 ~2 III ()X x and by Lemmas 7.3.4 and 7.3.2, f3(O,O)iJ(O,l) i2l1v({l2) J.L2 (ext)2 ~ /.l = ~o· 

If (3(O,O)(3(o,l)II~IIV(112) = 1 then by ( 7.3.3) II,U > 0) = 1, and so II,(E x (F "­

{O})) = lL(E x F). Therefore, from ( 7.3.4) we get (J.L2)(ext)2 = lL ~ (J.L2)fex~)2 = 

~o. 

Again, 

II ~II = If ~ dJ.L2(S, t) = (32 1(32 If t dJ.L(s, t) 
L v (1 12) L (0,0) (0,1) 

1(0,1) (T) (3(0,0) 1 

= (3~,O)(3(O,1) = (3(O,O)(3~,l) = (3(0,1) 

which gives f3(o,l)lItIlV(1'2) = 1, proving 4. 

Since TIMl is a I-step subnormal extension ofTIM2 , and also (3(0,1) IltIIV(/
L
2) = 1, 

so by Theorem 7.3.6, we have 6 = (/L2)!t· 

Finally from (7.3.2) we have t2 d/.l(s, t) = ,B'(o,o),B'(0,l)d/L2(S, t). So if J.L(s, 0) = "\(s) 

then 
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=} dp,(s, t) = d>.(s) dr5o(t) + ,6~,o),6(0'1)11 t~ II d(pd(ext)2(S, i) 
£1 (fI.2) 

=} J J d,,(s, t) ~ J d>.(s) J doo(t) + fJ/O,O)!3iO,l) t~ t(,,,) J d(",)(e.'p(s, t) 

=} J dJ.Lx (s) = J d/\(s) + ,6(0,0),6(0,1) II t~ II J d(J.L2)~xt)2 (s) 
. £1 ({1.2) 

=} J d~o(s) = J d>.(s) + ,6(0,o),6~,1) II t~ II J d(J.L2)fext)2 (s) 
. £1 (f.L2) 

=} rl~0(8) = rl/\(s) + (1(0,0);3(0,1) II ~ II rl(/I'2)fext)2 (8) 
t £1 (f.L2) 

Therefore, 

dp(s, l) = (d~O(S) - ,6(0,0),6~,1) II ~ II . d(/-L2)fext)2(S)) doo(l) 
t £1 ('~2) 

+ ,6(0,0),6(0,1) II t~ II d(P2)(ext)2 (S, t). 
£1(11.2) 

~) Conditions 4 and 5 imply that TN/I is subnormal with measure If'l such 

that /-L1(E x {O}) = 0 for all Borel sets E ~ ~+-

Given conditions 1 to 2, let 

/-1,(S,t) :=,8(0'0),8(0,1)11~11 (J.L2)(ext)2(S,t) 
£1 (//,2) 

+ (~o(s) - ,6(0,o),6(0,1)llt12 II (/-L2)fext)2(S))OO(t). 
£1 (,1.2) 

If ,6(0,0),6(0,1) II b II £1 (11.2) = 1 then total mass of the second summand is zero, and 

so flo := (P2)(ext)2. 

For j = 0, 
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For j = 1, 

= J sid~o(s) (using Lemma 7.3.2) 

= l(i,o)(T) 

J J siL d(p,)(s, L) = ,B~'0),B[0,l)11 tI2I1£1(~2) J J siL d(~L2)(ext)2(S, L) 

For j > 1, 

2 2 //1// Jf i (1 - 60(t)) ( ) ( ) = fJ(O,O)fJ(O,l) t2 $ t t 11111 1 d fJ.2 ext $, t 
£1(/12) t L (~2)cxt 

= ,6(o,o)fJ(O,l)II~11 Jf si(I- 60(t)) d(P,2)ext(S, t) 
l £1 (11'2) 

= ,6[0,0)'/ Si rl(I-I'2)~l5) (using 4) 

= ,6[0,0) J Si d6(s) = .6[0,0)0:(0,1)'" O'(i-1,1) 

= I(i,l) (T) 

Hence, it follows that T is subnormal with Berger measure p,. 

o 

Theorem 7.3.8. (n-8tep subnormal backward extension of a 2-variable weighted 

shift) Let T = (T1 , T2 ) be a 2-variable weighted shifL with double indexed 

weight sequences 0: = {o:dkEZ~ and ,8 = {,8khEz~. For n ~ 1, let Mn 

be the subspace associated to the indices k: = (k:1 , k:2) with k:2 ~ '1'1 .. Assume 
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that TIM" is subnormal with assoczated measure l.tn' For 0 :; i :; n - 1 let 

lV. ;= shzfi{ 0'(0,.),0'(1,.), .} be subnormal with associated measures ~. re8pec­

tively. Then T zs subnormal if and only if 

( )x . 
5. ILn (ext)' = ~n-i for 1 :; z :; n - 1 

Moreover, zf n;,:-~ ({to,]) II ;'.II£l(/-L") = I, then (/1.n)fext)n = ~o· In the case when T 

is subnormal, the Berger measure l.t of T is given by, 

The proof being similar to that of Theorem 7.3.7 is omitted. 

7.4 Derivation of above results using Schur prod­
uct technique 

In this section we show that the above results can also be derived using Schur 

product technique. 

Definition 7.4.1. T = (Tl' ... , TN), where each T] acts on a Hilbert space H, 

is said to be unitarily equivalent to S = (Sl,"') SN), where each S] acts on 

a Hilbert space K, if there exists a unitary operator U ; H --+ K such that 
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For L = (l,m) and I = (~,j) in Z!, let HI := V(k
1
,k2)E Z't {e(t+lkl,J+mk2)}' 

In the sequel, we choose l, m ~ 1 and 0 ::; 1, ::; l - 1, 0 ::; j ::; m - 1. 

Explanation: 

122 

If L = (1,1) then 1, =.1 = 0 and so Ih = H(o,o) = V(kJ, k2) EZ't {e(kl,k2)} = e2(Z!). 

If L = (2, 1) then 0 ::; 1, ::; 1 and j = O. As H(o,o) = V (kl' k2)E z't {e(2kl' k2)} and 

H(1,o) = V(k
1
,k2)E Z't {e(1+2kl,k2)}' So, e2 (Z!') = H(o, 0) ffi H(1,o). Thus, 

m-l 1-1 

e2(Z~) = E9 E9 H(t,J)' 

J=o i=O 

as 

Definition 7.4.3. Define 51 and 52 on eOO(Z!) as 

(51''Y) (kl' k2) = ,(kl + 1, k2) 

(52,)(kl , k2) = ,(kl , k2 + 1) 

Proposition 7.4.1. P(L'(O,O)) 5i5~ = P(L1) and Q(L(O,O)) 5i5~ = Q(L·1). 

p(D-{o,O)) 5~ 5HtS)(kl' k2) = p(D-{0,0))8(kl , k2) 
1-1 

= II b(k1l + p, k2m) 
p=o 
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1-1 

= I15(? +kIl +7),1 +k2m) 
p=o 

= PeL l)(r5)(kI. k2) 

Similarly, Q(L(O,O)) S~S~ = Q(Ll). o 

be 2-variable weighted shift with weight sequences 0: and {3, defined as 

Let T(Ll) = ((T(L!))l. (T(Ll))2) be 2-variable weighted shift with weight se­

quences P(L!)(O:) and Q(L!)({3), defined as 

Now, TL := (Ti, Tf) and TLIH/ := (TilHp Tfllh) 

Proposition 7.4.2. TL zs umtarzly equzvalent to EB;:~l EB~:~ T(L l). 

Proof. Define U : e2(Z~) -t j-h as U e(kl,k2) = e(t+kll,J+k2m) Then for 

e(k1.k2) E I-h, U* e(kl,k2) = e(A.1 -. k 2-]) and so UU* = J = U*U 
l ' HI. 

Now, T(l,m) = (Ti, T2') and T(l·m)lfh = (TilHp TfIH/) 

As 

so similarly, 
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Thus by Definition 7.4.1, (Tf/Hl' Tf/IIJ ~ ((T(L1)h, (T(L1)h)· That is, 

TL/H/ ~ T(Ll). 

As 
m-1 1-1 

e2(z!) = EB EB J-h, 
J=O t=O 

so 
m-1 1-1 m-1 1-1 

TD = EB EB TL/lh ~ EB EB T(L J). 

1=0 t=O 
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o 

Corollary 7.4.3. a) TD 2S k-hyponormal 2J and only 2J T(L J) 2S k-hyponormal 

Jor all 0 ~ 1. ~ l - 1, 0 ~ J ~ m - 1. 

b) TD 2S subnormal 2J and only 2J T(L J) zs subnormal Jor all 0 ~ 't ~ l - 1, 0 ~ 

J ~ m-1 

c) 

T 2S subnormal => TD = (Ti, T;n) 2S wbnormal 

=> T(L I) 1S subnormal f 01' 0 ~ 1, ~ l - 1, 0 ~ J ~ m - 1. 

We are now seek to identify Lhe Berger measure /t(L J) corresponding Lo T(L 1) 

b· jl t]jm (1/1 l/m s·jl t]jm ( Theorem 7.4.4. d/1(D I) (S, t) = (T) d/1 S ) t ) = (T) d/1(D (0,0» s, t) 
'Y(.,]) "f(.,]) 

Jor 0 ~ 1, ~ l - 1, 0 ~ J ~ m - 1. IJ p.(S, t) = 1/(8, t) + p(s)bo(t), where 

1/ (E x {O}) = 0 V E ~ lR+, then 
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Proof. Let rCkl ,k2) (T) and rCkl ,k2) (TCL J)) denote the moment sequences related 

to T and T(L 1) respectIvely. 

Then 

Also, d/.L(L (0,0))(5, t) = d/.L (sIll, tl/m) . Therefore 

for 0 ::; 1, ::; l - 1, 0 ::;' 7 ::; m - 1, 

If I.L(S, t) = v(s, t) + p(s)80(t), then from (7.4.1), we get 

For 1 ::; J ::; m - 1, 

o 
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Theorem 7.4.5. Let T = (Til T2 ) be 2-varzable wezghted shzjt wzth wezght se-

quences 0' and (3, and 111 = V k22:1 e(k1 ,k2)' ffTM .= TIM 2S subnormal, then for 

L = (I, m ), w2th I ~ 1, m ~ 1, the followzng are equzvalent: 

(a) TL 28 k-hyponormal. 

(b) T(L (,,0» 28 k-hyponormal for a ::; z ::; I-I 
• 

Proof (n) => (b) is obvious from Corollary 7.4.3. 

(b) => (a) . Here 
m-l 1-1 

TL ~ EB EBT(L1)' 
)=0 ,=0 

GIven that T(L (,,0» is k-hyponormal for a ::; 1, ::; I - 1. To show T(L ("))) IS 

k-hyponormal for a ::; 1, ::; l - 1 and 1 ::; .7 ::; m - 1. 

Define a(kl,k2) = Q(kl,k2+1) and ~(kl,k2) = (3(kl,k2+1)' 

(TM )(L 1) is a 2-variable weighted shift with weight sequences 

and 

Thus (TM )(L ("))) = T(L (,,)+1» for a ::; 1, ::; I-I and a ::; .7 ::; m - 1 

That is, (TM )(L (.,)-1» = T(L (")) for 0::;1 ::; l - 1 and 1 ::; 7 ::; m 

Now 

TM is subnormal => Tf.1 is subnormal 

=> (TM )(L 1) is subnormal and hence k-hyponormal 

for 0 ::; 1. ::; I-I, 0 ::; .7 ::; m - 1 (by Corollary 743) 

=> (TM )(L (',)-1)) is k-hyponormal for a ::; 1, ::; I - 1, 1 ::; .7 ::; rn 

=> (T)(L 1) /8 k -hyponormal for a ::; '/ ::; l - 1, 1 ::; J ::; 'm - 1 
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o 

Theorem 7.4.6. Let T = (Tl, T2) be 2-vanable we2ghted sh1,ft w2th we1,ght se­

quences CY and {3. Let NIn = V k2?n e(kl,k2) and TMn := TIM" be subnormal. For 

L = (l,m) w2th l 2: I,m 2: 1,1 = (2,)) W2th 0 ~ 1. ~ I-I, 0 ~) ~ m -1, and 

k 2: 1. then the follow2ng are equwalent 

(a) TL 2S k-hyponormal. 

(b) T(L (z, 0», T(L (z,1». . . , T(L (z, n-l» are k-hyponormal for all 0 ~ 2 ~ l-1 

Theorem 7.4.7. Let T = (Tl , T2) be 2-vanable we2ghted Sh2ft w2th we2ght se­

quences CY and {3. Let NIl = V k2?1 e(kl,k2) and TMI := TIMl be subnormal w2th 

the Berger measure /1.1(8, t) = 1/1(8, t)+p(8) 80 (t) and Wo .= 8h2ft(CY(0,0), CY(l,O), ) 

be subnormal w2th assoczated measure ~o Then T(1,2) 2S subnormal 2f and only 

2f 

1110,0) ~ mtlJ-J 

and {3fo'O)II~11 (I/d~t~~o 
. £l(l/d 

If p(8) = 0, then T(1,2) 2S subnormal 2f and only 2fT 2S subnormal. 

Proof. By the Theorem 74.5, if TMl IS subnormal, then T(1,2) is subnormal if 

and only if T«1,2) (0,0» is subnormal So, it suffices to check for T((1,2) (0,0» Again 

T((1,2) (0,0» is the I-sLep back extension of (TMl )«1,2) (0,1» 

Since TMI is subnormal with measure Ill, so by Corollary 7.4.3 (c) (TM))«1,2) (0,1» 

is also subnormal wiLh measure (/11)«1,2) (0,1»' Therefore by Theorem 7.3.6, 

T((l,2) (0,0» is subnormal if and only if 
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Now, 

and 

(1111 )
-1 

221 (3(0,0)(3(0,1) :s; t 
, £1 (III )«1,2):(0,1))) 

(3(0,0)(3(0,1) II ~ II ( ) ((P'I) «1,2):(0,1))) X :s; ~O 
U (~'1 )«1,2):(0,1)) ext 

( ) 
_ t 1

/
2 

1/2 
d/l'l ( ). »)(S,t)- (T ) dV1(S;t ) 

1,2 .(0,1 "f(0,1) Ml 

d(/.lI) (S, l) = 1 (1 - 60 (t)) d(P1) (S, l) 
((1,2):(0,1)) tlh'II£1(/Ll) ) (1,2):(0,1)) 

ext «1,2):(0,1)) 
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(7.4.2) 

(7.4.3) 

(7.4.4) 

(1 - 60(t)) 1/2 
- [1/2 J ~ clV1(S, tl/2) clV1(S, l ) (using (7.4.4)) 

_ (\- 60(t)) dV1(S; l) 
t J t rlV1(S; t) 

= d(V1)ext(S, t) (7.4.5) 

Now, (7.4.2) ==> ,6(0,0),6(0,1) J ~ cl(~Ll) (S, t) :s; 1 
(1,2):(0,1) ) 

==> ,6(0,0) J t11/2 clV1(S,f.l/2) :s; 1 

==> fi(o,o) J ~ dVl(S, t) :s; 1 

=> No,o) ~ mt(J -I 
and 

(7.4.3) ==> (3(0,0),8(0,1) J ~ d( (PJ)«1,2):(0,1)) (s, t)) ((I.Ld ((!,2):(0'1)) (s, t)) x :s; ~O(s) 
ext 

==> (3(0,0)./ tl~2 clV1(S, t1/2) (Vl(S; t)):t ::; ~o(S) 

==> (3~,0) ./ ~ dVI(S, t) (VI(S, t)):t :s; ~o(S) 

==> ,6~'0)11~11 (VI)~t :s; ~o 
£l(v!) 
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If p(s) = 0, then /1'I(S, t) = lJl(S, t). Therefore by Theorem 7.3.6, T(1,2) is 

subnormal if and only if T is subnormal. 

o 

Theorem 7.4.8. Let T be a 2-variable weighted shift with the weight sequences a 

and{3. Assume thatTM2 := TIM2 the restriction ofT to M2 := V{e(kl,k2): k2 2:. 

2} is subnormal with associated measv.re 112. Let Hio := shift(a(o,O) , a(I,O), . .,) 

and WI := $hift(a(o,I), a(1,l), ... ) be subnormal with associated measures ~o and 

6 respectively. Then T is subnormal with associated measure J.L if and only if 

Proof. Assume that T be subnormal. Since T MI is a subnormal weighted shift 

possessing a subnormal extension T, so (3[0,1) = (llillu({,
2
)) -1 and (l.l2)~! = 

6, Moreover, if 1.1,1 is a Berger measure of TM1 , then /.ll = (J.L 2 tX!' Since T 

is subnormal so by Corollary 7.4.3 (c), T«1,2)'(0,0)) is also subnormal. Again 

T((l,2):(0,0)) is the 1-step extension of (TM1 )«1,2):(0,1))' Therefore by Theorem 7.3.6, 

T«1,2):(0,0)) is subnormal if and only if 
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~ E L1 ((/11)((1,2) (0,1))) (7.4.6) 

Illo, O)IlIO, 1) II ~ IL ( (," ) ) :0; 1 (7.4.7) 
«1,2) (0,1)) 

No, o),B(o, 1) II ~ II £1 (( I ) ) ((P'l )""" ,0,'» ) :, :0; 1;0 (7.4.8) 
, 1 ((1,2) (0,1)) 

Now, 

(7.4.9) 

So, (7.4.6) implies that b E L1(lt2(S, t)) and so also t E v (J.1ds, t)). Also, 

jJ'l(E x {O}) = 0, /12(E x {O}) = 0 'II E ~ lR+. 

and 

(7.4.10) 

Again from (7.4.7), we get 

(3(0, 0)(3(0,1) II ~ II ( ) ~ 1 
£1 /'2 (.s,t l / 2 ) 

=> (3(0,0)(3(0,1) Ilt~lll( ) ~ 1 
L /12 (s,t) 

and from (7.4.8), we geL 

fJ(O,O)fJ(O,l) II~II (1 1'2(8,1))X 2 ~ t:o(8) (using(7.4.9) and (7.4.10)) 
t £1 ("2 (s,t1/2)) (ext) 

=> fJ(O,O)(3(O,l) Ilt~111( )(/12(S,t))~xt)2 ~ ~o(s) 
L "2 (s,t) 

.. 
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(-¢==) Suppose all the conditions are hold. To show T is subnormal. From 

conditions (i), (iv) and since TM2 is subnormal so by Theorem 7.3.6, TMI is sub-

normal with the Berger measure I.L1 such that P'l (E x {O}) = 0 for all E ~ IR+ 

and {L1 = (P'2)ext. So by Theorem 7.4.7 to check the subnormality of T, it suffices 

to check the subnormality of T(1,2) and by Theorem 7.4.5 this reduces to verify­

ing the subnormality of T((1,2):(O,O))' Again T«1,2):(O,O)) is the I-step extension of 

(TM1 )«l,2):(O,1)) (which is subnormal). 

Now, since (TM J((1,2):(0,1)) , TM1 and TM2 are subnormal with measures (111)«1,2):(0,]») 

11'1 and 11'2 respectively. So, we can establish as above that d(II'l) ( ) (8, t) = (1,2):(0,1) 

dl·L2(S, t 1
/

2
) and d(/J.1) (s, t) = d(P2) ext 2 (S, t). «1,2):(0,1»c",t ( ) 

So, ~ondition (i) implies that t E £1(({L1\(1,2).(0,1»)' From condition (ii) we will 

get 

(32 (32 111 II < 1 (0,0) (0,1) t 2 -

, £l (IL1)((1,2):(0,1» (s,t 2)) 

2 2 111/1 => /3(0,0)/3(0,1) t ::; 1 
£l (/LJ)«1,2HO.l» (s,t)) 

and condition (iii) will give, 

x 

(3~'0)(310'1)llt~11 ( ) ((111)((].2):(0.]»(S,t)) ::; ~o(s) 
. £l (IL] )((1.2):(0.1» (s, t 2) ext 

X 

=> (310,0)(310'1)11~11 ( ) ((P'1)((1'2):(0'1»(S' t)) ::; ~o(s) 
£l (/1'1)«1.2Ho.l»(S, t) ext 

Thus by Theorem 7.3.6, T«l,2):(O,O)) is subnormal and hence T is subnormal. 0 
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