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## Abstract

The central theme of our work is to explore connections between values of hypergeometric functions and algebraic curves. The theory of classical hypergeometric series has been studied for centuries and their associations with counting points on algebraic curves have been fully explored. In 1980's, Greene introduced the notion of hypergeometric functions over finite fields analogous to classical hypergeometric series. Since then, connections between number of points on elliptic curves and hypergeometric functions over finite fields have been investigated by many mathematicians such as Ahlgren, Frechette, Koike, Ono, and Papanikolas.

Recently, Fuselier gave formulas for traces of Frobenius of certain families of elliptic curves in terms of Gaussian hypergeometric functions involving characters of orders 12 as parameters for primes $p$ satisfying $p \equiv 1(\bmod 12)$. Following her approach, Lennon provided a general formula for the number of $\mathbb{F}_{q}$-points of an elliptic curve $E$ with $j(E) \neq 0,1728$ in terms of values of Gaussian hypergeometric series containing characters of order 12 for $q=p^{e} \equiv 1(\bmod 12)$. Following these, in this dissertation, we present some general formulas connecting the number of points on certain families of elliptic curves given by Weierstrass normal form over $\mathbb{F}_{q}$ with Gaussian hypergeometric series containing characters of order 6,4 , and 3 , separately.

Most recently, Vega considered certain more general families of algebraic curves and expressed the number of $\mathbb{F}_{q}$-points on those families as a linear combination of ${ }_{2} F_{1}$ hypergeometric functions. In our work, we have considered two families of algebraic curves, namely $y^{\ell}=x(x-1)(x-\lambda)$ and $y^{\ell}=(x-1)\left(x^{2}+\lambda\right)$; and give
explicit formulas for the number of $\mathbb{F}_{q}$-points on these families as sums of values of ${ }_{2} F_{1}$ and ${ }_{3} F_{2}$ Gaussian hypergeometric series, respectively. These formulas generalize certain known results on elliptic curves and Gaussian hypergeometric series. Further, we define period analogue for the algebraic curve $y^{\ell}=x(x-1)(x-\lambda)$, and obtain an expression for the period analogue in terms of ${ }_{2} F_{1}$ classical hypergeometric series.

In all the known results connecting Gaussian hypergeometric series and algebraic curves, expressions are obtained in terms of ${ }_{2} F_{1}$ and ${ }_{3} F_{2}$ Gaussian hypergeometric series. Hence, the task remained to find similar results for ${ }_{n+1} F_{n}$ Gaussian hypergeometric series for $n \geq 3$. Ahlgren and Ono studied this problem and deduced the value of ${ }_{4} F_{3}$ hypergeometric series at 1 over $\mathbb{F}_{p}$ in terms of representations of $4 p$ as a sum of four squares using the fact that the Calabi-Yau threefold is modular. For $n>3$, the non-trivial values of ${ }_{n+1} F_{n}$ Gaussian hypergeometric series are difficult to obtain, and this problem was also mentioned by Ono. We present explicitly the number of distinct zeros of the polynomial $x^{d}+a x+b$ over $\mathbb{F}_{q}$ in terms of the Gaussian hypergeometric functions ${ }_{d} F_{d-1}$ and ${ }_{d-1} F_{d-2}$ containing characters of orders $d$ and $d-1$ as parameters.

Finally, we deduce certain special values of ${ }_{2} F_{1}$ and ${ }_{3} F_{2}$ Gaussian hypergeometric series containing higher order characters as parameters using our results.
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## Chapter 1

## Introduction

### 1.1 General introduction

The problem of finding the number of solutions of a polynomial equation over a field, in particular, over a finite field, has been of interest to mathematicians for many years. Recently, lots of progress have been made in this direction which paves the way to solve many important congruences, old conjectures, and related problems. Mathematicians such as Ahlgren, Fuselier, Frechette, Koike, Ono, and Papanikolas have found many interesting connections of different parameters of algebraic curves and modular forms with hypergeometric functions over finite fields. For example, explicit formulas for traces of Frobenius of elliptic curves and traces of Hecke operators on certain spaces of modular forms are obtained in terms of Gaussian hypergeometric series. For details, see $[2,3,14,15,16,27,28]$.

An algebraic curve or affine curve $E$ over a field $K$ is defined as the set of all points satisfying a polynomial equation in two variables $P(x, y)=0$ over $K$. It is easy to check that if both the partial derivatives $\frac{\partial P}{\partial x}$ and $\frac{\partial P}{\partial y}$ do not vanish simultaneously at any point on $E$, there is a well-defined tangent line at every point on $E$. Such a curve is called a non-singular curve, otherwise it is singular. The projective form $C$ of an algebraic curve $E$ defined by $P(x, y)$ is the collection of all points which satisfy the homogenous polynomial equation $P(x, y, z)=0$ in three variables. If $z \neq 0$, there is always a one-to-one correspondence between the points on $E$ and the points on $C$. For $z=0$, the points on $C$ are called the points at infinity of $E$. For
details, see [24].
In 1812, Gauss presented to the Royal Society of Sciences at Göttingen his famous paper [17] in which he defined ${ }_{2} F_{1}$ classical hypergeometric series. He also gave criteria for the convergence of such infinite series in the same paper. Since then, connections between classical hypergeometric series and different mathematical objects have been investigated by mathematicians. Meanwhile, in 1980's, Greene introduced finite field analog of classical hypergeometric series as finite character sums called Gaussian hypergeometric function. It is found that this function also has many interesting connections with algebraic curves, modular forms, and other mathematical objects in the same way as classical hypergeometric series do.

In this chapter, we begin by giving a survey of recent works in which classical hypergeometric series and Gaussian hypergeometric series are connected with different parameters of algebraic curves, in particular elliptic curves. We recall definitions of classical hypergeometric series, characters on finite fields, and Gaussian hypergeometric functions and list a few of their properties.

### 1.2 Brief history

### 1.2.1 Classical hypergeometric series and elliptic curves

The Classical hypergeometric series have been studied for centuries. Ramanujan had studied classical hypergeometric series more extensively and contributed a lot in this area. He found many connections of classical hypergeometric series with other number theoretical functions.

For a complex number $a$ and a non-negative integer $n$, let $(a)_{n}$ denote the rising factorial defined by

$$
(a)_{0}:=1 \quad \text { and } \quad(a)_{n}:=a(a+1)(a+2) \cdots(a+n-1) \quad \text { for } \quad n>0 .
$$

Then, for complex numbers $a_{i}, b_{j}$ and $z$, with none of the $b_{j}$ being negative integers
or zero, the classical hypergeometric series is defined as

$$
{ }_{r+1} F_{r}\left(\left.\begin{array}{cccc}
a_{0}, & a_{1}, & \ldots, & a_{r} \\
& b_{1}, & \ldots, & b_{r}
\end{array} \right\rvert\, z\right):=\sum_{n=0}^{\infty} \frac{\left(a_{0}\right)_{n}\left(a_{1}\right)_{n} \cdots\left(a_{r}\right)_{n} z^{n}}{\left(b_{1}\right)_{n}\left(b_{2}\right)_{n} \cdots\left(b_{r}\right)_{n}} \frac{1}{n!} .
$$

This hypergeometric series converges absolutely for $|z|<1$. The series also converges absolutely for $|z|=1$ if $\operatorname{Re}\left(\sum b_{i}-\sum a_{i}\right)>0$ and converges conditionally for $|z|=$ $1, z \neq 1$ if $0 \geq \operatorname{Re}\left(\sum b_{i}-\sum a_{i}\right)>-1$. For details, see [4,5]. Classical hypergeometric series satisfy many interesting symmetries and transformation identities [38].

The relations of classical hypergeometric series with different mathematical objects, for example, number of points on algebraic curves have been investigated by many mathematicians. In 1836, Kummer found a striking connection between the real period of a family of elliptic curves and classical hypergeometric series as given in the following theorem.

Theorem 1.2.1. [22, Thm. 6.1] If $0<t<1$, then the real period $\Omega\left({ }_{2} E_{1}\right)$ of the elliptic curve

$$
{ }_{2} E_{1}(t): y^{2}=x(x-1)(x-t),
$$

is given by

$$
\frac{\Omega\left({ }_{2} E_{1}\right)}{\pi}={ }_{2} F_{1}\left(\begin{array}{ccc}
\frac{1}{2}, & \frac{1}{2} & \mid t) . \\
& 1 & t
\end{array}\right) .
$$

At the beginning of 20th century, mathematicians such as Beukers, Stiller, and others studied about classical hypergeometric series more extensively, and investigated relations of this series with modular forms and other mathematical objects. In [39], Stiller connected classical hypergeometric series with graded algebra generated by classical Eisenstein series $E_{4}$ and $E_{6}$. Soon after, Beukers [8] represented a period of the lattice associated to the family of elliptic curves ${ }_{2} E_{1}^{\prime}(t): y^{2}=x^{3}-x-t$ as a constant multiple of ${ }_{2} F_{1}$ classical hypergeometric series. In fact, he identified the period $\Omega\left({ }_{2} E_{1}^{\prime}\right)$ of the elliptic curve ${ }_{2} E_{1}^{\prime}$ as a constant multiple of ${ }_{2} F_{1}\left(\begin{array}{ccc}\frac{1}{12}, & \frac{5}{12} & \left.\left\lvert\, \frac{27}{4} t^{2}\right.\right) . \\ & \frac{1}{2}\end{array}\right)$.

Recently, McCarthy [30] considered the Clausen family of elliptic curve and gave a relation between a period of the elliptic curve and ${ }_{3} F_{2}$ hypergeometric series.

Theorem 1.2.2. [30, Thm. 2.1] Let ${ }_{3} E_{2}$ be the elliptic curve defined by

$$
{ }_{3} E_{2}(t): y^{2}=(x-1)\left(x^{2}+t\right), \quad t \in \mathbb{Q} \backslash\{0,-1\} .
$$

Then for $t>0$,

$$
{ }_{3} F_{2}\left(\left.\begin{array}{ccc}
\frac{1}{2}, & \frac{1}{2}, & \frac{1}{2} \\
& 1, & 1
\end{array} \right\rvert\, \frac{t}{1+t}\right)=\frac{\sqrt{1+t} \Omega\left({ }_{3} E_{2}\right)^{2}}{\pi^{2}},
$$

where $\Omega\left({ }_{3} E_{2}\right)$ is the real period of ${ }_{3} E_{2}(t)$.
It is to be noted that the Clausen family of elliptic curve ${ }_{3} E_{2}$ has only one real point of order 2 for $t>0$; whereas the Lagendre's family of elliptic curve ${ }_{2} E_{1}$ considered by Kummer has three real points of order 2.

### 1.2.2 Gaussian hypergeometric function and algebraic curves

Analogous to the classical hypergeometric series, Greene [18] introduced hypergeometric series over finite fields or Gaussian hypergeometric series. Let $\mathbb{F}_{q}$ denote the finite field with $q$ elements, where $q=p^{e}, p$ is a prime and $e \in \mathbb{N}$. Extend each multiplicative character $\chi: \mathbb{F}_{q}^{\times} \rightarrow \mathbb{C}^{\times}$to $\mathbb{F}_{q}$ by defining $\chi(0)=0$. For characters $A$ and $B$ of $\mathbb{F}_{q}$, the binomial coefficient $\binom{A}{B}$ is defined by

$$
\binom{A}{B}:=\frac{B(-1)}{q} J(A, \bar{B})=\frac{B(-1)}{q} \sum_{x \in \mathbf{F}_{q}} A(x) \bar{B}(1-x),
$$

where $J(A, B)$ denotes the usual Jacobi sum and $\bar{B}$ is the inverse of $B$. With this notation, for characters $A_{0}, A_{1}, \ldots, A_{n}$ and $B_{1}, B_{2}, \ldots, B_{n}$ of $\mathbb{F}_{q}$, the Gaussian hypergeometric series over $\mathbb{F}_{q}$ is defined as

$$
{ }_{n+1} F_{n}\left(\left.\begin{array}{cccc}
A_{0}, & A_{1}, & \ldots, & A_{n} \\
& B_{1}, & \ldots, & B_{n}
\end{array} \right\rvert\, x\right):=\frac{q}{q-1} \sum_{\chi}\binom{A_{0} \chi}{\chi}\binom{A_{1} \chi}{B_{1} \chi} \cdots\binom{A_{n} \chi}{B_{n} \chi} \chi(x)
$$

where the sum is over all characters $\chi$ of $\mathbb{F}_{q}$.
Greene explored properties of these functions and found that they satisfy many summation and transformation formulas analogous to classical hypergeometric series. These similarities generated interest in finding connections that hypergeometric functions over finite fields may have with other objects, for example elliptic curves and modular forms.

Define an elliptic curve $E$ over $\mathbb{Q}$ in Weierstrass form by

$$
E: y^{2}=x^{3}+a x+b
$$

The discriminant $\Delta(E)$ and $j$-invariant $j(E)$ of $E$ are given by

$$
\Delta(E)=-16\left(4 a^{3}+27 b^{2}\right), \quad \text { and } \quad j(E)=\frac{(-48 a)^{3}}{\Delta(E)}=\frac{2^{8} 3^{3} a^{3}}{4 a^{3}+27 b^{2}}
$$

For a prime $p$ of good reduction, that is, if $p \nmid \Delta(E)$, the trace of Frobenius for $E$ is given by

$$
a_{p}(E)=1+p-\# E\left(\mathbb{F}_{p}\right)
$$

where

$$
E\left(\mathbb{F}_{p}\right)=\left\{(x, y) \in \mathbb{F}_{p}^{2}: y^{2}=x^{3}+a x+b\right\} \cup\{P\}
$$

denotes the set of points on $E$ over $\mathbb{F}_{p}$ together with the point at infinity $P=[0$ : 1:0]. Again, if $p \mid \Delta(E)$, that is, $p$ is a bad prime, then $a_{p}(E)=0, \pm 1$ depending on the nature of singularity.

The Hasse-Weil $L$-function associated to an elliptic curve $E$ is defined in terms of traces of Frobenius of the elliptic curve by the Euler product

$$
L(E, s):=\prod_{p \mid \Delta(E)}\left(1-a_{p} p^{-s}\right)^{-1} \prod_{p \nmid \Delta(E)}\left(1-a_{p} p^{-s}+p^{1-2 s}\right)^{-1}
$$

where $s$ is a complex number with $\operatorname{Re}(s)>\frac{3}{2}$. Further, the $L$-function has close connection with the rank of the elliptic curve as conjectured by Birch, Swinnerton, and Dyer. Thus, the trace of Frobenius of an elliptic curve $E$ is an interesting parameter, and finding simple expressions for $a_{p}(E)$ in terms of different mathematical objects is a problem of interest.

Consider the following two families of elliptic curves defined by

$$
\begin{aligned}
& { }_{2} E_{1}: y^{2}=x(x-1)(x-t), \quad t \neq 0,1 \\
& { }_{3} E_{2}: y^{2}=(x-1)\left(x^{2}+t\right), \quad t \neq 0,-1 .
\end{aligned}
$$

In the following theorem, Koike [25] and Ono [34] gave explicit formulas for the traces of Frobenius of the above families of elliptic curves in terms of Gaussian hypergeometric series.

Theorem 1.2.3. ((a) [25], (b) [34]) Let $p$ be an odd prime. Then

$$
\begin{aligned}
& \text { (a) } p \cdot{ }_{2} F_{1}\left(\left.\begin{array}{cc}
\phi, & \phi \\
& \varepsilon
\end{array} \right\rvert\, t\right)=-\phi(-1) a_{p}\left({ }_{2} E_{1}\right) \\
& \text { (b) } p^{2} \cdot{ }_{3} F_{2}\left(\left.\begin{array}{ccc}
\phi, & \phi, & \phi \\
& \varepsilon, & \varepsilon
\end{array} \right\rvert\, 1+\frac{1}{t}\right)=\phi(-t)\left(a_{p}\left({ }_{3} E_{2}\right)^{2}-p\right)
\end{aligned}
$$

where $\phi$ and $\varepsilon$ are quadratic and trivial characters on $\mathbb{F}_{p}$, respectively.
These results are analogous to the expressions of real periods of the same families of elliptic curves in terms of classical hypergeometric series stated in Theorem 1.2.1 and Theorem 1.2.2. In these formulas, only quadratic and trivial characters are used as parameter, and thus the task remained to find expressions with higher order characters as parameters [35]. Following are some of the directions where the relations of Gaussian hypergeometric series containing higher order characters and number of $\mathbb{F}_{q}$-points on families of varieties have been explored.

In [14], Fuselier gave formulas for the trace of Frobenius of certain families of elliptic curves which involved Gaussian hypergeometric series with characters of order 12 as parameters, under the assumption that $p \equiv 1(\bmod 12)$.
Theorem 1.2.4. [14, Thm. 1.2] Suppose $p$ is a prime, $p \equiv 1(\bmod 12)$ and $\xi \in \widehat{\mathbb{F}_{p}^{\times}}$ has order 12. If $t \in \mathbb{F}_{p} \backslash\{0,1\}$, then for the elliptic curve

$$
E_{t}: y^{2}=4 x^{3}-\frac{27}{1-t} x-\frac{27}{1-t}
$$

with $j\left(E_{t}\right)=\frac{1728}{t}$, we have

$$
p \cdot{ }_{2} F_{1}\left(\left.\begin{array}{cc}
\xi, & \xi^{5} \\
& \varepsilon
\end{array} \right\rvert\, t\right)=\frac{-\phi(2)}{\xi^{3}(1-t)} a_{p}\left(E_{t}\right)
$$

In the same paper, Fuselier also considered elliptic curves constructed by Beukers [8], and found a striking resemblance between the Gaussian hypergeometric function expression of the trace of Frobenius and classical hypergeometric series expression of a period of the same family of elliptic curves.

Afterwards, for $q \equiv 1(\bmod 3)$, Lennon gave formulas for certain elliptic curves involving Gaussian hypergeometric series with characters of order 3 as parameters in [28].

Theorem 1.2.5. [28, Thm. 1.1] Let $E_{a_{1}, a_{3}}$ be an elliptic curve over $\mathbb{Q}$ in the form given by the equation

$$
E_{a_{1}, a_{3}}: y^{2}+a_{1} x y+a_{3} y=x^{3}
$$

and let $p$ be a prime for which $E_{a_{1}, a_{3}}$ has good reduction. Also assume that $p \nmid a_{1}$, and $q=p^{e} \equiv 1(\bmod 3)$. Let $\rho \in \widehat{\mathbb{F}_{q}^{\times}}$be a character of order three, and let $\varepsilon$ be the trivial character. If $\tilde{E}_{a_{1}, a_{3}}$ denotes the curve obtained by reduced modulo $p$ of $E_{a_{1}, a_{3}}$, then the trace of the Frobenius map on $\tilde{E}_{a_{1}, a_{3}}$ is given by

$$
a_{q}\left(\tilde{E}_{a_{1}, a_{3}}\right)=-q \cdot{ }_{2} F_{1}\left(\begin{array}{cc}
\rho, & \rho^{2} \\
\varepsilon & \frac{27 a_{3}}{a_{1}^{3}}
\end{array}\right) .
$$

In all of the above results, the character parameters in the hypergeometric series depended on the family of curves considered. In addition, the values at which the hypergeometric series are evaluated are functions of the coefficients and so depended on the model used. Lennon [27] gave a general formula expressing the number of $\mathbb{F}_{p^{-}}$ points of an elliptic curve in terms of more intrinsic properties of the curve without having to put the curve in a specific form. Consecutively, Lennon removed the restriction on $p$ imposed by Fuselier [14], and provided a general formula connecting the number of $\mathbb{F}_{q}$-points on an elliptic curve $E$ with $j(E) \neq 0,1728$ with Gaussian hypergeometric series for $q=p^{e} \equiv 1(\bmod 12)$.

Theorem 1.2.6. [27, Thm. 1.1] Let $q=p^{e}, p>0$ a prime and $q \equiv 1$ (mod 12). In addition, let $E$ be an elliptic curve over $\mathbb{F}_{q}$ with $j(E) \neq 0,1728$ and $T \in \widehat{\mathbb{F}_{q}^{\times}}$ a generator of the character group. The trace of the Frobenius map on $E$ can be expressed as

$$
a_{q}(E)=-q \cdot T^{\frac{q-1}{12}}\left(\frac{1728}{\Delta(E)}\right) \cdot{ }_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{12}}, & T^{\frac{q-1}{12}} & T^{\frac{2(q-1)}{12}}
\end{array} \frac{j(E)}{1728}\right),
$$

where $\Delta(E)$ is the discriminant of $E$.
All formulas stated above connect Gaussian hypergeometric series with number of $\mathbb{F}_{q}$-points on elliptic curves. Therefore, a natural question to ask is whether there are similar formulas for counting points of more general curves in terms of Gaussian hypergeometric series. Most recently, Vega in [40], generalized this problem to more general curves of degree $\ell>0$. For $z \in \mathbb{F}_{q}$, Vega considered the smooth projective curve with affine equation given by

$$
C_{z}: y^{\ell}=x^{m}(1-x)^{s}(1-z x)^{m}
$$

where $\ell \in \mathbb{N}$ and $1 \leq m, s<\ell$ such that $m+s=\ell$. She explicitly related the number of points on $C_{z}$ over $\mathbb{F}_{q}$ with Gaussian hypergeometric functions containing characters of order $\ell$ as parameters.

Theorem 1.2.7. [40, Thm. 1.1] Let $a=\frac{m}{n}$ and $b=\frac{s}{r}$ be rational numbers such that $0<a, b<1$, and let $z \in \mathbb{F}_{q}, z \neq 0,1$. Consider the smooth projective algebraic curve with affine equation given by

$$
C_{z}^{(a, b)}: y^{\ell}=x^{\ell(1-b)}(1-x)^{\ell b}(1-z x)^{\ell a},
$$

where $\ell=\operatorname{lcm}(n, r)$. If $q \equiv 1(\bmod \ell)$, then

$$
\# C_{z}^{(a, b)}\left(\mathbb{F}_{q}\right)=q+1+q \sum_{i=1}^{\ell-1} \chi^{i \ell b}(-1)_{2} F_{1}\left(\begin{array}{cc}
\chi^{\ell \ell(1-a)}, & \chi^{i \ell(1-b)} \\
\varepsilon & \mid z
\end{array}\right)
$$

where $\chi \in \widehat{\mathbb{F}_{q}^{\times}}$is a character of order $\ell$ and $\# C_{z}^{(a, b)}\left(\mathbb{F}_{q}\right)$ denotes the number of points that the curve $C_{z}^{(a, b)}$ has over $\mathbb{F}_{q}$.

In the same paper, she proposed a conjecture connecting the ${ }_{2} F_{1}$ hypergeometric function of the above theorem and the reciprocal roots of zeta functions of $C_{z}$. She also proved the conjecture for some special cases.

### 1.3 Preliminaries

In this section, we define classical hypergeometric series, characters on finite fields, and Gaussian hypergeometric series. We list properties of characters and recall some symmetric and transformation identities of hypergeometric functions which will be used to prove our results. We start with the classical hypergeometric series.

### 1.3.1 Classical hypergeometric series

The classical hypergeometric series is an old example of infinite series. In 1810's, Gauss defined classical hypergeometric series in one of his famous papers. For $a, b, c \in \mathbb{C}$, he defined ${ }_{2} F_{1}$ classical hypergeometric series as

$$
{ }_{2} F_{1}\left(\left.\begin{array}{ll}
a, & b \\
& c
\end{array} \right\rvert\, z\right)=\frac{(a)_{n}(b)_{n}}{(c)_{n}} \cdot \frac{z^{n}}{n!}
$$

Mathematicians such as Euler, Kummer, and Vandermonde studied this series and found many interesting identities and transformation formulas. The classical hypergeometric series satisfy a beautiful integral representation due to Euler [10] given as

$$
{ }_{2} F_{1}\left(\left.\begin{array}{ll}
a, & b \\
& c
\end{array} \right\rvert\, z\right)=\frac{\dot{2} \Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-z t)^{-a} d t
$$

where $\operatorname{Re} c>\operatorname{Re} b>0$. Again, making a change of variables, the above integral can be stated as follows.

Theorem 1.3.1. [9, p. 115] For $\operatorname{Re} c>\operatorname{Re} b>0$,

$$
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
a, & b \\
& c
\end{array} \right\rvert\, z\right)=\frac{2 \Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{\pi / 2} \frac{(\sin t)^{2 b-1}(\cos t)^{2 c-2 b-1}}{\left(1-z \sin ^{2} t\right)^{a}} d t .
$$

Kummer showed that ${ }_{2} F_{1}$ classical hypergeometric series satisfy a well known second order differential equation. The classical hypergeometric series enjoy many interesting symmetric and transformation properties. For example, the Pfaff's transformation is given as follows.

Theorem 1.3.2. [38, p. 31]

$$
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
a, & b \\
& c
\end{array} \right\rvert\, x\right)=(1-x)^{-a}{ }_{2} F_{1}\left(\left.\begin{array}{cc}
a, & c-b \\
& c
\end{array} \right\rvert\, \frac{x}{x-1}\right) .
$$

Many special values of classical hypergeometric series have been evaluated by mathematicians such as Gauss, Kummer, Vandermonde and Pfaff. In [17], Gauss deduced the following special value of classical hypergeometric series.

Theorem 1.3.3. If $R e(c-a-b)>0$, then

$$
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
a, & b \\
& c
\end{array} \right\rvert\, 1\right)=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} .
$$

Further, the Kummer's Theorem is given by
Theorem 1.3.4. [5, p. 9]

$$
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
a, & b \\
& 1+b-a
\end{array} \right\rvert\,-1\right)=\frac{\Gamma(1+b-a) \Gamma\left(1+\frac{b}{2}\right)}{\Gamma(1+b) \Gamma\left(1+\frac{b}{2}-a\right)} .
$$

### 1.3.2 Characters on finite fields

Let $\mathbb{F}_{q}$ be the finite field with $q$ elements, where $q=p^{e}, p$ is prime and $e$ is a positive integer. Recall that $\mathbb{F}_{q}^{\times}=\mathbb{F}_{q} \backslash\{0\}$ is a cyclic multiplicative group of order $q-1$. A multiplicative character $\chi: \mathbb{F}_{q}^{\times} \rightarrow \mathbb{C}^{\times}$is a group homomorphism. Throughout, we reserve the notations $\varepsilon$ and $\phi$ for trivial and quadratic characters, respectively. Thus, for $x \in \mathbb{F}_{q}^{\times}$

$$
\varepsilon(x)=1
$$

and

$$
\phi(x)=\left(\frac{x}{q}\right)= \begin{cases}1, & \text { if } x \text { is square of some element in } \mathbb{F}_{q}^{\times} \\ -1, & \text { if } x \text { is not square of any element in } \mathbb{F}_{q}^{\times},\end{cases}
$$

is the Lagendre symbol. The following theorem gives the structure of multiplicative characters on $\mathbb{F}_{q}$. Also, every multiplicative character on $\mathbb{F}_{q}$ can be constructed from the following theorem.

Theorem 1.3.5. [29, Thm. 5.8, p. 192] Let $g$ be a generator of the multiplicative group of $\mathbb{F}_{q}$. For each $j=0,1,2, \ldots, q-2$, the function

$$
\chi_{\jmath}\left(g^{k}\right)=e^{\frac{2 \pi \geq k}{q-1}}, \quad \text { for } \quad k=0,1,2, \ldots, q-2
$$

defines a multiplicatve character on $\mathbb{F}_{q}$.
The set $\widehat{\mathbb{F}_{q}^{\times}}$of all multiplicative characters on $\mathbb{F}_{q}^{\times}$is a cyclic group under multiplication of characters $[6,23,29]$. One extends the domain of all multiplicative characters $\chi$ on $\mathbb{F}_{q}^{\times}$to $\mathbb{F}_{q}$ by defining $\chi(0)=0$. We state a result which enables us to count the number of points on a curve using multiplicative characters on $\mathbb{F}_{p}$.

Lemma 1.3.6. [23, Prop. 8.1.5] Let $a \in \mathbb{F}_{p}^{\times}$. If $n \mid(p-1)$, then

$$
\#\left\{x \in \mathbb{F}_{p}: x^{n}=a\right\}=\sum \chi(a)
$$

where the sum runs over all characters $\chi$ on $\mathbb{F}_{p}$ of order dividing $n$.
We now state the orthogonality relations for multiplicative characters in the following lemma. For proofs of these relations and further information on characters, see $[23,6]$.

Lemma 1.3.7. [23, Chap. 8] Let $T$ be a fixed generator for the group of multiplicative characters $\stackrel{\rightharpoonup}{\mathbb{F}_{q}^{\times}}$. Then

1. $\sum_{x \in \mathbb{F}_{q}} T^{n}(x)= \begin{cases}q-1 & \text { if } T^{n}=\varepsilon ; \\ 0 & \text { if } T^{n} \neq \varepsilon .\end{cases}$
2. $\sum_{n=0}^{q-2} T^{n}(x)=\left\{\begin{array}{lll}q-1 & \text { if } & x=1 ; \\ 0 & \text { if } & x \neq 1 .\end{array}\right.$

Definition 1.3.1. For multiplicative characters $A$ and $B$ of $\mathbb{F}_{q}$, the Jacobi sum $J(A, B)$ is defined by

$$
J(A, B):=\sum_{x \in \mathbb{F}_{q}} A(x) B(1-x)
$$

Define the additive character $\theta: \mathbb{F}_{q} \rightarrow \mathbb{C}^{\times}$by $\theta(\alpha)=\zeta^{\operatorname{tr}(\alpha)}$. Note that $\zeta=e^{2 \pi i / p}$ and $\operatorname{tr}: \mathbb{F}_{q} \rightarrow \mathbb{F}_{p}$ is the trace map given by

$$
\operatorname{tr}(\alpha)=\alpha+\alpha^{p}+\alpha^{p^{2}}+\cdots+\alpha^{p^{p-1}}
$$

The following theorem of additive character will be used frequently to express the number of $\mathbb{F}_{q}$-points on polynomials in simplified form.

Theorem 1.3.8. [23, Thm. 10.3.3] Let $x, y, z \in \mathbb{F}_{q}$. Then

$$
\begin{equation*}
\sum_{z \in \mathbf{F}_{q}} \theta(z(x-y))=q \delta(x, y) \tag{1.3.1}
\end{equation*}
$$

where $\delta(x, y)=1$ if $x=y$ and zero otherwise.
Further, we define an important character sum called Gauss sum as follows.
Definition 1.3.2. For $A \in \widehat{\mathbb{F}_{q}^{x}}$, the Gauss sum is defined by

$$
G(A):=\sum_{x \in \mathbf{F}_{q}} A(x) \zeta^{\operatorname{tr}(x)}=\sum_{x \in \mathbb{F}_{q}} A(x) \theta(x)
$$

Denoting $T$ as a fixed generator of $\widehat{\mathbb{F}_{q}^{\times}}$, we often use the notation $G_{m}$ to define $G\left(T^{m}\right)$. Now, we restate a lemma which provides us values of certain particular Gauss sums.
Lemma 1.3.9. [14, Lemma 2.1] For $q=p^{e}, p$ a prime and $e \in \mathbb{N}$, we have
(a) $\quad G(\varepsilon)=G_{0}=-1$
(b) $\quad G(\phi)=G_{\frac{q-1}{2}}= \begin{cases}\sqrt{q}, & \text { if } q \equiv 1(\bmod 4) ; \\ i \sqrt{q}, & \text { if } q \equiv 3(\bmod 4) .\end{cases}$

The following lemma enables us to evaluate multiplicative inverse of a Gauss sum.

Lemma 1.3.10. [18, Eqn. 1.12] If $k \in \mathbb{Z}$ and $T^{k} \neq \varepsilon$, then

$$
G_{k} G_{-k}=q T^{k}(-1) .
$$

Using orthogonality of characters, we have a lemma that provide a scope to express an additive character in terms of Gauss sums.

Lemma 1.3.11. [14, Lemma 2.2] For all $\alpha \in \mathbb{F}_{q}^{\times}$,

$$
\theta(\alpha)=\frac{1}{q-1} \sum_{m=0}^{q-2} G_{-m} T^{m}(\alpha) .
$$

There are many nice relationships between Gauss sums and Jacobi sums. Among them, the most beautiful one is the following.
Lemma 1.3.12. [18, Eqn. 1.14] If $T^{m-n} \neq \varepsilon$, then

$$
G_{m} G_{-n}=q\binom{T^{m}}{T^{n}} G_{m-n} T^{n}(-1)=J\left(T^{m}, T^{-n}\right) G_{m-n}
$$

### 1.3.3 Gaussian hypergeometric functions

Gaussian hypergeometric series is first introduced by Greene in [18] as finite field analogue of the classical hypergeometric series.
Definition 1.3.3. For character $A$ and $B$ on $\mathbb{F}_{q}$, the binomial coefficient $\binom{A}{B}$ is defined by

$$
\binom{A}{B}:=\frac{B(-1)}{q} J(A, \bar{B})=\frac{B(-1)}{q} \sum_{x \in \mathbf{F}_{q}} A(x) \bar{B}(1-x),
$$

where $\bar{B}$ is the inverse of $B$.
Many special cases of the binomial coefficient have been deduced by Greene. For example, the following special case is known from [18]

$$
\begin{equation*}
\binom{A}{\varepsilon}=\binom{A}{A}=-\frac{1}{q}+\frac{q-1}{q} \delta(A), \tag{1.3.2}
\end{equation*}
$$

where $\delta(A)=0$ if $A \neq \varepsilon$ and $\delta(A)=1$ if $A=\varepsilon$. With these notation, Greene defined Gaussian hypergeometric series in the following way:

Definition 1.3.4. Let $n$ be any positive integer and $x \in \mathbb{F}_{q}$. For characters $A_{0}, A_{1}, \ldots, A_{n}$ and $B_{1}, B_{2}, \ldots, B_{n}$ in $\widehat{\mathbb{F}_{q}^{x}}$, the Gaussian hypergeometric series ${ }_{n+1} F_{n}$ is defined to be

$$
{ }_{n+1} F_{n}\left(\left.\begin{array}{cccc}
A_{0}, & A_{1}, & \ldots, & A_{n} \\
& B_{1}, & \ldots, & B_{n}
\end{array} \right\rvert\, x\right):=\frac{q}{q-1} \sum_{\chi \in \widehat{\mathbb{F}_{q}^{\times}}}\binom{A_{0} \chi}{\chi}\binom{A_{1} \chi}{B_{1} \chi} \cdots\binom{A_{n} \chi}{B_{n} \chi} \chi(x) .
$$

Greene also provided an alternative definition of ${ }_{2} F_{1}$ Gaussian hypergeometric function as follows.
Definition 1.3.5. For character $A, B, C$ on $\mathbb{F}_{q}$ and $x \in \mathbb{F}_{q}$, we have

$$
{ }_{2} F_{1}\left(\left.\begin{array}{ll}
A, & B  \tag{1.3.3}\\
& C
\end{array} \right\rvert\, x\right)=\varepsilon(x) \frac{B C(-1)}{q} \sum_{y \in \mathbf{F}_{q}} B(y) \bar{B} C(1-y) \bar{A}(1-x y) .
$$

Greene found many symmetric and transformation formulas for Gaussian hypergeometric series analogous to those satisfied by classical hypergeometric series. Some follow directly from his definitions, while others are far more subtle. For characters $A_{1}, \ldots, A_{n}$ and $B_{1}, \ldots, B_{n}$ on $\mathbb{F}_{q}$, let

$$
\binom{\vec{A}}{\vec{B}}
$$

denotes the product

$$
\prod_{k=1}^{n}\binom{A_{k}}{B_{k}}
$$

Further, let

$$
F\left(\begin{array}{ccc}
C, & \vec{A} \\
& \vec{B} & \\
& & x)
\end{array}\right.
$$

denotes the series

$$
{ }_{n+1} F_{n}\left(\left.\begin{array}{llll}
C, & A_{1}, & \ldots, & A_{n} \\
& B_{1}, & \ldots, & B_{n}
\end{array} \right\rvert\, x\right)
$$

With these notation, we now recall some results of Greene.
Theorem 1.3.13. [18, Thm. 3.15 (v)] For characters $A, B, C, E, \vec{D}, \vec{F}$ on $\mathbb{F}_{q}$ and $x \in \mathbb{F}_{q}$

$$
\begin{aligned}
F\left(\begin{array}{cccc}
A, & B, & C, & \vec{D} \\
E, & B, & \vec{F}
\end{array}\right)= & \binom{C \bar{E}}{B \bar{E}} F\left(\begin{array}{rrr}
A, & C, & \vec{D} \\
E, & \vec{F}
\end{array}\right)-\frac{B E(-1)}{q} \bar{B}(x)\binom{A \bar{B}}{\bar{B}} \\
& \times\binom{\vec{D} \bar{B}}{\vec{F} \bar{B}}+\frac{q-1}{q^{2}} B E(-1) F\left(\begin{array}{cc}
A, \vec{D} \\
\vec{B} \mid x) \delta(C \bar{E})
\end{array}\right.
\end{aligned}
$$

Theorem 1.3.14. [18, Thm. 4.2 (ii)] For characters $A, B, D, \vec{C}, \vec{E}$ of $\mathbb{F}_{q}$ and $x \in \mathbb{F}_{q}$,

$$
F\left(\left.\begin{array}{ccc}
A, & B, & \vec{C} \\
& D, & \vec{E}
\end{array} \right\rvert\, x\right)=A B D \vec{C} \vec{E}(-1) \bar{A}(x) F\left(\left.\begin{array}{ccc}
A, & A \bar{D}, & A \vec{E} \\
& A \bar{B}, & A \vec{C}
\end{array} \right\rvert\, \frac{1}{x}\right)
$$

Moreover, Greene proved the following transformation formulas of Gaussian hypergeometric series using the binomial theorem of characters and making changes in variables in Definitions 1.3.4 and 1.3.5. Let $\delta: \mathbb{F}_{q} \rightarrow\{0,1\}$ be the function defined by $\delta(0)=1$ and $\delta(x)=0$ for $x \neq 0$.

Theorem 1.3.15. [18, Thm. 4.4 (i) \& (ii)] For character $A, B, C$ on $\mathbb{F}_{q}$ and $x \in \mathbb{F}_{q}$,

$$
\text { (i) } \begin{aligned}
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
A, & B \\
& C
\end{array} \right\rvert\, x\right)= & A(-1)_{2} F_{1}\left(\begin{array}{cc}
A, & B \\
& A B \bar{C} \mid 1-x
\end{array}\right) \\
& +A(-1)\binom{B}{\bar{A} C} \delta(1-x)-\binom{B}{C} \delta(x)
\end{aligned}
$$

(ii) ${ }_{2} F_{1}\left(\left.\begin{array}{cc|}A, & B \\ & C\end{array} \right\rvert\, x\right)=C(-1) \bar{A}(1-x)_{2} F_{1}\left(\left.\begin{array}{cc}A, & C \bar{B} \\ & C\end{array} \right\rvert\, \frac{x}{x-1}\right)$ $+A(-1)\binom{B}{\bar{A} C} \delta(1-x)$.
Lemma 1.3.16. [18, Coro. 3.16 (ii)] For characters $A, B$ on $\mathbb{F}_{q}$ and $x \in \mathbb{F}_{q}$,

$$
\begin{aligned}
{ }_{2} F_{1}\left(\left.\begin{array}{ll}
A, & \varepsilon \\
& B
\end{array} \right\rvert\, x\right)= & \binom{B}{A} A(-1) \bar{B}(x) \bar{A} B(1-x) \\
& -\frac{1}{q} B(-1) \varepsilon(x)+\frac{q-1}{q} A(-1) \delta(1-x) \delta(\bar{A} B) .
\end{aligned}
$$

We will need the Hasse-Davenport relation to express traces of Frobenius endomorphism of elliptic curves as special values of Gaussian hypergeometric series. The Hasse-Davenport relation can be stated as follows. Here $\theta$ is considered as the additive character though the most general version of this relation involves any additive character.

Lemma 1.3.17. [26, Hasse-Davenport Relation] Let $m$ be a postive integer and let $q=p^{e}$ be a prime power such that $q \equiv 1(\bmod m)$. Let $\theta$ be the additive character on $\mathbb{F}_{q}$ defined by $\theta(\alpha)=\zeta^{t r(\alpha)}$, where $\zeta=e^{\frac{2 \pi i}{p}}$. For multiplicative characters $\chi, \psi \in \widehat{\mathbb{F}_{q}^{x}}$, we have

$$
\begin{equation*}
\prod_{\chi^{m}=1} G(\chi \psi)=-G\left(\psi^{m}\right) \psi\left(m^{-m}\right) \prod_{\chi^{m}=1} G(\chi) \tag{1.3.4}
\end{equation*}
$$

### 1.4 Organization

There are six chapters in this thesis. We explore connections that values of hypergeometric functions may have with algebraic curves and polynomials.

The Chapter 1 is introductory in nature which contains basic introduction to algebraic curves, classical hypergeometric series, and Gaussian hypergeometric series. We also give a brief survey of recent works that relates algebraic curves with hypergeometric functions.

Chapter 2 is dedicated to study connections between traces of Frobenius of elliptic curves and Gaussian hypergeometric series. For each of the cases, $q \equiv 1$ (mod $6), q \equiv 1(\bmod 4)$, and $q \equiv 1(\bmod 3)$, we find explicit relationships between the number of $\mathbb{F}_{q}$-points on certain families of elliptic curves in Weierstrass normal form and the values of a particular hypergeometric function over $\mathbb{F}_{q}$.

In Chapter 3, we focus our attention on a particular family of algebraic curve of higher degree and find connection between the number of points on this family over $\mathbb{F}_{p}$ and sums of values of certain ${ }_{2} F_{1}$ Gaussian hypergeometric functions. We also provide a striking analogy between binomial coefficients involving rational numbers and those involving multiplicative characters.

Chapter 4 is devoted to another family of algebraic curve of higher degree. We express the number of points on this family of curve over $\mathbb{F}_{q}$ as a linear combination of certain ${ }_{3} F_{2}$ Gaussian hypergeometric series.

Chapter 5 contains relations between number of zeros on some polynomial equations over $\mathbb{F}_{q}$ and ${ }_{n+1} F_{n}$ Gaussian hypergeometric series for $n \geq 2$. These expressions partially answer a question proposed by Ono [35].

Finally, in Chapter 6, we evaluate certain special values of ${ }_{2} F_{1}$ and ${ }_{3} F_{2}$ Gaussian hypergeometric series over $\mathbb{F}_{q}$ using the results of Chapter 2 and Chapter 4.

## Chapter 2

## Elliptic Curves and Gaussian Hypergeometric Series

### 2.1 Introduction

An elliptic curve is a particular family of algebraic curve, which can be described as non-singular cubic projective curve over a field in three variables with at least one point. These curves are of genus 1, and the points on such curves over any field enjoy the beautiful group law of algebra called Mordell-Weil group law [37, 22]. Any elliptic curve over $\mathbb{Q}$ can be represented by an equation

$$
E: y^{2}=f(x)=x^{3}+a x+b,
$$

where $f(x)=0$ does not have any repeated roots. This form of an elliptic curve is called the Weierstrass normal form. The discriminant of $E$, denoted by $\Delta(E)$, is given by

$$
\Delta(E)=-16\left(4 a^{3}+27 b^{2}\right)
$$

Let $\tilde{E}$ denote the reduction of $E \bmod p$. Recall that if $p \nmid \Delta(E)$ then $E$ has good reduction, that is $\tilde{E}$ is also an elliptic curve over $\mathbb{F}_{p}$. In this case, we say that $p$ is a prime of good reduction. We define the integer $a_{p}(E)$ by

$$
a_{p}(E)=p+1-\# \tilde{E}\left(\mathbb{F}_{p}\right)
$$

[^1]where $\# \tilde{E}\left(\mathbb{F}_{p}\right)$ is the number of points on $\tilde{E}$ over $\mathbb{F}_{p}$ including the point at infinity. If $p$ is a prime of good reduction, $a_{p}(E)$ is called the trace of Frobenius as it can be interpreted as the trace of the Frobenius endomorphism on $E$. Further, if $E$ is given by $y^{2}=f(x)$ then
$$
a_{p}(E)=-\sum_{x \in \mathbf{F}_{\mathbf{p}}} \phi(f(x)),
$$
where $\phi$ is the quadratic character on $\mathbb{F}_{p}$. For further details about elliptic curves and its different parameters, see [37, 41, 22].

Elliptic curves have many mysterious arithmetic properties and mathematicians are working to find their connections to other objects in number theory and related areas of mathematics. The connection between elliptic curves and modular forms brought to light famously in the proof of Fermat's Last Theorem. There are many open problems on elliptic curves and the most famous is the Birch and SwinnertonDyer conjecture.

In this chapter, we consider the problem of expressing traces of Frobenius endomorphisms of certain families of elliptic curves in terms of hypergeometric functions over finite fields. We present explicit relations between the traces of Frobenius endomorphisms of certain families of elliptic curves and special values of ${ }_{2} F_{1^{-}}$ hypergeometric functions over $\mathbb{F}_{q}$ for $q \equiv 1(\bmod 6), q \equiv 1(\bmod 4)$, and $q \equiv 1(\bmod$ 3). Moreover, we extend a result of Koike on Lagendre's family of elliptic curves which includes some more families of elliptic curves.

### 2.2 Traces of Frobenius endomorphism of elliptic <br> curves

Throughout, we consider an elliptic curve $E_{a, b, c}$ over $\mathbb{F}_{q}$ given by

$$
\begin{equation*}
E_{a, b, c}: y^{2}=x^{3}+a x^{2}+b x+c . \tag{2.2.1}
\end{equation*}
$$

If we denote by $a_{q}\left(E_{a, b, c}\right)$ the trace of the Frobenius endomorphism on $E_{a, b, c}$, then

$$
\begin{equation*}
a_{q}\left(E_{a, b, c}\right)=q+1-\# E_{a, b, c}\left(\mathbb{F}_{q}\right), \tag{2.2.2}
\end{equation*}
$$

where $\# E_{a, b, c}\left(\mathbb{F}_{q}\right)$ represents the number of $\mathbb{F}_{q}$-points on $E_{a, b, c}$ including the point at infinity. Fuselier [14], Koike [25], Lennon [27, 28], and Ono [34] considered some particular forms of the elliptic curve $E_{a, b, c}$ and expressed their traces of Frobenius endomorphism in terms of Gaussian hypergeometric series. Among them, Lennon [27] considered the most general form and related its number of points with hypergeometric series over $\mathbb{F}_{q}$ containing characters of order 12 , as parameters for $q=p^{e} \equiv 1$ $(\bmod 12)$.

In the following theorems, we extend the result for $a_{q}\left(E_{a, b, c}\right)$ of Lennon and deduce some expressions for $a_{q}\left(E_{a, b, c}\right)$ in terms of hypergeometric functions over $\mathbb{F}_{q}$ for $q \equiv 1(\bmod 6), q \equiv 1(\bmod 4)$, and $q \equiv 1(\bmod 3)$, respectively. In the proofs, we follow the method used in [14] and [27].

### 2.2.1 Case 1: $q \equiv 1(\bmod 6)$

Theorem 2.2.1. Let $q=p^{e}, p>0$, be a prime and $q \equiv 1(\bmod 6)$. In addition, let a be non-zero such that $(-a / 3)$ a quadratic residue in $\mathbb{F}_{q}$. If $T \in \widehat{\mathbb{F}_{q}^{\times}}$is a generator of the character group, then the trace of the Frobenius on $E_{0, a, b}: y^{2}=x^{3}+a x+b$ can be expressed as

$$
a_{q}\left(E_{0, a, b}\right)=-q T^{\frac{q-1}{2}}(-k)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{6}}, & T^{\frac{5(q-1)}{6}} & 1-\frac{k^{3}+a k+b}{4 k^{3}}
\end{array}\right)
$$

where $\varepsilon$ is the trivial character on $\mathbb{F}_{q}$ and $k \in \mathbb{F}_{q}$ satisfies $3 k^{2}+a=0$.
Theorem 2.2.1 will follow as a consequence of the next theorem. We consider the family of elliptic curves $E_{c, 0, d}$ over $\mathbb{F}_{q}$ for $c \neq 0$. Then, the trace of the Frobenius endomorphism of $E_{c, 0, d}$ is expressed as a special value of a hypergeometric function in the following way.

Theorem 2.2.2. Let $q=p^{e}, p>0$, be a prime and $q \equiv 1(\bmod 6)$. If $T \in \widehat{\mathbb{F}_{q}^{\times}}$is a generator of the character group, then the trace of the Frobenius on $E_{c, 0, d}: y^{2}=$ $x^{3}+c x^{2}+d$ is given by

$$
a_{q}\left(E_{c, 0, d}\right)=-q T^{\frac{q-1}{2}}(-3 c)_{2} F_{1}\left(\begin{array}{ccc}
T^{q-1}{ }^{6} & T^{\frac{5(q-1)}{6}} & 1-\frac{27 d}{4 c^{3}} \\
& \varepsilon &
\end{array}\right)
$$

where $\varepsilon$ is the trivial character on $\mathbb{F}_{q}$.
Proof. Consider the polynomial

$$
P(x, y)=x^{3}+c x^{2}+d-y^{2}
$$

and denote by $\# E_{c, 0, d}\left(\mathbb{F}_{q}\right)$ the number of points on the curve $E_{c, 0, d}$ over $\mathbb{F}_{q}$ including the point at infinity. Then

$$
\# E_{c, 0, d}\left(\mathbb{F}_{q}\right)-1=\#\left\{(x, y) \in \mathbb{F}_{q} \times \mathbb{F}_{q}: P(x, y)=0\right\}
$$

The elementary identity (1.3.1) for the polynomial $P(x, y)$ becomes

$$
\sum_{z \in \mathbf{F}_{q}} \theta(z P(x, y))= \begin{cases}q & \text { if } P(x, y)=0  \tag{2.2.3}\\ 0 & \text { if } P(x, y) \neq 0\end{cases}
$$

Using this, we obtain

$$
\begin{aligned}
q \cdot\left(\# E_{c, 0, d}\left(\mathbb{F}_{q}\right)-1\right)= & \sum_{x, y, z \in \mathbf{F}_{q}} \theta(z P(x, y)) \\
= & \sum_{x, y \in \mathbb{F}_{q}} \theta(0 P(x, y))+\sum_{z \in \mathbb{F}_{q}^{\times}} \theta(z P(0,0))+\sum_{y, z \in \mathbb{F}_{q}^{\times}} \theta(z P(0, y)) \\
& \sum_{x, z \in \mathbb{F}_{q}^{\times}} \theta(z P(x, 0))+\sum_{x, y, z \in \mathbb{F}_{q}^{\times}} \theta(z P(x, y)) .
\end{aligned}
$$

The polynomial $P(x, y)$ and the fact

$$
\sum_{x, y \in \mathbb{F}_{q}} \theta(0 P(x, y))=\sum_{x, y \in \mathbf{F}_{q}} \theta(0)=q^{2},
$$

together yield

$$
\begin{align*}
q \cdot\left(\# E_{c, 0, d}\left(\mathbb{F}_{q}\right)-1\right)= & q^{2}+\sum_{z \in \mathbf{F}_{q}^{\times}} \theta(z d)+\sum_{y, z \in \mathbb{F}_{q}^{\times}} \theta(z d) \theta\left(-z y^{2}\right)+ \\
& \sum_{x, z \in \mathbb{F}_{q}^{\times}} \theta(z d) \theta\left(z x^{3}\right) \theta\left(z c x^{2}\right)+\sum_{x, y, z \in \mathbb{F}_{q}^{\times}} \theta(z d) \theta\left(z x^{3}\right) \theta\left(z c x^{2}\right) \theta\left(-z y^{2}\right) \\
:= & q^{2}+A+B+C+D . \tag{2.2.4}
\end{align*}
$$

Now using Lemma 1.3.11 and then applying Lemma 1.3.7 repeatedly for each labeled term of (2.2.4), we deduce that

$$
A=\frac{1}{q-1} \sum_{z \in \mathbf{F}_{q}^{\mathbf{X}}} \sum_{l=0}^{q-2} G_{-l} T^{l}(z d)=\frac{1}{q-1} \sum_{l=0}^{q-2} G_{-l} T^{l}(d) \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l}(z)=G_{0}=-1 .
$$

Here the second equality follows from the fact that the innermost sum is 0 unless $l=0$, at which it is $q-1$. Similarly,

$$
B=\frac{1}{(q-1)^{2}} \sum_{l, m=0}^{q-2} G_{-l} G_{-m} T^{l}(d) T^{m}(-1) \sum_{y \in \mathbf{F}_{q}^{\times}} T^{2 m}(y) \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l+m}(z),
$$

which is nonzero if and only if $l=-m$ and $m=0$ or $\frac{q-1}{2}$. Thus, Lemma 1.3.7 yields

$$
B=1+G_{\frac{q-1}{2}} G_{-\frac{q-1}{2}} T^{\frac{q-1}{2}}(d) T^{\frac{q-1}{2}}(-1) .
$$

Using Lemma 1.3.10 for $k=\frac{q-1}{2}$, we deduce that

$$
\begin{aligned}
B & =1+q T^{\frac{q-1}{2}}(-1) T^{\frac{q-1}{2}}(d) T^{\frac{q-1}{2}}(-1) \\
& =1+q T^{\frac{q-1}{2}}(d) .
\end{aligned}
$$

Expanding the next term, we have

$$
C=\frac{1}{(q-1)^{3}} \sum_{l, m, n=0}^{q-2} G_{-l} G_{-m} G_{-n} T^{l}(d) T^{n}(c) \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l+m+n}(z) \sum_{x \in \mathbb{F}_{q}^{\times}} T^{3 m+2 n}(x)
$$

Finally,

$$
\begin{aligned}
D= & \frac{1}{(q-1)^{4}} \sum_{l, m, n, k=0}^{q-2} G_{-l} G_{-m} G_{-n} G_{-k} T^{l}(d) T^{n}(c) T^{k}(-1) \times \\
& \sum_{z \in \mathbb{F}_{q}^{\times}} T^{l+m+n+k}(z) \sum_{x \in \mathbb{F}_{q}^{\times}} T^{3 m+2 n}(x) \sum_{z \in \mathbb{F}_{q}^{\times}} T^{2 k}(z) .
\end{aligned}
$$

The innermost sum of $D$ is nonzero only when $k=0$ or $k=\frac{q-1}{2}$. Using the fact that $G_{0}=-1$, we obtain

$$
D=-C+D_{\frac{q-1}{2}},
$$

where

$$
\begin{aligned}
D_{\frac{q-1}{2}}= & \frac{1}{(q-1)^{3}} \sum_{l, m, n=0}^{q-2} G_{-l} G_{-m} G_{-n} G_{\frac{q-1}{2}} T^{l}(d) T^{m}(c) T^{\frac{q-1}{2}}(-1) \times \\
& \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l+m+n+\frac{q-1}{2}}(z) \sum_{x \in \mathbf{F}_{q}^{\times}} T^{3 m+2 n}(x),
\end{aligned}
$$

which is zero unless $m=-\frac{2}{3} n$ and $n=-3 l-\frac{3(q-1)}{2}$. Since $G_{3 l+\frac{3(q-1)}{2}}=G_{3 l+\frac{q-1}{2}}$ and $G_{-2 l-(q-1)}=G_{-2 l}$, we have

$$
D_{\frac{q-1}{2}}=\frac{1}{q-1} \sum_{l=0}^{q-2} G_{-l} G_{-2 l} G_{3 l+\frac{q-1}{2}} G_{\frac{q-1}{2}} T^{l}(d) T^{-3 l+\frac{q-1}{2}}(c) T^{\frac{q-1}{2}}(-1)
$$

Using Davenport-Hasse relation (1.3.4) for $m=2, \psi=T^{-l}$ and $m=3, \psi=T^{l+\frac{q-1}{6}}$ respectively, we deduce that

$$
G_{-2 l}=\frac{G_{-l} G_{-l-\frac{q-1}{2}}}{G_{\frac{q-1}{2}} T^{l}(4)} \quad \text { and } \quad G_{3 l+\frac{q-1}{2}}=\frac{G_{l+\frac{q-1}{6}} G_{l+\frac{q-1}{2}} G_{l+\frac{5(q-1)}{6}}}{q T^{-l-\frac{q-1}{6}}(27)}
$$

Therefore,

$$
D_{\frac{q-1}{2}}=\frac{T^{\frac{q-1}{2}}(-3 c)}{q(q-1)} \sum_{l=0}^{q-2} G_{-l} G_{-l} G_{-l-\frac{q-1}{2}} G_{l+\frac{q-1}{6}} G_{l+\frac{q-1}{2}} G_{l+\frac{5 q-1)}{6}} T^{l}\left(\frac{27 d}{4 c^{3}}\right)
$$

Replacing $l$ by $l-\frac{q-1}{2}$, we have

$$
D_{\frac{q-1}{2}}=\frac{T^{\frac{q-1}{2}}(-3 c)}{q(q-1)} \sum_{l=0}^{q-2} G_{-l+\frac{q-1}{2}} G_{-l+\frac{q-1}{2}} G_{-l} G_{l-\frac{q-1}{3}} G_{l} G_{l+\frac{q-1}{3}} T^{l \frac{q-1}{2}}\left(\frac{27 d}{4 c^{3}}\right)
$$

Now using Lemma 1.3.12, we obtain

$$
D_{\frac{q-1}{2}}=\frac{q T^{\frac{q-1}{2}}(-3 c)}{q-1} \sum_{l=0}^{q-2} G_{l} G_{-l}\binom{T^{l-\frac{q-1}{3}}}{T^{l-\frac{q-1}{2}}} G_{\frac{q-1}{6}}\binom{T^{l+\frac{q-1}{3}}}{T^{l-\frac{q-1}{2}}} G_{\frac{5(q-1)}{6}} T^{l-\frac{q-1}{2}}\left(\frac{27 d}{4 c^{3}}\right) .
$$

Plugging the facts that if $l \neq 0$ then $G_{l} G_{-l}=q T^{l}(-1)$ and if $l=0$ then $G_{l} G_{-l}=$ $q T^{l}(-1)-(q-1)$ in appropriate identities for each $l$, we deduce that

$$
\begin{aligned}
D_{\frac{q-1}{2}}= & \frac{q^{3} T^{\frac{q-1}{6}}(-1) T^{\frac{q-1}{2}}(-3 c)}{q-1} \sum_{l=0}^{q-2}\binom{T^{l-\frac{q-1}{3}}}{T^{l-\frac{q-1}{2}}}\binom{T^{l+\frac{q-1}{3}}}{T^{l-\frac{q-1}{2}}} T^{l-\frac{q-1}{2}}\left(\frac{27 d}{4 c^{3}}\right) T^{l}(-1) \\
& -q^{2} T^{\frac{q-1}{6}}(-1) T^{\frac{q-1}{2}}(-3 c)\binom{T^{\frac{2 q-1}{3}}}{T^{\frac{q-1}{2}}}\binom{T^{\frac{q-1}{3}}}{T^{\frac{q-1}{2}}} T^{\frac{q-1}{2}}\left(\frac{27 d}{4 c^{3}}\right) .
\end{aligned}
$$

Replacing $l$ by $l+\frac{q-1}{2}$ in the first term and simplifying the second term, we obtain

$$
\begin{aligned}
D_{\frac{q-1}{2}}= & \frac{q^{3} T^{\frac{q-1}{2}}(-3 c)}{q-1} \sum_{l=0}^{q-2}\binom{T^{l+\frac{q-1}{6}}}{T^{l}}\binom{T^{l+\frac{5(q-1)}{6}}}{T^{l}} T^{l}\left(-\frac{27 d}{4 c^{3}}\right) \\
& -q^{2} T^{\frac{q-1}{2}}(d) \frac{G_{\frac{2(q-1)}{3}} G_{\frac{q-1}{2}} G_{\frac{q-1}{3}} G_{\frac{q-1}{2}}^{2}}{q^{2} G_{\frac{q-1}{6}} G_{\frac{5(q-1)}{6}}^{\frac{1}{6}}} \\
= & q^{2} T^{\frac{q-1}{2}}(-3 c)_{2} F_{1}\left(\begin{array}{cc}
T^{\frac{q-1}{6}}, T^{\frac{5(q-1)}{6}} & 1-\frac{27 d}{4 c^{3}} \\
\varepsilon & q T^{\frac{q-1}{2}}(d) .
\end{array} . . \begin{array}{c}
\end{array}\right) .
\end{aligned}
$$

Putting the values of $A, B, C, D$ all together in (2.2.4), we have

$$
q \cdot\left(\# E_{c, 0, d}\left(\mathbb{F}_{q}\right)-1\right)=q^{2}+q^{2} T^{\frac{q-1}{2}}(-3 c)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{6}}, & T^{\frac{5(q-1)}{6}} & \\
& \varepsilon & \\
& & -\frac{27 d}{4 c^{3}}
\end{array}\right)
$$

Since $a_{q}\left(E_{c, 0, d}\right)=q+1-\# E_{c, 0, d}\left(\mathbb{F}_{q}\right)$, we have completed the proof of the Theorem.

Proof of Theorem 2.2.1. Since $a \neq 0$ and $(-a / 3)$ is quadratic residue in $\mathbb{F}_{q}$, we find $k \in \mathbb{F}_{q}^{\times}$such that $3 k^{2}+a=0$. A change of variables $(x, y) \mapsto(x+k, y)$ takes the elliptic curve $E_{0, a, b}: y^{2}=x^{3}+a x+b$ to

$$
E_{a^{\prime}, 0, b^{\prime}}: y^{2}=x^{3}+3 k x^{2}+\left(k^{3}+a k+b\right),
$$

where $a^{\prime}=3 k^{2}$ and $b^{\prime}=k^{3}+a k+b$. Clearly $a_{q}\left(E_{0, a, b}\right)=a_{q}\left(E_{a^{\prime}, 0, b^{\prime}}\right)$. Since $3 k \neq 0$, using Theorem 2.2.2 for the elliptic curve $E_{a^{\prime}, 0, b^{\prime}}$, we complete the proof.

### 2.2.2 Case 2: $q \equiv 1(\bmod 4)$

Theorem 2.2.3. Let $q=p^{e}, p>3$, be a prime and $q \equiv 1(\bmod 4)$. Also assume that $x^{3}+a x+b=0$ has a non-zero solution in $\mathbb{F}_{q}$ and $T \in \widehat{\mathbb{F}_{q}^{\times}}$is a generator of the character group. The trace of the Frobenius on $E_{0, a, b}: y^{2}=x^{3}+a x+b$ can be expressed as

$$
a_{q}\left(E_{0, a, b}\right)=-q T^{\frac{q-1}{2}}(6 h) T^{\frac{q-1}{4}}(-1)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{4}}, & T^{\frac{3(q-1)}{4}} & 12 h^{2}+4 a \\
& \varepsilon & \\
& &
\end{array}\right)
$$

where $\varepsilon$ is the trivial character of $\mathbb{F}_{q}$ and $h \in \mathbb{F}_{q}^{\times}$satisfies $h^{3}+a h+b=0$.
We now prove a result for the elliptic curve $E_{f, g, 0}: y^{2}=x^{3}+f x^{2}+g x$ under the condition that $q \equiv 1(\bmod 4)$ similar to Theorem 2.2.2, and then Theorem 2.2.3 will follow from this result.

Theorem 2.2.4. Let $q=p^{e}, p>0$, be a prame and $q \equiv 1(\bmod 4)$. If $T \in \widehat{\mathbb{F}_{q}^{\times}}$is a generator of the character group and $f \neq 0$, then the trace of the Frobenius on $E_{f, g, 0}$ is given by

$$
a_{q}\left(E_{f, g, 0}\right)=-q T^{\frac{q-1}{2}}(2 f) T^{\frac{q-1}{4}}(-1)_{2} F_{1}\left(\left.\begin{array}{cc}
T^{\frac{q-1}{4}}, & T^{\frac{3(q-1)}{4}} \\
& \varepsilon
\end{array} \right\rvert\, \frac{4 g}{f^{2}}\right)
$$

where $\varepsilon$ is the trivial character on $\mathbb{F}_{q}$.
Proof. We have

$$
\# E_{f, g, 0}\left(\mathbb{F}_{q}\right)-1=\#\left\{(x, y) \in \mathbb{F}_{q} \times \mathbb{F}_{q}: P(x, y)=0\right\}
$$

where

$$
P(x, y)=x^{3}+f x^{2}+g x-y^{2} .
$$

Using (2.2.3), we express the number of points of $E_{f, g, 0}$ over $\mathbb{F}_{q}$ as

$$
\begin{align*}
q \cdot\left(\# E_{f, g, 0}\left(\mathbb{F}_{q}\right)-1\right)= & \sum_{x, y, z \in \mathbb{F}_{q}} \theta(z P(x, y)) \\
= & q^{2}+\sum_{z \in \mathbf{F}_{q}^{\times}} \theta(0)+\sum_{y, z \in \mathbb{F}_{q}^{\times}} \theta\left(-z y^{2}\right)+\sum_{x, z \in \mathbb{F}_{q}^{\times}} \theta\left(z x^{3}\right) \theta\left(z f x^{2}\right) \theta(z g x) \\
& +\sum_{x, y, z \in \mathbf{F}_{q}^{\times}} \theta\left(z x^{3}\right) \theta\left(z f x^{2}\right) \theta(z g x) \theta\left(-z y^{2}\right) \\
:= & q^{2}+(q-1)+A+B+C . \tag{2.2.5}
\end{align*}
$$

Now, following the same procedure as followed in the proof of Theorem 2.2.2, we deduce that

$$
A=\frac{1}{q-1} \sum_{l=0}^{q-2} \sum_{y, z \in \mathbb{F}_{q}^{\times}} G_{l} T^{l}\left(-z y^{2}\right)=\frac{1}{q-1} \sum_{l=0}^{q-2} G_{l} \sum_{y \in \mathbb{F}_{q}} T^{2 l}(y) \sum_{z \in \mathbf{F}_{q}} T^{l}(-z)=-(q-1)
$$

where the third equality follows from the fact that the innermost sums are nonzero only for $l=0$, at which both are $q-1$ and $G_{0}=-1$. Then expanding the next term, we obtain

$$
B=\frac{1}{(q-1)^{3}} \sum_{l, m, n=0}^{q-2} G_{-l} G_{-m} G_{-n} T^{m}(f) T^{m}(g) \sum_{z \in \mathbb{F}_{q}^{\mathbf{X}}} T^{l+m+n}(z) \sum_{x \in \mathbb{F}_{q}^{\mathbf{X}}} T^{3 l+2 m+n}(x)
$$

Finally, using Lemma 1.3.11 and Lemma 1.3.7 in the last term of (2.2.5), we deduce that

$$
\begin{aligned}
C= & \frac{1}{(q-1)^{4}} \sum_{l, m, n=0}^{q-2} G_{-l} G_{-m} G_{-n} G_{-k} T^{m}(f) T^{n}(g) T^{k}(-1) \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l+m+n+k}(z) \times \\
& \sum_{x \in \mathbf{F}_{q}^{\times}} T^{3 l+2 m+n}(x) \sum_{y \in \mathbf{F}_{q}} T^{2 k}(y),
\end{aligned}
$$

which is nonzero only if $k=0$ or $\frac{q-1}{2}$. Hence the term breaks up into two terms as

$$
\begin{aligned}
C= & -\frac{1}{(q-1)^{3}} \sum_{l, m, n=0}^{q-2} G_{-l} G_{-m} G_{-n} T^{m}(f) T^{m}(g) \sum_{z \in \mathbb{F}_{q}^{\times}} T^{l+m+n}(z) \sum_{x \in \mathbf{F}_{q}^{\times}} T^{3 l+2 m+n}(x) \\
& +\frac{1}{(q-1)^{3}} \sum_{l, m, n=0}^{q-2} G_{-l} G_{-m} G_{-n} G_{\frac{q-1}{2}} T^{m}(f) T^{n}(g) \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l+m+n+\frac{q-1}{2}}(z) \times \\
& \sum_{x \in \mathbf{F}_{q}^{\times}} T^{3 l+2 m+n}(x) .
\end{aligned}
$$

Substituting the values of $A, B, C$ all together in (2.2.5), we have

$$
\begin{aligned}
q \cdot\left(\# E_{f, g, 0}\left(\mathbb{F}_{q}\right)-1\right)=q^{2}+ & \frac{1}{(q-1)^{3}} \sum_{l, m, n=0}^{q-2} G_{-l} G_{-m} G_{-n} G_{\frac{q-1}{2}} T^{m}(f) T^{n}(g) \times \\
& \sum_{z \in \mathbb{F}_{q}^{\times}} T^{l+m+n+\frac{q-1}{2}}(z) \sum_{x \in \mathbb{F}_{q}^{\times}} T^{3 l+2 m+n}(x) .
\end{aligned}
$$

Both inner sums of the second term is nonzero only when $n=l$ and $m=-2 l-\frac{q-1}{2}$. Thus, we use Lemma 1.3.7 in the second term, and then simplify to obtain

$$
\begin{equation*}
q \cdot\left(\# E_{f, g, 0}\left(\mathbb{F}_{q}\right)-1\right)=q^{2}+\frac{G_{\frac{q-1}{2}} T^{\frac{q-1}{2}}(f)}{q-1} \sum_{l=0}^{q-2} G_{-l} G_{2 l+\frac{q-1}{2}} G_{-l} T^{l}\left(\frac{g}{f^{2}}\right) \tag{2.2.6}
\end{equation*}
$$

The Davenport-Hasse relation (1.3.4) with $m=2, \psi=T^{l+\frac{q-1}{4}}$ yields

$$
\begin{equation*}
G_{2 l+\frac{q-1}{2}}=\frac{G_{l+\frac{q-1}{4}} G_{l+\frac{3(q-1)}{4}}}{G_{\frac{q-1}{2}}} T^{l \frac{q-1}{4}}(4) . \tag{2.2.7}
\end{equation*}
$$

Using (2.2.7) and then Lemma 1.3.12 in (2.2.6), we have

$$
\begin{aligned}
q \cdot\left(\# E_{f, g, 0}\left(\mathbb{F}_{q}\right)-1\right) & =q^{2}+\frac{T^{\frac{q-1}{2}}(2 f)}{q-1} \sum_{l=0}^{q-2} G_{-l} G_{l+\frac{q-1}{4}} G_{l+\frac{3(q-1)}{4}} G_{-l} T^{l}\left(\frac{4 g}{f^{2}}\right) \\
& =q^{2}+\frac{q^{3} T^{\frac{q-1}{2}}(2 f) T^{\frac{q-1}{4}}(-1)}{q-1} \sum_{l=0}^{q-2}\binom{T^{l+\frac{q-1}{4}}}{T^{l}}\binom{T^{l+\frac{3(q-1)}{4}}}{T^{l}} T^{l}\left(\frac{4 g}{f^{2}}\right) \\
& =q^{2}+q^{2} T^{\frac{q-1}{2}}(2 f) T^{\frac{q-1}{4}}(-1)_{2} F_{1}\left(\left.\begin{array}{c}
T^{\frac{q-1}{4}}, . T^{\frac{3(q-1)}{4}} \\
\varepsilon
\end{array} \right\rvert\, \frac{4 g}{f^{2}}\right) .
\end{aligned}
$$

Then using the relation $a_{q}\left(E_{f, g, 0}\right)=q+1-\# E_{f, g, 0}\left(\mathbb{F}_{q}\right)$, we complete the proof.

Proof of Theorem 2.2.3. Since $x^{3}+a x+b=0$ has a non-zero solution in $\mathbb{F}_{q}$, let $h \in \mathbb{F}_{q}^{\times}$be such that $h^{3}+a h+b=0$. A change of variables $(x, y) \mapsto(x+h, y)$ takes the elliptic curve $E_{0, a, b}: y^{2}=x^{3}+a x+b$ to

$$
E_{a^{\prime}, b^{\prime}, 0}: y^{2}=x^{3}+3 h x^{2}+\left(3 h^{2}+a\right) x
$$

where $a^{\prime}=3 h$ and $b^{\prime}=3 h^{2}+a$. Since $a_{q}\left(E_{0, a, b}\right)=a_{q}\left(E_{a^{\prime}, b^{\prime}, 0}\right)$ and $3 h \neq 0$, using Theorem 2.2.4 for the elliptic curve $E_{a^{\prime}, b, 0}$, we complete the proof of the theorem.

### 2.2.3 Case 3: $q \equiv 1(\bmod 3)$

In Theorem 2.2.1 and Theorem 2.2.3, we expressed the trace of Frobenius of the elliptic curve $E_{0, a, b}$ in terms of Gaussian hypergeometric series involving characters of orders 6 and 4 under certain conditions. But all these expressions are not adequate to find trace of Frobenius formula for all families of elliptic curves in terms of Gaussian hypergeometric series because of the conditions imposed on the coefficients of the model. Here we consider a family of elliptic curves which is not included in above theorems and find relation of its number of points with hypergeometric function over finite fields.
Hessian form of elliptic curve: Hessian form of elliptic curve is a particular family of elliptic curves. For some $a \in \mathbb{F}_{q}$ and $a^{3} \neq 1$, the Hessian curve over $\mathbb{F}_{q}$ is given by the cubic equation

$$
C_{a}: x^{3}+y^{3}+1=3 a x y .
$$

A birrational change of variables, the equation $C_{a}$ transforms to a Weierstrass normal form of elliptic curves.

In the following theorem, we express the number of points on $C_{a}$ over $\mathbb{F}_{q}$ in terms of Gaussian hypergeometric series. Let $C_{a}\left(\mathbb{F}_{q}\right)$ denotes the set of all $\mathbb{F}_{q}$-points on $C_{a}$ given by

$$
C_{a}\left(\mathbb{F}_{q}\right)=\left\{(x, y) \in \mathbb{F}_{q}^{2}: x^{3}+y^{3}+1=3 a x y\right\} .
$$

Theorem 2.2.5. Let $q=p^{e}, p>0$, be a prime and $q \equiv 1(\bmod 3)$. If $T \in \widehat{\mathbb{F}_{q}^{x}}$ is a generator of the character group, then the number of $\mathbb{F}_{q}$-points on the Hesszan form of elliptic curve can be expressed as

$$
\# C_{a}\left(\mathbb{F}_{q}\right)=q-2+q_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{3}}, & T^{\frac{2(q-1)}{3}} & \\
& \varepsilon & \frac{1}{a^{3}}
\end{array}\right)
$$

Proof. The method of this proof follows similarly to that given in [14] and [27]. We have

$$
\# C_{a}\left(\mathbb{F}_{q}\right)=\#\left\{(x, y) \in \mathbb{F}_{q} \times \mathbb{F}_{q}: P(x, y)=0\right\}
$$

where

$$
P(x, y)=x^{3}+y^{3}+1-3 a x y .
$$

Using (2.2.3), we express the number of points as

$$
\begin{align*}
q \cdot \# C_{a}\left(\mathbb{F}_{q}\right)= & \sum_{x, y, z \in \mathbf{F}_{q}} \theta(z P(x, y)) \\
= & q^{2}+\sum_{z \in \mathbf{F}_{q}^{\times}} \theta(z)+\sum_{y, z \in \mathbf{F}_{q}^{\times}} \theta\left(z y^{3}\right) \theta(z)+\sum_{x, z \in \mathbf{F}_{q}^{\times}} \theta\left(z x^{3}\right) \theta(z) \\
& +\sum_{x, y, z \in \mathbf{F}_{q}^{\times}} \theta\left(z x^{3}\right) \theta\left(z y^{3}\right) \theta(z) \theta(-3 a z x y) \\
:= & q^{2}+(-1)+A+B+C . \tag{2.2.8}
\end{align*}
$$

Following the same procedure as followed in the proof of Theorem 2.2.2 and Theorem 2.2.4, we deduce that

$$
A=\frac{1}{(q-1)^{2}} \sum_{l, m=0}^{q-2} \sum_{y, z \in \mathbf{F}_{q}^{\times}} G_{-l} G_{-m} T^{l+m}(z) T^{3 l}(y)=\frac{1}{q-1} \sum_{l=0}^{q-2} G_{-l} G_{l} \sum_{y \in \mathbf{F}_{q}^{\times}} T^{3 l}(y)
$$

By Lemma 1.3.7, the above sum is nonzero only if $l=0, \frac{q-1}{3}$ or $\frac{2(q-1)}{3}$. Thus, using Lemma 1.3.9 (a) and Lemma 1.3.10, we obtain

$$
A=G_{0} G_{0}+G_{\frac{q-1}{3}} G_{\frac{2(q-1)}{3}}+G_{\frac{2(q-1)}{3}} G_{\frac{q-1}{3}}=1+2 q .
$$

Similarly,

$$
B=1+2 q
$$

Again, we use Lemma 1.3.11 and Lemma 1.3.7 repeatedly to deduce

$$
\begin{aligned}
& C= \frac{1}{(q-1)^{4}} \sum_{l, m, n, k=0}^{q-2} G_{-l} G_{-m} G_{-n} G_{-k} T^{k}(-3 a) \times \\
& \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l+m+n+k}(z) \sum_{x \in \mathbf{F}_{q}^{\times}} T^{3 m+k}(x) \sum_{x \in \mathbf{F}_{q}^{\times}} T^{3 n+k}(y) \\
&=\frac{1}{(q-1)} \sum_{l=0}^{q-2} G_{-l} G_{-l} G_{-l} G_{3 l} T^{-3 l}(-3 a)+ \\
& \frac{2}{(q-1)} \sum_{l=0}^{q-2} G_{-l} G_{-l-\frac{q-1}{3}} G_{-l-\frac{2(q-1)}{3}} G_{3 l} T^{-3 l}(-3 a),
\end{aligned}
$$

since the sums are nonzero only for $m=0, \frac{q-1}{3}$ or $\frac{2(q-1)}{3}, n=2 m-l$ and $k=$ $-l-m-n$. We use the Davenport-Hasse relation (1.3.4) for $G_{3 l}$ given as

$$
G_{3 l}=\frac{G_{l} G_{l+\frac{q-1}{3}} G_{l+\frac{2(q-1)}{3}}}{q T^{-l}(27) T^{\frac{q-1}{3}}(-1)}
$$

in each term, and then Lemma 1.3.12 in the first term to obtain

$$
\begin{aligned}
C= & \frac{1}{q(q-1)} \sum_{l=0}^{q-2} G_{l} G_{-l}\left\{G_{-l} G_{l+\frac{q-1}{3}}\right\}\left\{G_{-l} G_{l+\frac{2(q-1)}{3}}\right\} T^{l}\left(-\frac{1}{a^{3}}\right) \\
& +\frac{2}{q(q-1)} \sum_{l=0}^{q-2}\left\{G_{l} G_{-l}\right\}\left\{G_{l+\frac{q-1}{3}} G_{-\left(l+\frac{q-1}{3}\right)}\right\}\left\{G_{l+\frac{2(q-1)}{3}} G_{-\left(l+\frac{2(q-1)}{3}\right)}\right\} T^{l}\left(-\frac{1}{a^{3}}\right) \\
= & \frac{q}{(q-1)} \sum_{l=0}^{q-2} G_{l} G_{-l}\binom{T^{l+\frac{q-1}{3}}}{T^{l}}\binom{T^{l+\frac{2(q-1)}{3}}}{T^{l}} G_{\frac{q-1}{3}} G_{\frac{2(q-1)}{3}} T^{l}\left(-\frac{1}{a^{3}}\right)+\frac{2}{q(q-1)} \times \\
& \sum_{l=1, l \neq \frac{q-1}{3}, \frac{2(q-1)}{3}}^{q-2}\left\{G_{l} G_{-l}\right\}\left\{G_{l+\frac{q-1}{3}} G_{-\left(l+\frac{q-1}{3}\right)}\right\}\left\{G_{l+\frac{2(q-1)}{3}} G_{-\left(l+\frac{2(q-1)}{3}\right)}\right\} T^{l}\left(-\frac{1}{a^{3}}\right) \\
& +\frac{6}{q(q-1)} G_{\frac{q-1}{3}} G_{-\frac{q-1}{3}} G_{\frac{2(q-1)}{3}} G_{-\frac{2(q-1)}{3} .}
\end{aligned}
$$

We use Lemma 1.3.10 in each term, and plug the facts that if $l \neq 0$ then $G_{l} G_{-l}=$ $q T^{l}(-1)$ and if $l=0$ then $G_{l} G_{-l}=q T^{l}(-1)-(q-1)$ in appropriate identities for
each $l$ in the first sum to deduce that

$$
\begin{aligned}
C= & \frac{q^{3}}{(q-1)} \sum_{l=0}^{q-2}\binom{T^{l+\frac{q-1}{3}}}{T^{l}}\binom{T^{l+\frac{2(q-1)}{3}}}{T^{l}} T^{l}\left(\frac{1}{a^{3}}\right)-q^{2}\binom{\frac{q-1}{3}}{\varepsilon}\binom{\frac{2(q-1)}{3}}{\varepsilon} \\
& +\frac{2 q^{2}}{(q-1)} \sum_{l=1, l \neq \frac{q-1}{3}, \frac{2(q-1)}{3}}^{q-2} T^{l}\left(\frac{1}{a^{3}}\right)+\frac{6 q}{q-1} . \\
= & q^{2}{ }_{2} F_{1}\left(\begin{array}{cc}
T^{\frac{q-1}{3}}, & T^{\frac{2(q-1)}{3}} \\
\varepsilon & \left\lvert\, \frac{1}{a^{3}}\right.
\end{array}\right)-1+\frac{2 q^{2}}{(q-1)}\left[\left\{\sum_{l=0}^{q-2} T^{l}\left(\frac{1}{a^{3}}\right)\right\}-3\right]+\frac{6 q}{q-1} \\
= & q^{2}{ }_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{3}}, & T^{\frac{2(q-1)}{3}} & \left.\left\lvert\, \frac{1}{a^{3}}\right.\right)-1-6 q . \\
\varepsilon &
\end{array} .\right.
\end{aligned}
$$

Combining all the values of $A, B, C$ and putting in (2.2.8), we obtain that

$$
q \cdot \# C_{a}\left(\mathbb{F}_{q}\right)=q^{2}-2 q+q_{2}^{2} F_{1}\left(\begin{array}{ccc}
T^{q-1} 3 & T^{\frac{2(q-1)}{3}} & \\
& \varepsilon & \frac{1}{a^{3}}
\end{array}\right)
$$

completing the proof of the theorem.
The Hessian form of an elliptic curve can be transform to an elliptic curve in Weierstrass form by making a birrational change of variables. Therefore we have the following result.

Theorem 2.2.6. Let $q=p^{e}, p>3$, be a prime with $q \equiv 1(\bmod 3)$. In addition, let $m=-27 d\left(d^{3}+8\right)$ and $n=27\left(d^{6}-20 d^{3}-8\right)$, where $d^{3} \neq 1$. If $T \in \widehat{\mathbb{F}_{q}^{\times}}$is a generator of the character group, then the trace of the Frobenius on $E_{0, m, n}: y^{2}=x^{3}+m x+n$ is given by

$$
a_{q}\left(E_{0, m, n}\right)=1+q-\phi\left(-3\left(8+92 d^{3}+35 d^{6}\right)\right)-q_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{3}}, & T^{\frac{2(q-1)}{3}} & \\
& \varepsilon & \frac{1}{d^{3}}
\end{array}\right)
$$

Proof. Consider the elliptic curve

$$
E_{0, m, n}: y^{2}=x^{3}+m x+n
$$

where $m=-27 d\left(d^{3}+8\right)$ and $n=27\left(d^{6}-20 d^{3}-8\right)$. Making the birational change of variables $x \rightarrow-\frac{36-9 d^{3}+3 d x-y}{6\left(9 d^{2}+x\right)}$ and $y \rightarrow-\frac{36-9 d^{3}+3 d x+y}{6\left(9 d^{2}+x\right)}$, we obtain the equivalent form $C_{d}$ (see [13]). Now, the points on $E_{0, m, n}$ for $x=-9 d^{2}$ do not correspond to any point on $C_{d}$. Thus there are $1+\phi\left(-3\left(8+92 d^{3}+35 d^{6}\right)\right)$ extra points on $E_{0, m, n}$.

On the other hand, under the inverse transformation

$$
x \rightarrow \frac{12\left(d^{3}-1\right)}{d+x+y}-9 d^{2}, y \rightarrow \frac{36\left(d^{3}-1\right)}{d+x+y}(y-x),
$$

the Hesssian curve $C_{d}$ is birationally equivalent to $E_{0, m, n}$. In this case, the points on $C_{d}$ for $x+y+d=0$ do not correspond to any point on $E_{0, m, n}$ and there are $q$ such extra points. Therefore, we have

$$
\# E_{0, m, n}\left(\mathbb{F}_{q}\right)+q=\# C_{d}\left(\mathbb{F}_{q}\right)+2+\phi\left(-3\left(8+92 d^{3}+35 d^{6}\right)\right)
$$

and hence Theorem 2.2.5 yields

$$
\# E_{0, m, n}\left(\mathbb{F}_{q}\right)=\phi\left(-3\left(8+92 d^{3}+35 d^{6}\right)\right)+q_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{3}}, & T^{\frac{2(q-1)}{3}} & \\
& & \\
& \varepsilon & 1 \\
& &
\end{array}\right) .
$$

Finally, using the fact that $a_{q}\left(E_{0, m, n}\right)=1+q-\# E_{0, m, n}\left(\mathbb{F}_{q}\right)$, we complete the proof.

### 2.3 Number of $\mathbb{F}_{q}$-points on Edward form of elliptic curve

We are now going to express the number of $\mathbb{F}_{q}$-points on Edward form of elliptic curve in terms of Gaussian hypergeometric series. Later this expression will be used to determine certain special values of Gaussian hypergeometric series.
Edward form of elliptic curves: An Edward curve over a finite field $\mathbb{F}_{q}$ with characteristic not equal to 2 is given by

$$
x^{2}+y^{2}=u^{2}\left(1+x^{2} y^{2}\right),
$$

where $u \in \mathbb{F}_{q}$ with $u^{5} \neq u$. The twisted Edward curve is given by the equation

$$
C_{a, b}: a x^{2}+y^{2}=1+b x^{2} y^{2},
$$

where $a$ and $b$ are distinct nonzero elements of $\mathbb{F}_{q}$ (see [7]). This curve has great interest in cryptography. We express the number of $\mathbb{F}_{q}$-points on $C_{a, b}$ in terms of Gaussian hypergeometric series. Let

$$
C_{a, b}\left(\mathbb{F}_{q}\right)=\left\{(x, y) \in \mathbb{F}_{q}^{2}: a x^{2}+y^{2}=1+b x^{2} y^{2}\right\}
$$

be the set of all $\mathbb{F}_{q}$-points on $C_{a, b}$.
Theorem 2.3.1. Let $q=p^{e}, p>0$, be an odd prime and let $T$ be a generator of the character group $\widehat{\mathbb{F}_{q}^{\times}}$. The number of points on the twisted Edward curve $C_{a, b}$ over $\mathbb{F}_{q}$ can be expressed as

$$
\# C_{a, b}\left(\mathbb{F}_{q}\right)=\zeta(a, b)+q T^{\frac{q-1}{2}}(-a)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{2}}, & T^{\frac{q-1}{2}} & \\
& \varepsilon & 1 \frac{b}{a}
\end{array}\right)
$$

where $\zeta(a, b)=q-1-T^{\frac{q-1}{2}}(b)-T^{\frac{q-1}{2}}(a b)$.
Proof. We follow the technique followed by Fusilier [14] and Lennon [27] to prove the theorem. Let

$$
P(x, y)=a x^{2}+y^{2}-1-b x^{2} y^{2} .
$$

Then

$$
\# C_{a, b}\left(\mathbb{F}_{q}\right)=\#\left\{(x, y) \in \mathbb{F}_{q}^{2}: P(x, y)=0\right\}
$$

Using the elementary identity (2.2.3) deduced from (1.3.1), we obtain

$$
\begin{align*}
q \cdot \# C_{a, b}\left(\mathbb{F}_{q}\right)= & \sum_{x, y, z \in \mathbb{F}_{q}} \theta(z P(x, y)) \\
= & q^{2}+\sum_{z \in \mathbb{F}_{q}^{\times}} \theta(-z)+\sum_{x, z \in \mathbb{F}_{q}^{\times}} \theta(-z) \theta\left(z a x^{2}\right)+\sum_{y, z \in \mathbf{F}_{q}^{\times}} \theta(-z) \theta\left(z y^{2}\right) \\
& +\sum_{x, y, z \in \mathbb{F}_{q}^{\times}} \theta(z P(x, y) \\
:= & q^{2}+A+B+C+D . \tag{2.3.1}
\end{align*}
$$

We use Lemma 1.3.11 and Lemma 1.3.7 repeatedly to each term of (2.3.1) to simplify the expression. First, we obtain that

$$
A=\frac{1}{q-1} \sum_{l=0}^{q-2} G_{-l} T^{l}(-1) \sum_{z \in \mathbb{F}_{q}^{\times}} T^{l}(z)=-1 .
$$

Expanding the next term yields

$$
B=\frac{1}{(q-1)^{2}} \sum_{l, m=0}^{q-2} G_{-l} G_{-m} T^{l}(-1) T^{m}(a) \sum_{z \in \mathbb{F}_{q}^{\times}} T^{l+m}(z) \sum_{x \in \mathbb{F}_{q}^{\times}} T^{2 m}(x),
$$

which is nonzero when $l=-m$ and $m=0$ or $\frac{q-1}{2}$. Using this and Lemma 1.3.7, we deduce that

$$
B=1+G_{\frac{q-1}{2}} G_{-\frac{q-1}{2}} T^{\frac{q-1}{2}}(-a)=1+q T^{\frac{q-1}{2}}(a) .
$$

Similarly, we deduce that

$$
C=\frac{1}{(q-1)^{2}} \sum_{l, m=0}^{q-2} G_{-l} G_{-m} T^{l}(-1) \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l+m}(z) \sum_{y \in \mathbf{F}_{q}^{\times}} T^{2 m}(y)=1+q .
$$

Finally,

$$
\begin{aligned}
D= & \frac{1}{(q-1)^{4}} \sum_{l, m, n, k=0}^{q-2} G_{-l} G_{-m} G_{-n} G_{-k} T^{l}(a) T^{n}(-1) T^{k}(-b) \times \\
& \sum_{z \in \mathbb{F}_{q}^{\times}} T^{l+m+n+k}(z) \sum_{x \in \mathbf{F}_{q}^{\times}} T^{2 l+2 k}(x) \sum_{y \in \mathbb{F}_{q}^{\times}} T^{2 m+2 k}(y) .
\end{aligned}
$$

Now, $D$ will be nonzero only for the following four cases.
Case 1. $l=-k, m=-k, n=k$.
Using Lemma 1.3.10, we obtain

$$
\begin{aligned}
\frac{1}{q-1} \sum_{k=0}^{q-2} G_{k} G_{-k} G_{k} G_{-k} T^{k}(b / a) & =\frac{1}{q-1}\left\{1+q^{2} \sum_{k=1}^{q-2} T^{k}(b / a)\right\} \\
& =\frac{1-q^{2}}{q-1} \\
& =-(1+q)
\end{aligned}
$$

Case 2. $l=-k+\frac{q-1}{2}, m=-k, n=k-\frac{q-1}{2}$.
Here, we use Lemma 1.3.12 and then Lemma 1.3.16 to deduce

$$
\begin{aligned}
& \frac{1}{q-1} \sum_{k=0}^{q-2} G_{k-\frac{q-1}{2}} G_{-k} G_{k} G_{-k+\frac{q-1}{2}} T^{\frac{q-1}{2}}(-a) T^{k}(b / a) \\
&=\frac{q^{2}}{q-1} \sum_{k=0}^{q-2} G_{\frac{q-1}{2}}^{2}\binom{T^{k-\frac{q-1}{2}}}{T^{k}}\binom{T^{k}}{T^{k-\frac{q-1}{2}}} T^{\frac{q-1}{2}}(a) T^{k}(b / a) \\
&=q^{2} T^{q-1} 2 \\
&=a)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{2}}, & \varepsilon & \\
& T^{\frac{q-1}{2}} & \frac{b}{a}
\end{array}\right) \\
&=-q T^{\frac{q-1}{2}}(b)-q T^{\frac{q-1}{2}}(a) .
\end{aligned}
$$

Case 3. $l=-k, m=-k+\frac{q-1}{2}, n=k-\frac{q-1}{2}$.
As in case 2, we obtain

$$
\begin{aligned}
\frac{1}{q-1} & \sum_{k=0}^{q-2} G_{k-\frac{q-1}{2}} G_{-k} G_{k} G_{-k+\frac{q-1}{2}} T^{\frac{q-1}{2}}(-1) T^{k}(b / a) \\
& =q^{2} T^{\frac{q-1}{2}}(-1)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{2}}, & \varepsilon & \\
& T^{\frac{q-1}{2}} & \\
& \frac{b}{a}
\end{array}\right) \\
& =-q T^{\frac{q-1}{2}}(b / a)-q \\
& =-q T^{\frac{q-1}{2}}(a b)-q
\end{aligned}
$$

Case 4. $l=-k+\frac{q-1}{2}, m=-k+\frac{q-1}{2}, n=k$.
In this case, Lemma 1.3.12 yields

$$
\begin{aligned}
& \frac{1}{q-1} \sum_{k=0}^{q-2} G_{k-\frac{q-1}{2}} G_{-k} G_{k-\frac{q-1}{2}} G_{-k} T^{q-1}(a) T^{k}(b / a) \\
&=\frac{q^{2}}{q-1} \sum_{k=0}^{q-2} G_{\frac{q-1}{2}}^{2}\binom{T^{k-\frac{q-1}{2}}}{T^{k}}\binom{T^{k-\frac{q-1}{2}}}{T^{k}} T^{\frac{q-1}{2}}(a) T^{k}(b / a) \\
&=q^{2} T^{\frac{q-1}{2}}(-a)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{2}}, & T^{\frac{q-1}{2}} & \frac{b}{a} \\
& \varepsilon &
\end{array}\right)
\end{aligned}
$$

Combining all the terms together in (2.3.1), we obtain

$$
q \cdot \# C_{a, b}\left(\mathbb{F}_{q}\right)=q^{2}-q-q T^{\frac{q-1}{2}}(b)-q T^{\frac{q-1}{2}}(a b)+q^{2} T^{\frac{q-1}{2}}(-a)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{2}}, & T^{\frac{q-1}{2}} & l \frac{b}{a} \\
& \varepsilon &
\end{array}\right)
$$

which completes the proof.
The Edward family of elliptic curves is birrationally equivalent to the elliptic curve $E_{\alpha \beta, \beta^{2}, 0}$. It is to be noted that $E_{\alpha \beta, \beta^{2}, 0}$ contains more families of elliptic curves including the Lagendre's family.

Theorem 2.3.2. Let $q=p^{e}, p>0$, be an odd prime. If $\alpha \neq \pm 2$ and $\beta \neq 0$, then the trace of Frobenius on the elliptic curve $E_{\alpha \beta, \beta^{2}, 0}$ can be expressed as

$$
a_{q}\left(E_{\alpha \beta, \beta^{2}, 0}\right)=-q \phi(-\alpha \beta-2 \beta)_{2} F_{1}\left(\begin{array}{ccc}
\phi, & \phi & \frac{\alpha-2}{\alpha+2} \\
& \varepsilon & \alpha
\end{array}\right)
$$

Proof. Consider the elliptic curve

$$
E_{\alpha \beta, \beta^{2}, 0}: y^{2}=x^{3}+\alpha \beta x^{2}+\beta^{2} x .
$$

Following [7], we perform the birational change of variables $x \rightarrow \frac{\beta x}{y}, y \rightarrow \frac{\beta(x-1)}{(x+1)}$ to obtain the equivalent form $C_{a, b}$ as

$$
C_{a, b}: a x^{2}+y^{2}=1+b x^{2} y^{2}
$$

where $a=\alpha \beta+2 \beta$ and $b=\alpha \beta-2 \beta$. Now, the points on $E_{\alpha \beta, \beta^{2}, 0}$ for $y=0$ and $x=-1$ do not correspond to any point on $C_{a, b}$.

1. For $y=0$, there are $2+T^{\frac{q-1}{2}}\left(\alpha^{2}-4\right)$ extra points on $E_{\alpha \beta, \beta^{2}, 0}$.
2. Also $x=-1$ corresponds $1+T^{\frac{q-1}{2}}(\alpha \beta-2 \beta)$ extra points on $E_{\alpha \beta, \beta^{2}, 0}$.

Similarly, under the inverse transformation $x \rightarrow \frac{\beta(1+y)}{(1-y)}, y \rightarrow \frac{\beta(1+y)}{x(1-y)}$, the twisted Edward curve $C_{a, b}$ is birationally equivalent to $E_{\alpha \beta, \beta^{2}, 0}$. Again, the points on $C_{a, b}$
for $y=1$ and $x=0$ do not correspond to any point on $E_{\alpha \beta, \beta^{2}, 0}$. In this case, $(0,1)$ and $(0,-1)$ are the only extra points on $C_{a, b}$. Hence, considering all we have

$$
\# E_{\alpha \beta, \beta^{2}, 0}=\# C_{a, b}+T^{\frac{q-1}{2}}\left(\alpha^{2}-4\right)+T^{\frac{q-1}{2}}(\alpha \beta-2 \beta)+2
$$

Thus, Theorem 2.3.1 and the fact $a_{q}\left(E_{\alpha \beta, \beta^{2}, 0}\right)=1+q-\# E_{\alpha \beta, \beta^{2}, 0}\left(\mathbb{F}_{q}\right)$, together complete the proof.

Corollary 2.3.3. Let $q=p^{e}, p>0$, be an odd prome and $q \equiv 1(\bmod 4)$. If $\alpha \beta \neq 0$ and $\alpha \neq \pm 2$, then

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{4}}, & T^{\frac{3(g-1)}{4}} & \left\lvert\, \frac{4}{\alpha^{2}}\right. \\
& \varepsilon &
\end{array}\right)=T^{\frac{q-1}{4}}(-1) \phi\left(2 \alpha^{2}+4 \alpha\right)_{2} F_{1}\left(\begin{array}{ccc}
\phi, & \phi & \frac{\alpha-2}{\alpha+2} \\
& \varepsilon & \alpha .
\end{array}\right.
$$

Proof. Replacing $f=\alpha \beta$ and $g=\beta^{2}$ in Theorem 2.2.4, we have

$$
a_{q}\left(E_{\alpha \beta, \beta^{2}, 0}\right)=-q T^{\frac{q-1}{4}}(-1) \phi(2 \alpha \beta)_{2} F_{1}\left(\begin{array}{ccc}
T^{\frac{q-1}{4}}, & T^{\frac{3(q-1)}{4}} & \\
& \varepsilon & \frac{4}{\alpha^{2}}
\end{array}\right) .
$$

Then combining this with Theorem 2.3.2 we complete the proof.

## Chapter 3

## Hypergeometric Functions and <br> $y^{\ell}=x(x-1)(x-\lambda)$

### 3.1 Introduction

Recall that every elliptic curve $E$ over $\mathbb{C}$ can be written in the Weierstrass normal form

$$
\begin{equation*}
y^{2}=4 x^{3}-g_{2} x-g_{3}, \tag{3.1.1}
\end{equation*}
$$

with $g_{2}, g_{3} \in \mathbb{C}$. If $E(\mathbb{C})$ denotes the group of complex points on $E$, then we can associate a period lattice $\Lambda$ to $E$ via the biholomorphic mapping $\varphi: \mathbb{C} / \Lambda \rightarrow E(\mathbb{C})$ given by

$$
\varphi(z)= \begin{cases}{\left[\wp(z): \wp^{\prime}(z): 1\right],} & \text { for } z \notin \Lambda ; \\ {[0: 1: 0],} & \text { for } z \in \Lambda,\end{cases}
$$

where $\wp$ is the Weierstrass $\wp$-function. If $g_{2}, g_{3} \in \mathbb{R}$ then $\Lambda$ can be chosen to be of the form $\Lambda=\Omega(E) \mathbb{Z}+\Omega^{\prime}(E) \mathbb{Z}$, where $\Omega(E) \in \mathbb{R}$ and $\Omega^{\prime}(E) \in \mathbb{C}$. We call $\Omega(E)$ the real period of $E$. Furthermore, if the right-hand side of (3.1.1) has three real roots then $\Omega^{\prime}(E)$ will be strictly imaginary. Thus, the period of an elliptic curve is a characterization to the real points of order 2 on the curve.

In this chapter, we define $\Omega\left(C_{\ell, \lambda}\right)$ for an algebraic curve $C_{\ell, \lambda}$ of degree $\ell$ analogous to the real period of elliptic curves and find a relation with ordinary hypergeometric

[^2]series. We also give a relation between the number of points on $C_{\ell, \lambda}$ over a finite field and Gaussian hypergeometric series. Finally, we give an alternate proof of a result of [36] and develop the interplay between binomial coefficients involving rational numbers and those involving multiplicative characters by providing some expressions for $a_{p}\left(C_{\ell, \lambda}\right)$ and $\Omega\left(C_{\ell, \lambda}\right)$.

### 3.2 Main results

Let $\lambda \in \mathbb{Q} \backslash\{0,1\}$ and $\ell \geq 2$, and denote by $C_{\ell, \lambda}$ the nonsingular projective curve over $\mathbb{Q}$ with affine equation given by

$$
\begin{equation*}
y^{\ell}=x(x-1)(x-\lambda) . \tag{3.2.1}
\end{equation*}
$$

The change of variables $(x, y) \mapsto\left(x+\frac{1+\lambda}{3}, \frac{y}{2}\right)$ takes (3.2.1) to

$$
\begin{equation*}
y^{\ell}=2^{\ell}(x-a)(x-b)(x-c), \tag{3.2.2}
\end{equation*}
$$

where $a=-\frac{1+\lambda}{3}, b=\frac{2 \lambda-1}{3}$, and $c=\frac{2-\lambda}{3}$.
Remark 3.2.1. If $\ell=3, C_{\ell, \lambda}$ is an elliptic curve. Dehomogenizing the projective curve $C_{3, \lambda}: Y^{3}=X(X-Z)(X-\lambda Z)$ by putting $X=1$ and then making the substitution

$$
Y \rightarrow \lambda x, Z \rightarrow \lambda\left(y+\frac{1+\lambda}{2 \lambda^{2}}\right)
$$

we find that $C_{3, \lambda}$ is isomorphic over $\mathbb{Q}$ to the elliptic curve

$$
\begin{equation*}
y^{2}=x^{3}+\left(\frac{\lambda-1}{2 \lambda^{2}}\right)^{2} . \tag{3.2.3}
\end{equation*}
$$

### 3.2.1 On $y^{\ell}=x(x-1)(x-\lambda)$ and classical hypergeometric series

We define an integral for the family of curves (3.2.1) analogous to the real period of elliptic curves.

Definition 3.2.1. The complex number $\Omega\left(C_{\ell, \lambda}\right)$ is defined as

$$
\Omega\left(C_{\ell, \lambda}\right):=2 \int_{a}^{b} \frac{d x}{y^{\ell-1}}
$$

where $x$ and $y$ are related as in (3.2.2).
It is to be noted that, $C_{2, \lambda}$ is the elliptic curve in Legendre normal form with real period $\Omega\left(C_{2, \lambda}\right)$, and $C_{3, \lambda}$ represents the elliptic curve (3.2.3) with period integral $\Omega\left(C_{3, \lambda}\right)$. In the following theorem, we express the integral $\Omega\left(C_{\ell, \lambda}\right)$ in terms of ${ }_{2} F_{1}$ classical hypergeometric series.

Theorem 3.2.1. If $0<\lambda<1$, then $\Omega\left(C_{\ell, \lambda}\right)$ is given by

$$
\Omega\left(C_{\ell, \lambda}\right)=\frac{\left(\Gamma\left(\frac{1}{\ell}\right)\right)^{2}}{2^{\ell-2} \lambda^{\frac{\ell-2}{\ell}} \Gamma\left(\frac{2}{\ell}\right)} \cdot{ }_{2} F_{1}\left(\begin{array}{ll}
(\ell-1) / \ell, & 1 / \ell \\
& 2 / \ell
\end{array}\right) .
$$

Proof. Recalling (3.2.2), from the definition of $\Omega\left(C_{\ell, \lambda}\right)$, we have

$$
\begin{aligned}
\Omega\left(C_{\ell, \lambda}\right) & =2 \int_{a}^{b} \frac{d x}{y^{\ell-1}} \\
& =2 \int_{a}^{b} \frac{d x}{2^{\ell-1}\{(x-a)(x-b)(x-c)\}^{\frac{\ell-1}{\ell}}}
\end{aligned}
$$

Note that $a<x<b$ and $0<\lambda<1$. Hence $(x-a)$ is positive, while $(x-b)$ and $(x-c)$ are negative. Thus $\Omega\left(C_{\ell, \lambda}\right)$ is real.

Putting $(x-a)=(b-a) \sin ^{2} \theta$, we obtain

$$
\begin{aligned}
\Omega\left(C_{\ell, \lambda}\right) & =2 \int_{0}^{\pi / 2} \frac{2(b-a) \sin \theta \cos \theta}{2^{\ell-1}\left[(b-a) \sin ^{2} \theta(b-a) \cos ^{2} \theta\left\{(c-a)-(b-a) \sin ^{2} \theta\right\}\right]^{\frac{l-1}{\ell}}} d \theta \\
& =\frac{1}{2^{\ell-3}} \int_{0}^{\pi / 2} \frac{(b-a)^{\frac{2-\ell}{\ell}}(\sin \theta)^{\frac{2-\ell}{\ell}}(\cos \theta)^{\frac{2-\ell}{\ell}}}{\left\{(c-a)-(b-a) \sin ^{2} \theta\right\}^{\frac{\ell-1}{\ell}}} d \theta .
\end{aligned}
$$

Using $(b-a)=\lambda$ and $(c-a)=1$ yields

$$
\begin{aligned}
\Omega\left(C_{\ell, \lambda}\right) & =\frac{1}{2^{\ell-3} \lambda^{\frac{\ell-2}{\ell}}} \int_{0}^{\pi / 2} \frac{(\sin \theta)^{2 \frac{1}{\ell}-1}(\cos \theta)^{2 \frac{2}{\ell}-2 \frac{1}{\ell}-1}}{\left(1-\lambda \sin ^{2} \theta\right)^{\frac{\ell-1}{\ell}}} d \theta \\
& =\frac{\left(\Gamma\left(\frac{1}{\ell}\right)\right)^{2}}{2^{\ell-2} \lambda^{\frac{\ell-2}{\ell}} \Gamma\left(\frac{2}{\ell}\right)} \cdot{ }_{2} F_{1}\left(\begin{array}{rl}
(\ell-1) / \ell, & 1 / \ell \\
& 2 / \ell
\end{array}\right),
\end{aligned}
$$

where the last equality follows from Theorem 1.3.1. This completes the proof of the theorem.

Remark 3.2.2. If we put $\ell=2$ in Theorem 3.2.1, we obtain Theorem 1.2.1 using the facts that $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$ and $\Gamma(1)=1$.

### 3.2.2 On $y^{\ell}=x(x-1)(x-\lambda)$ and Gaussian hypergeometric function

We define $a_{p}\left(C_{\ell, \lambda}\right)$ analogous to the trace of Frobenius of elliptic curves.
Definition 3.2.2. Suppose $p$ is a prime of good reduction for $C_{\ell, \lambda}$. Define the integer $a_{p}\left(C_{\ell, \lambda}\right)$ by

$$
\begin{equation*}
a_{p}\left(C_{\ell, \lambda}\right):=1+p-\# C_{\ell, \lambda}\left(\mathbb{F}_{p}\right) \tag{3.2.4}
\end{equation*}
$$

where $\# C_{\ell, \lambda}\left(\mathbb{F}_{p}\right)$ denotes the number of points that the curve $C_{\ell, \lambda}$ has over $\mathbb{F}_{p}$.
It is clear that a prime $p$ not dividing $\ell$ is of good reduction for $C_{\ell, \lambda}$ if and only if $\operatorname{ord}_{p}(\lambda(\lambda-1))=0$.

Remark 3.2.3. For $\lambda \neq 0,1$, we have

$$
\begin{equation*}
C_{\ell, \lambda}: y^{\ell}=z^{\ell-3} x(x-z)(x-\lambda z) . \tag{3.2.5}
\end{equation*}
$$

Let $\ell \geq 4$, then $z=0$ implies that $y^{\ell}=0$, and hence $[1: 0: 0]$ is the only point at infinity. If $\ell=2$, then for $z=0$, we have $x^{3}=0$. Thus the point at infinity is $[0: 1: 0]$. Hence, if $\ell \neq 3$, then

$$
\# C_{\ell, \lambda}\left(\mathbb{F}_{p}\right)=1+\#\left\{(x, y) \in \mathbb{F}_{p}^{2}: y^{\ell}=x(x-1)(x-\lambda)\right\}
$$

Let $\ell=3$. Putting $z=0$ in (3.2.5), we have $y^{3}=x^{3}$. Let $p \equiv 1(\bmod$ 3) and $\omega \in \mathbb{F}_{p}^{\times}$be of order 3 . Then there are three points at infinity, namely, $[1: 1: 0],[1: \omega: 0]$, and $\left[1: \omega^{2}: 0\right]$. Hence, in this case,

$$
\# C_{\ell, \lambda}\left(\mathbb{F}_{p}\right)=3+\#\left\{(x, y) \in \mathbb{F}_{p}^{2}: y^{\ell}=x(x-1)(x-\lambda)\right\}
$$

Again, if $\ell=3$ and $p \equiv 2(\bmod 3)$, then the point at infinity is $[1: 1: 0]$. Thus, in this case

$$
\# C_{\ell, \lambda}\left(\mathbb{F}_{p}\right)=1+\#\left\{(x, y) \in \mathbb{F}_{p}^{2}: y^{\ell}=x(x-1)(x-\lambda)\right\}
$$

With this notation, we have the following result which connects the number of points of $C_{\ell, \lambda}$ over $\mathbb{F}_{p}$ with Gaussian hypergeometric series.

Theorem 3.2.2. If $p \equiv 1(\bmod \ell)$ and $\operatorname{ord}_{p}(\lambda(\lambda-1))=0$, then $a_{p}\left(C_{\ell, \lambda}\right)$ satisfies

$$
-a_{p}\left(C_{\ell, \lambda}\right)=\left\{\begin{array}{cc}
p \cdot \sum_{i=1}^{\ell-1} \chi^{i}\left(-\lambda^{2}\right)_{2} F_{1}\left(\begin{array}{cc}
\overline{\chi^{i}}, & \chi^{2} \\
\chi^{2 i}
\end{array}\right), & \text { if } \ell \neq 3 \\
2+p \cdot \sum_{i=1}^{\ell-1} \chi^{i}\left(-\lambda^{2}\right)_{2} F_{1}\left(\left.\begin{array}{c}
\overline{\chi^{i}}, \\
\chi^{i} \\
\chi^{2 i}
\end{array} \right\rvert\, \lambda\right.
\end{array}\right), \quad \text { if } \ell=3,
$$

where $\chi$ is a character of $\mathbb{F}_{p}$ of order $\ell$.
Proof. Since $p \equiv 1(\bmod \ell)$, there exists a character $\chi$ of order $\ell$ on $\mathbb{F}_{p}$. Using (1.3.3), we have

$$
\begin{aligned}
& \sum_{i=1}^{\ell-1} \chi^{i}\left(-\lambda^{2}\right)_{2} F_{1}\left(\begin{array}{cc}
\overline{\chi^{i}}, & \chi^{i} \\
& \chi^{2 i}
\end{array}\right) \\
&= \sum_{i=1}^{\ell-1} \chi^{i}\left(-\lambda^{2}\right) \frac{\chi^{i} \chi^{2 i}(-1)}{p} \sum_{t \in \mathbb{F}_{p}} \chi^{i}(t) \overline{\chi^{i}} \chi^{2 i}(1-t) \overline{\chi^{i}}(1-\lambda t) \\
&= \sum_{i=1}^{\ell-1} \chi^{i}\left(-\lambda^{2}\right) \frac{\chi^{3 i}(-1)}{p} \sum_{t \in \mathbb{F}_{\mathfrak{p}}} \chi^{i}(t) \chi^{i}(1-t) \chi^{i}(1-\lambda t)
\end{aligned}
$$

Replacing $t$ by $\frac{t}{\lambda}$, we deduce

$$
\begin{align*}
p \cdot \sum_{i=1}^{\ell-1} \chi^{i}\left(-\lambda^{2}\right)_{2} F_{1}\left(\begin{array}{cc}
\overline{\chi^{i}}, & \chi^{2} \\
& \chi^{2 i}
\end{array}\right) & =\sum_{i=1}^{\ell-1} \sum_{t \in \mathbf{F}_{p}} \chi^{i}(t(t-1)(t-\lambda)) \\
& =\sum_{t \in \mathbb{F}_{p}} \sum_{i=1}^{\ell-1} \chi^{i}(t(t-1)(t-\lambda)) \tag{3.2.6}
\end{align*}
$$

Moreover,

$$
\begin{aligned}
& \#\left\{(x, y) \in \mathbb{F}_{p}^{2}: y^{\ell}=x(x-1)(x-\lambda)\right\} \\
& =\sum_{t \in \mathbf{F}_{p}} \#\left\{y \in \mathbb{F}_{p}: y^{\ell}=t(t-1)(t-\lambda)\right\} \\
& =\sum_{t \in \mathbb{F}_{p}, t(t-1)(t-\lambda) \neq 0} \#\left\{y \in \mathbb{F}_{p}: y^{\ell}=t(t-1)(t-\lambda)\right\}+\#\left\{t \in \mathbb{F}_{p}: t(t-1)(t-\lambda)=0\right\} .
\end{aligned}
$$

Now applying Lemma 1.3.6, we obtain

$$
\begin{aligned}
& \#\left\{(x, y) \in \mathbb{F}_{p}^{2}: y^{\ell}=x(x-1)(x-\lambda)\right\} \\
&= \sum_{t \in \mathbb{F}_{p}} \sum_{i=0}^{\ell-1} \chi^{i}(t(t-1)(t-\lambda))+\#\left\{t \in \mathbb{F}_{p}: t(t-1)(t-\lambda)=0\right\} \\
&=\left\{\#\left\{t \in \mathbb{F}_{p}: t(t-1)(t-\lambda)=0\right\}+\sum_{t \in \mathbf{F}_{p}} \varepsilon(t(t-1)(t-\lambda))\right\} \\
&+\sum_{t \in \mathbb{F}_{p}} \sum_{i=1}^{\ell-1} \chi^{i}(t(t-1)(t-\lambda)) \\
&= p+\sum_{t \in \mathbb{F}_{p}} \sum_{i=1}^{\ell-1} \chi^{i}(t(t-1)(t-\lambda)) .
\end{aligned}
$$

Then the equation (3.2.6) yields

$$
\#\left\{(x, y) \in \mathbb{F}_{p}^{2}: y^{\ell}=x(x-1)(x-\lambda)\right\}=p+p \cdot \sum_{i=1}^{\ell-1} \chi^{i}\left(-\lambda^{2}\right)_{2} F_{1}\left(\begin{array}{cc}
\overline{\chi^{i}}, & \chi^{i} \\
& \chi^{2 i}
\end{array}\right)
$$

Since $\operatorname{ord}_{p}(\lambda(\lambda-1))=0$; using (3.2.4) and Remark 3.2.3 we complete the proof of the result.

Remark 3.2.4. Theorem 1.2.3 (a) can be obtained from Theorem 3.2.2 by putting $\ell=2$. Note that for the quadratic character $\phi$ of $\mathbb{F}_{p}$, we have $\phi\left(-\lambda^{2}\right)=\phi(-1)$.

Remark 3.2.5. The formula for $a_{p}\left(C_{3, \lambda}\right)$ in Theorem 3.2.2 gives the trace of Frobenius of the family of elliptic curves (3.2.3).

A typical result in the direction of finding the number of solutions over a finite field of a polynomial equation is the Hasse-Weil bound, which states that a smooth projective curve of genus $g$ defined over a finite field with $q$ elements has between $q+1-2 g \sqrt{q}$ and $q+1+2 g \sqrt{q}$ points. For $\ell \geq 3$, the genus of the curve $C_{\ell, \lambda}$ is $\frac{(\ell-1)(\ell-2)}{2}$. Thus, the Hasse-Weil bound yields the following corollary.

Corollary 3.2.3. Suppose $\ell \geq 4$. If $p \equiv 1(\bmod \ell)$ and $\operatorname{ord}_{p}(\lambda(\lambda-1))=0$, then

$$
\left.\left|\sum_{i=1}^{\ell-1} \chi^{i}\left(-\lambda^{2}\right)_{2} F_{1}\left(\begin{array}{cc}
\overline{\chi^{i}}, & \chi^{i} \\
& \chi^{2 i}
\end{array}\right)\right| \lambda\right) \leq \frac{(\ell-1)(\ell-2)}{\sqrt{p}},
$$

where $\chi$ is a character of $\mathbb{F}_{p}$ of order $\ell$.
If $\ell=3$, then

$$
\left|2+p \cdot \sum_{i=1}^{2} \chi^{i}\left(-\lambda^{2}\right)_{2} F_{1}\left(\begin{array}{ccc}
\overline{\chi^{i}}, & \chi^{i} & \\
& \chi^{2 i} &
\end{array}\right)\right| \leq 2 \sqrt{p},
$$

where $\chi$ is a character of $\mathbb{F}_{p}$ of order 3 .
Corollary 3.2.4. If $p \equiv 1(\bmod 3)$ and $x^{2}+3 y^{2}=p$, then

$$
p \cdot \sum_{i=1}^{2}{ }_{2} F_{1}\left(\begin{array}{ccc}
\overline{\chi^{2}}, & \chi^{i} & \\
& \chi^{2 i} & \mid-1
\end{array}\right)=(-1)^{x+y}\left(\frac{x}{3}\right) \cdot 2 x-2,
$$

where $\chi$ is a character of $\mathbb{F}_{p}$ of order 3 .
Proof. As mentioned in Remark 3.2.1, $C_{3,-1}$ is isomorphic over $\mathbb{Q}$ to the elliptic curve

$$
E: y^{2}=x^{3}+1
$$

Therefore,

$$
\begin{equation*}
a_{p}\left(C_{3,-1}\right)=a_{p}(E) \tag{3.2.7}
\end{equation*}
$$

Again, [34, Prop. 2] states that

$$
\begin{equation*}
a_{p}(E)=(-1)^{x+y-1}\left(\frac{x}{3}\right) \cdot 2 x \tag{3.2.8}
\end{equation*}
$$

Using (3.2.8) in (3.2.7), the result follows from Theorem 3.2.2.

### 3.3 Analog between classical and Gaussian hypergeometric series

Greene [18] introduced the notion of hypergeometric series over finite fields, which are analogous to the classical hypergeometric series. Since then, the interplay between ordinary hypergeometric series and Gaussian hypergeometric series has played an important role in character sum evaluation [20], the representation theory of $S L(2, \mathbb{R})$ [19], finite field versions of the Lagrange inversion formula [21], and finding the number of points on an algebraic curve over finite fields [34]. Recently, Rouse [36] and McCarthy [30] provided expressions for the traces of Frobenius of certain families of elliptic curves in terms of Gaussian hypergeometric series. These formulas are analogous to the expressions for the real periods of the curves in terms of classical hypergeometric series. Moreover, the classical hypergeometric series expression of the period integral of $C_{\ell, \lambda}$ given in Theorem 3.2.1 is analogous to the Gaussian hypergeometric series expression of the number of $\mathbb{F}_{p}$-points on $C_{\ell, \lambda}$ given in Theorem 3.2.2. This section examine this analogy further and provide a striking analogy between binomial coefficients involving rational numbers and those involving multiplicative characters.

Theorem 3.3.1. For $\lambda=\frac{1}{2}$, we have

$$
\begin{equation*}
\frac{2^{\frac{(\ell-3)(\ell-1)}{\ell}} \Gamma\left(\frac{2}{\ell}\right)}{\left(\Gamma\left(\frac{1}{\ell}\right)\right)^{2}} \cdot \Omega\left(C_{\ell, \lambda}\right)=\frac{\binom{\frac{1}{2 \ell}}{\frac{\ell}{\ell}}}{\binom{\frac{3-2 \ell}{2 \ell}}{\frac{2-\ell}{\ell}}} . \tag{3.3.1}
\end{equation*}
$$

Moreover, if $p \equiv 1(\bmod \ell)$, then

$$
-a_{p}\left(C_{\ell, \frac{1}{2}}\right)=\left\{\begin{array}{cl}
p \cdot \sum_{i=1}^{\left\lfloor\frac{\ell-1}{2}\right\rfloor} \chi^{-2 i}(8)\left[\binom{\chi^{i}}{\chi^{-2 i}}+\binom{\phi \chi^{i}}{\chi^{-2 i}}\right], & \text { if } \frac{p-1}{\ell} \text { is odd and } \ell \neq 3 ;  \tag{3.3.2}\\
p \cdot \sum_{i=1}^{\ell-1} \chi^{-i}(8)\left[\binom{\sqrt{\chi^{2}}}{\chi^{-2}}+\binom{\phi \sqrt{\chi^{i}}}{\chi^{-i}}\right], & \text { if } \frac{p-1}{\ell} \text { is even and } \ell \neq 3 ; \\
2+p \cdot \sum_{\imath=1}^{2}\left[\binom{\sqrt{\chi^{i}}}{\chi^{-i}}+\binom{\phi \sqrt{\chi^{i}}}{\chi^{-i}}\right], \quad \text { if } \ell=3
\end{array}\right.
$$

where $\chi$ is a character of $\mathbb{F}_{p}$ of order $\ell$ and $\phi$ is the quadratic character.
Proof. By Theorem 1.3.4, we have

$$
\left.\begin{array}{rl}
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
(\ell-1) / \ell, & 1 / \ell \\
2 / \ell
\end{array} \right\rvert\,-1\right.
\end{array}\right)=\frac{\Gamma\left(\frac{2}{\ell}\right) \Gamma\left(\frac{2 \ell+1}{2 \ell}\right)}{\Gamma\left(\frac{\ell+1}{\ell}\right) \Gamma\left(\frac{3}{2 \ell}\right)} .
$$

Putting $\lambda=1 / 2$ in Theorem 3.2.1, we obtain the relation

$$
\frac{2^{\frac{\ell^{2}-3 \ell+2}{\ell} \Gamma\left(\frac{2}{\ell}\right)}}{\left(\Gamma\left(\frac{1}{\ell}\right)\right)^{2}} \cdot \Omega\left(C_{\ell, \frac{1}{2}}\right)={ }_{2} F_{1}\left(\begin{array}{ll}
(\ell-1) / \ell, & 1 / \ell \\
& 2 / \ell
\end{array} \frac{1}{2}\right) .
$$

Then using Theorem 1.3.2, we have

$$
{ }_{2} F_{1}\left(\left.\begin{array}{lll}
(\ell-1) / \ell, & 1 / \ell \\
& 2 / \ell
\end{array} \right\rvert\, \frac{1}{2}\right)=2^{\frac{\ell-1}{\ell}}{ }_{2} F_{1}\left(\begin{array}{cc}
(\ell-1) / \ell, & 1 / \ell \\
& 2 / \ell
\end{array}\right) .
$$

Thus

$$
\frac{2^{\frac{\ell^{2}-3 \ell+2}{\ell}} \Gamma\left(\frac{2}{\ell}\right)}{\left(\Gamma\left(\frac{1}{\ell}\right)\right)^{2}} \cdot \Omega\left(C_{\ell, \frac{1}{2}}\right)=2^{\frac{\ell-1}{\ell}}{ }_{2} F_{1}\left(\begin{array}{lll}
(\ell-1) / \ell, & 1 / \ell &  \tag{3.3.4}\\
& 2 / \ell
\end{array}\right)
$$

From (3.3.3) and (3.3.4), we complete the proof of (3.3.1).
Now, we shall prove the second part of the result. Putting $\lambda=\frac{1}{2}$ in Theorem 3.2.2, we have

$$
-a_{p}\left(C_{\ell, \frac{1}{2}}\right)=\left\{\begin{array}{cc}
p \cdot \sum_{i=1}^{\ell-1} \chi^{i}\left(-\frac{1}{4}\right)_{2} F_{1}\left(\begin{array}{cc}
\overline{\chi^{i}}, & \chi^{i} \\
\chi^{2 i} & 1 \frac{1}{2}
\end{array}\right), & \text { if } \ell \neq 3  \tag{3.3.5}\\
2+p \cdot \sum_{i=1}^{\ell-1} \chi^{i}\left(-\frac{1}{4}\right)_{2} F_{1}\left(\left.\begin{array}{cc}
\overline{\chi^{i}}, & \chi^{i} \\
\chi^{2 i}
\end{array} \right\rvert\, \frac{1}{2}\right.
\end{array}\right), \quad \text { if } \ell=3 .
$$

Again, from [18, (4.15)], we have

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
A & \bar{A} & 1 \\
& \bar{A} B & 1 \frac{1}{2}
\end{array}\right)=A(-2) \begin{cases}0, & \text { if } B \text { is not a square; } \\
{\left[\binom{C}{A}+\binom{\phi C}{A}\right],} & \text { if } B=C^{2}\end{cases}
$$

Using this in (3.3.5), we obtain
$-a_{p}\left(C_{\ell, \frac{1}{2}}\right)=\left\{\begin{array}{cl}p \cdot \sum_{i=1}^{\left\lfloor\frac{\ell-1}{2}\right\rfloor} \chi^{-2 i}(8)\left[\binom{\chi^{i}}{\chi^{-2 i}}+\binom{\phi \chi^{i}}{\chi^{-2 i}}\right], & \text { if } \chi \text { is not square and } \ell \neq 3 ; \\ p \cdot \sum_{i=1}^{\ell-1} \chi^{-i}(8)\left[\binom{\sqrt{\chi^{i}}}{\chi^{-i}}+\binom{\phi \sqrt{\chi^{i}}}{\chi^{-i}}\right], & \text { if } \chi \text { is square and } \ell \neq 3 ; \\ 2+p \cdot \sum_{i=1}^{2}\left[\binom{\sqrt{\chi^{i}}}{\chi^{-i}}+\binom{\phi \sqrt{\chi^{i}}}{\chi^{-i}}\right], & \text { if } \ell=3,\end{array}\right.$

Note that $p$ is an odd prime. Write $\chi=w^{k}$, where $w$ is a generator of the group of Dirichlet characters mod $p$. Let $o(w)$ denote the order of $w$. Then $o(w)=p-1$ and $\ell=o\left(w^{k}\right)=(p-1) / \operatorname{gcd}(k, p-1)$. So $(p-1) / \ell=\operatorname{gcd}(k, p-1)$.

If $(p-1) / \ell$ is even, then $k$ is also even, hence $\chi$ is a square.
Conversely, if $\chi$ is a square, it is an even power of the generator $w$, hence $k$ is even, and $(p-1) / \ell=\operatorname{gcd}(k, p-1)$ is even.

This implies that $\chi$ is a square if and only if $(p-1) / \ell$ is even. Moreover, $\chi^{i}$ is always a square for even values of $i$, and for odd values of $i, \chi^{i}$ is a square if and only if $\chi$ is a square. Using these, from (3.3.6), we complete the proof of (3.3.2).

In [36], Rouse gave an analogy between ordinary hypergeometric series and Gaussian hypergeometric series by evaluating $\Omega\left(C_{2, \frac{1}{2}}\right)$ and $a_{p}\left(C_{2, \frac{1}{2}}\right)$ in terms of hypergeometric series. We now give an alternate proof of [36, Thm. 3, p. 3] with the note that $\binom{1 / 4}{1 / 2}$ is real. Here we extend the definition of binomial coefficient to include rational arguments via

$$
\binom{n}{k}=\frac{\Gamma(n+1)}{\Gamma(k+1) \Gamma(n-k+1)} .
$$

The statement of the result is as follow.

Theorem 3.3.2. [36, Thm. 3] If $\lambda=1 / 2$, then

$$
\frac{\sqrt{2}}{2 \pi} \cdot \Omega\left(C_{2, \lambda}\right)=\binom{1 / 4}{1 / 2} .
$$

If $p \equiv 1(\bmod 4)$, then

$$
\frac{-\phi(-2)}{2 p} \cdot a_{p}\left(C_{2, \lambda}\right)=\operatorname{Re}\binom{\chi_{4}}{\phi}
$$

where $\chi_{4}$ is a character on $\mathbb{F}_{p}$ of order 4 and $\phi$ is the quadratic character.
Proof. Putting $\ell=2$ in (3.3.1), we obtain

$$
\frac{2^{-\frac{1}{2}}}{\left(\Gamma\left(\frac{1}{2}\right)\right)^{2}} \cdot \Omega\left(C_{2, \frac{1}{2}}\right)=\frac{\binom{1 / 4}{1 / 2}}{\binom{-1 / 4}{0}}
$$

which yields

$$
\frac{\sqrt{2}}{2 \pi} \cdot \Omega\left(C_{2, \frac{1}{2}}\right)=\binom{1 / 4}{1 / 2}
$$

since $\binom{-1 / 4}{0}=1$ and $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$.
For the second part, recall that $p \equiv 1(\bmod 4)$. Putting $\ell=2$ in (3.3.2), we find that

$$
\frac{-\phi(8)}{p} \cdot a_{p}\left(C_{2, \frac{1}{2}}\right)=\binom{\chi_{4}}{\phi}+\binom{\phi \chi_{4}}{\phi},
$$

since $\chi_{4}^{2}=\phi$. Clearly $\phi \chi_{4}=\overline{\chi_{4}}$, and this implies that $\binom{\phi \chi_{4}}{\phi}=\overline{\binom{\chi_{4}}{\phi}}$. Also, observing that $\phi(8)=\phi(2)$, we obtain

$$
\frac{-\phi(2)}{2 p} \cdot a_{p}\left(C_{2, \frac{1}{2}}\right)=\operatorname{Re}\binom{\chi_{4}}{\phi} .
$$

Since $p \equiv 1(\bmod 4)$, we have that $\phi(-1)=1$, and hence the result follows.
Simplifying the expressions for $a_{p}\left(C_{\ell, \frac{1}{2}}\right)$ given in (3.3.2), we obtain the following result which generalizes the case $\ell=2, p \equiv 1(\bmod 4)$ treated in Theorem 3.3.2.

Corollary 3.3.3. Suppose that $p \equiv 1(\bmod \ell)$. Then we have

$$
\begin{aligned}
& \int 2 p \cdot\left[\phi(2) \operatorname{Re}\binom{\chi_{4}}{\phi}+\sum_{i=1}^{\frac{\ell-4}{4}} \operatorname{Re}\left\{\chi^{-2 i}(8)\left(\binom{\chi^{i}}{\chi^{-2 i}}+\binom{\phi \chi^{i}}{\chi^{-2 i}}\right)\right\}\right], \\
& \text { if } \frac{p-1}{\ell} \text { is odd and } \ell \equiv 0(\bmod 4) \text {; } \\
& 2 p \cdot \sum_{i=1}^{\frac{\ell-2}{4}} \operatorname{Re}\left[\chi^{-2 i}(8)\left(\binom{\chi^{i}}{\chi^{-2 i}}+\binom{\phi \chi^{i}}{\chi^{-2 i}}\right)\right], \\
& \text { if } \frac{p-1}{\ell} \text { is odd and } \ell \equiv 2(\bmod 4) \text {; } \\
& -a_{p}\left(C_{\ell, \frac{1}{2}}\right)=\left\{2 p \cdot\left[\phi(2) \operatorname{Re}\binom{\chi_{4}}{\phi}+\sum_{i=1}^{\frac{\ell-2}{2}} \operatorname{Re}\left\{\psi^{-2 i}(8)\left(\binom{\psi^{i}}{\psi^{-2 i}}+\binom{\phi \psi^{i}}{\psi^{-2 i}}\right)\right\}\right],\right. \\
& \text { if } \frac{p-1}{\ell} \text { and } \ell \text { are even; } \\
& 2 p \cdot \sum_{i=1}^{\frac{\ell-1}{2}} \operatorname{Re}\left[\psi^{-2 i}(8)\left(\binom{\psi^{i}}{\psi^{-2 i}}+\binom{\phi \psi^{i}}{\psi^{-2 i}}\right)\right], \\
& \text { if } \frac{p-1}{\ell} \text { is even and } \ell \text { is odd, } \ell \geq 5 \text {; } \\
& 2+2 p \cdot \operatorname{Re}\left[\binom{\chi}{\chi}+\binom{\phi \chi}{\chi}\right], \quad \text { if } \ell=3 ;
\end{aligned}
$$

where $\psi, \chi, \chi_{4}$ are characters of $\mathbb{F}_{p}$ of order $2 \ell, \ell, 4$ respectively and $\phi$ is the quadratic character.

Proof. Let $\chi$ be any character of order $\ell$. For each $i$, we have $\chi^{\ell-i}=\overline{\chi^{i}}$ and

$$
\begin{aligned}
& \sqrt{\chi^{\ell-\imath}}=\sqrt{\chi^{i}} \text {. Hence } \\
& \begin{aligned}
\chi^{-2(\ell-i)}(8)\left[\binom{\chi^{\ell-i}}{\chi^{-2(\ell-i)}}+\binom{\phi \chi^{\ell-i}}{\chi^{-2(\ell-i)}}\right] & =\frac{\chi^{2 i}(8)\left[\binom{\chi^{-i}}{\chi^{2 i}}+\binom{\phi \chi^{-i}}{\chi^{2 i}}\right]}{} \\
& =\chi^{-2 i}(8)\left[\binom{\chi^{i}}{\chi^{-2 i}}+\binom{\phi \chi^{i}}{\chi^{-2 i}}\right]
\end{aligned}
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
\chi^{-2 i}(8)\left[\binom{\chi^{i}}{\chi^{-2 i}}+\binom{\phi \chi^{i}}{\chi^{-2 i}}\right] & +\chi^{-2(\ell-i)}(8)\left[\binom{\chi^{\ell-i}}{\chi^{-2(\ell-i)}}+\binom{\phi \chi^{\ell-i}}{\chi^{-2(\ell-i)}}\right] \\
& =2 \operatorname{Re}\left\{\chi^{-2 i}(8)\left[\binom{\chi^{i}}{\chi^{-2 i}}+\binom{\phi \chi^{i}}{\chi^{-2 i}}\right]\right\}
\end{aligned}
$$

Therefore, the result follows from (3.3.2).
Corollary 3.3.4. If $p \equiv 1(\bmod 3)$ and $x^{2}+3 y^{2}=p$, then

$$
p \cdot \operatorname{Re}\left[\binom{\chi}{\chi}+\binom{\phi \chi}{\chi}\right]=(-1)^{x+y}\left(\frac{x}{3}\right) \cdot x-1,
$$

where $\chi$ is a character of order 3 on $\mathbb{F}_{p}$ and $\phi$ is the quadratic character.
Proof. As mentioned in Remark 3.2.1, $C_{3,-1}$ and $C_{3, \frac{1}{2}}$ are isomorphic over $\mathbb{Q}$ to the elliptic curve

$$
y^{2}=x^{3}+1
$$

From (3.2.7) and (3.2.8), it is known that

$$
a_{p}\left(C_{3,-1}\right)=(-1)^{x+y-1}\left(\frac{x}{3}\right) \cdot 2 x .
$$

From Corollary 3.3.3, we have

$$
-a_{p}\left(C_{3, \frac{1}{2}}\right)=2+2 p \cdot \operatorname{Re}\left[\binom{\chi}{\chi}+\binom{\phi \chi}{\chi}\right] .
$$

Since $a_{p}\left(C_{3,-1}\right)=a_{p}\left(C_{3, \frac{1}{2}}\right)$, the result follows.

## Chapter 4

## Gaussian Hypergeometric Series and $y^{\ell}=(x-1)\left(x^{2}+\lambda\right)$

### 4.1 Introduction

Finding number of solutions of a polynomial equation over a finite field has been of interest to mathematicians for many years. Recently, lots of progress have been made to express the number of $\mathbb{F}_{q}$-points on certain families of algebraic curves in terms of Gaussian hypergeometric functions. For example, Fuselier [14], Koike [25], Lennon [27, 28], and Ono [34] expressed the traces of Frobenius of certain families of elliptic curves in terms of particular values of Gaussian hypergeometric series. In Chapter 2, we have also discussed this problem for certain families of elliptic curves, and extend some of the earlier results. Moreover, Vega [40] connected the number of points on an algebraic curve of degree $\ell>0$ in $\mathbb{F}_{q}$ with Gaussian hypergeometric series.

Let $\ell \geq 2$, and $f(x)$ be a cubic polynomial over $\mathbb{Q}$. In Chapter 3, we considered the algebraic curve $y^{\ell}=x(x-1)(x-\lambda)$ and found relations between the number of points on the algebraic curve and hypergeometric series over finite fields. In this chapter, we consider the algebraic curve $y^{\ell}=(x-1)\left(x^{2}+\lambda\right)$. For this family of algebraic curves, we give relations between the number of $\mathbb{F}_{q}$-points on the algebraic curve and ${ }_{2} F_{1}$ and ${ }_{3} F_{2}$ Gaussian hypergeometric series, separately. We also provide
${ }^{3}$ The contents of this chapter have appeared in Int. J. Number Theory (2012).
an alternate proof of a result of McCarthy [30].

### 4.2 Preliminaries

First of all, we restate some results of Evans and Greene from [11, 12], which will be used to prove our results. In [12], for $A, B \in \widehat{\mathbb{F}_{q}^{\times}}$the function $F(A, B ; x)$ is defined by

$$
\begin{equation*}
F(A, B ; x):=\frac{q}{q-1} \sum_{\chi}\binom{A \chi^{2}}{\chi}\binom{A \chi}{B \chi} \chi\left(\frac{x}{4}\right) \tag{4.2.1}
\end{equation*}
$$

and its normalization as

$$
\begin{equation*}
F^{*}(A, B ; x):=F(A, B ; x)+A B(-1) \frac{\bar{A}\left(\frac{x}{4}\right)}{q} . \tag{4.2.2}
\end{equation*}
$$

Another character sum from [11] that we will need is

$$
\begin{equation*}
g(A, B ; x):=\sum_{t \in \mathbf{F}_{q}} A(1-t) B\left(1-x t^{2}\right), \quad x \in \mathbb{F}_{q} \tag{4.2.3}
\end{equation*}
$$

There is a nice relationship between the two functions $F^{*}(A, B ; x)$ and $g(A, B ; x)$ stated as follows.

Theorem 4.2.1. [11, Thm. 2.2] If $A \neq C$ and $x \notin\{0,1\}$, then

$$
F^{*}\left(A, C ; \frac{x}{x-1}\right)=\frac{A(2) A \bar{C}(1-x)}{q} \cdot g\left(A \bar{C}^{2}, \bar{A} C ; 1-x\right) .
$$

Further, the following theorems give connections of the functions $F^{*}(A, B ; x)$ and $g(A, B ; x)$ with Gaussian hypergeometric series.

Theorem 4.2.2. [11, Thm. 2.5] Let $C \neq \phi, A \notin\left\{\varepsilon, C, C^{2}\right\}, x \neq 1$. Then

$$
\begin{aligned}
{ }_{3} F_{2}\left(\left.\begin{array}{cc}
A, \quad \bar{A} C^{2}, & C \phi \\
C^{2}, & C
\end{array} \right\rvert\, x\right)= & -\frac{\bar{C}(x) \phi(1-x)}{q}+C(-1) A \bar{C}(4) A \bar{C}^{2}(1-x) \times \\
& \frac{J\left(\bar{A} C^{2}, A \bar{C}\right)}{q^{2} J(A, \bar{A} C)} \cdot g\left(A \bar{C}^{2}, \bar{A} C ; 1-x\right)^{2} .
\end{aligned}
$$

Theorem 4.2.3. [12, Thm. 1.2] Let $R^{2} \notin\left\{\varepsilon, C, C^{2}\right\}$. Then

$$
F^{*}\left(R^{2}, C ; x\right)=R(4) \frac{J\left(\phi, C \bar{R}^{2}\right)}{J(\bar{R} C, \bar{R} \phi)} \cdot{ }_{2} F_{1}\left(\begin{array}{cc}
R \phi, & R \\
& C
\end{array}\right)
$$

We now prove a result similar to the above theorem.

Proposition 4.2.4. We have

$$
F^{*}(\varepsilon, C ; x)= \begin{cases}{ }_{2} F_{1}\left(\begin{array}{cc}
\phi, & \varepsilon \\
& C
\end{array}\right), & \text { if } C \neq \varepsilon ; \\
-(q-2) \cdot{ }_{2} F_{1}\left(\left.\begin{array}{cc}
\phi, & \varepsilon \\
& C
\end{array} \right\rvert\, x\right), & \text { if } C=\varepsilon .\end{cases}
$$

Proof. We prove the result following the technique used in [12]. From [18, (4.21)], we know that

$$
\binom{B^{2} \chi^{2}}{\chi}=\binom{\phi B \chi}{\chi}\binom{B \chi}{B^{2} \chi}\binom{\phi}{\phi B}^{-1} B \chi(4)
$$

Putting $B=\varepsilon$, we have

$$
\begin{equation*}
\binom{\chi^{2}}{\chi}=\binom{\phi \chi}{\chi}\binom{\chi}{\chi}\binom{\phi}{\phi}^{-1} \chi(4) \tag{4.2.4}
\end{equation*}
$$

From (4.2.4) and (4.2.1), we obtain

$$
\begin{align*}
F(\varepsilon, C ; x) & =\frac{q}{q-1} \sum_{\chi}\binom{\chi^{2}}{\chi}\binom{\chi}{C \chi} \chi\left(\frac{x}{4}\right) \\
& =\frac{q}{q-1} \sum_{\chi}\binom{\chi}{C \chi}\binom{\phi \chi}{\chi}\binom{\chi}{\chi}\binom{\phi}{\phi}^{-1} \chi(4) \chi\left(\frac{x}{4}\right) \\
& =\binom{\phi}{\phi}^{-1}{ }_{3} F_{2}\left(\begin{array}{ccc}
\phi, & \varepsilon, & \varepsilon \\
C, & \mid x
\end{array}\right) . \tag{4.2.5}
\end{align*}
$$

By Theorem 1.3.13, (4.2.5) reduces to

$$
\binom{\phi}{\phi} F(\varepsilon, C ; x)=\binom{C}{C}_{2} F_{1}\left(\left.\begin{array}{cc}
\phi, & \varepsilon  \tag{4.2.6}\\
& C
\end{array} \right\rvert\, x\right)-\frac{C(-1)}{q}\binom{\phi}{\varepsilon} .
$$

From (4.2.2), we have

$$
\begin{equation*}
\binom{\phi}{\phi} F(\varepsilon, C ; x)=\binom{\phi}{\phi} F^{*}(\varepsilon, C ; x)-\frac{C(-1)}{q}\binom{\phi}{\phi} . \tag{4.2.7}
\end{equation*}
$$

Comparing equations (4.2.6) and (4.2.7), we obtain

$$
F^{*}(\varepsilon, C ; x)=\binom{C}{C}\binom{\phi}{\phi}^{-1}{ }_{2} F_{1}\left(\left.\begin{array}{ccc}
\phi, & \varepsilon & \\
& C
\end{array} \right\rvert\, x\right)
$$

Using (1.3.2), we complete the proof of the result.

### 4.3 Main results

Let $\lambda \in \mathbb{Q} \backslash\{0,-1\}$ and $\ell \geq 2$. Denote by $V_{\ell, \lambda}$ the nonsingular projective algebraic curve over $\mathbb{Q}$ with affine equation given by

$$
\begin{equation*}
y^{\ell}=(x-1)\left(x^{2}+\lambda\right) . \tag{4.3.1}
\end{equation*}
$$

Remark 4.3.1. If $\ell=3, V_{\ell, \lambda}$ is an elliptic curve. The change of variables

$$
X-Z \rightarrow X, Y \rightarrow Y \text { and } X \rightarrow X
$$

transforms the projective curve

$$
V_{3, \lambda}: Y^{3}=(X-Z)\left(X^{2}+\lambda Z^{2}\right)
$$

to

$$
\begin{equation*}
Y^{3}=X\left(X^{2}+2 X Z+(1+\lambda) Z^{2}\right) \tag{4.3.2}
\end{equation*}
$$

Now dehomogenizing (4.3.2) by putting $X=1$ and then making the substitution

$$
Y \rightarrow(1+\lambda) x, Z \rightarrow(1+\lambda) y-\frac{1}{1+\lambda}
$$

we find that $V_{3, \lambda}$ is isomorphic over $\mathbb{Q}$ to the elliptic curve

$$
y^{2}=x^{3}-\frac{\lambda}{(1+\lambda)^{4}}
$$

We now define an integer $a_{q}\left(V_{\ell, \lambda}\right)$ analogous to the trace of Frobenius of elliptic curves.

Definition 4.3.1. Suppose $p$ is a prime of good reduction for $V_{\ell, \lambda}$. Let $q=p^{e}$. Define the integer $a_{q}\left(V_{\ell, \lambda}\right)$ by

$$
a_{q}\left(V_{\ell, \lambda}\right):=1+q-\# V_{\ell, \lambda}\left(\mathbb{F}_{q}\right),
$$

where $\# V_{\ell, \lambda}\left(\mathbb{F}_{q}\right)$ denotes the number of points that the curve $V_{\ell, \lambda}$ has over $\mathbb{F}_{q}$.
It is clear that a prime $p$ not dividing $\ell$ is of good reduction for $V_{\ell, \lambda}$ if and only if $\operatorname{ord}_{p}(\lambda(\lambda+1))=0$.

Similar to the Remark 3.2.3, we have the following remark regarding the number of $\mathbb{F}_{q}$-points on $V_{\ell, \lambda}$. For details, see Remark 3.2.3.

Remark 4.3.2. Let $\ell \neq 3$. Then

$$
\begin{equation*}
\# V_{\ell, \lambda}\left(\mathbb{F}_{q}\right)=1+\#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\lambda\right)\right\} \tag{4.3.3}
\end{equation*}
$$

In fact, for $\ell \geq 4$, the point $[1: 0: 0]$ is the only point at infinity. Moreover, if $\ell=2$, the point at infinity is $[0: 1: 0]$.

Further, let $\ell=3$ and $p \equiv 1(\bmod 3)$. Consider $\omega \in \mathbb{F}_{q}^{\times}$be of order 3 . Then there are three points at infinity of $V_{\ell, \lambda}$, namely $[1: 1: 0],[1: \omega: 0]$, and $\left[1: \omega^{2}: 0\right]$. Hence,

$$
\begin{equation*}
\# V_{\ell, \lambda}\left(\mathbb{F}_{q}\right)=3+\#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\lambda\right)\right\} \tag{4.3.4}
\end{equation*}
$$

Again, if $\ell=3$ and $p \equiv 2(\bmod 3)$, the only point at infinity is $[1: 1: 0]$.

### 4.3.1 $y^{\ell}=(x-1)\left(x^{2}+\lambda\right)$ and ${ }_{3} F_{2}$ Gaussian hypergeometric

 seriesOno [34, Thm. 5], proved that if $\lambda \in \mathbb{Q} \backslash\{0,-1\}$ and $p$ is an odd prime for which $\operatorname{ord}_{p}(\lambda(\lambda+1))=0$ then

$$
{ }_{3} F_{2}\left(\left.\begin{array}{ccc}
\phi, & \phi, & \phi  \tag{4.3.5}\\
& \varepsilon & \varepsilon
\end{array} \right\rvert\, \frac{1+\lambda}{\lambda}\right)=\frac{\phi(-\lambda)\left(a_{p}\left(V_{2, \lambda}\right)^{2}-p\right)}{p^{2}} .
$$

Note that a change of variables in Theorem 5 of Ono [34] is required to arrive at (4.3.5). In this chapter, we give a proof of the following result which generalizes (4.3.5) to the algebraic curve $V_{\ell, \lambda}$ over $\mathbb{F}_{q}$.

Theorem 4.3.1. Let $p$ be a prime such that $\operatorname{ord}_{p}(\lambda(\lambda+1))=0$ and $q=p^{e} \equiv 1$ $(\bmod \ell)$. If $\ell \geq 2$ is such that $3 \nmid \ell$ or $4 \nmid \ell$, then

$$
\left.\begin{array}{rl}
a_{q}\left(V_{\ell, \lambda}\right)^{2}= & q^{2} \cdot \sum_{i=1}^{\ell-1} \frac{J\left(S^{3 i}, S^{-i}\right)}{S^{i}\left(-4 \lambda^{3}\right) J\left(S^{i}, S^{2}\right)} \cdot{ }_{3} F_{2}\left(\left.\begin{array}{ccc}
S^{3 i}, & S^{i}, & S^{2 i} \phi \\
& S^{4 i}, & S^{2 i}
\end{array} \right\rvert\, \frac{1+\lambda}{\lambda}\right.
\end{array}\right)
$$

where

$$
Q= \begin{cases}(\ell-1)(q-1)-(\ell-3) a_{q}\left(V_{\ell, \lambda}\right), & \text { if } \ell \text { is odd } ; \\
(\ell-2)(q-1)-(\ell-2) a_{q}\left(V_{\ell, \lambda}\right) & \\
-2 q \cdot \sum_{i=1}^{\frac{\ell}{2}-1} \frac{J\left(\phi, S^{-2 i}\right)}{J\left(S^{i} \phi, S^{-3 i}\right)} \cdot{ }_{2} F_{1}\left(\left.\begin{array}{cc}
S^{3 i}, & S^{3 i} \phi \\
& S^{4 i}
\end{array} \right\rvert\, 1+\lambda\right), & \text { if } \ell \text { is even }\end{cases}
$$

and $S$ is a character on $\mathbb{F}_{q}$ of order $\ell$.
Proof. Putting $A=S^{i}, B=S^{i}$ and $x=-\frac{1}{\lambda}$ in (4.2.3), we obtain

$$
g\left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right)=\sum_{t \in \mathbf{F}_{q}} S^{-i}(-\lambda) S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right)
$$

which gives

$$
\begin{equation*}
\sum_{t \in \mathbf{F}_{q}} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right)=S^{i}(-\lambda) g\left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right) . \tag{4.3.6}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
& \#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\lambda\right)\right\} \\
& =\sum_{t \in \mathbb{F}_{q}} \#\left\{y \in \mathbb{F}_{q}: y^{\ell}=(t-1)\left(t^{2}+\lambda\right)\right\} \\
& =\sum_{t \in \mathbb{F}_{q},(t-1)\left(t^{2}+\lambda\right) \neq 0} \#\left\{y \in \mathbb{F}_{q}: y^{\ell}=(t-1)\left(t^{2}+\lambda\right)\right\}+\#\left\{t \in \mathbb{F}_{q}:(t-1)\left(t^{2}+\lambda\right)=0\right\} .
\end{aligned}
$$

## Applying Lemma 1.3.6, we obtain

$$
\begin{aligned}
& \#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\lambda\right)\right\} \\
& =\sum_{t \in \mathbb{F}_{q}} \sum_{i=0}^{\ell-1} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right)+\#\left\{t \in \mathbb{F}_{q}:(t-1)\left(t^{2}+\lambda\right)=0\right\} \\
& =q+\sum_{t \in \mathbb{F}_{q}} \sum_{i=1}^{\ell-1} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right) .
\end{aligned}
$$

Since $\operatorname{ord}_{p}(\lambda(\lambda+1))=0$, (4.3.3) yields

$$
\begin{equation*}
-a_{q}\left(V_{\ell, \lambda}\right)=\sum_{i=1}^{\ell-1} \sum_{t \in \mathbf{F}_{q}} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right) \tag{4.3.7}
\end{equation*}
$$

Squaring both sides of (4.3.7), we obtain

$$
a_{q}\left(V_{\ell, \lambda}\right)^{2}=\sum_{i=1}^{\ell-1}\left[\sum_{t \in \mathbb{F}_{q}} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right)\right]^{2}+\sum_{i, j=1, i \neq j}^{\ell-1} \sum_{t \in \mathbf{F}_{q}} S^{i+j}\left((t-1)\left(t^{2}+\lambda\right)\right) .
$$

Again using (4.3.6), we deduce that

$$
\begin{gathered}
a_{q}\left(V_{\ell, \lambda}\right)^{2}=\sum_{i=1}^{\ell-1} S^{i}\left(\lambda^{2}\right) g\left(S^{n}, S^{i} ;-\frac{1}{\lambda}\right)^{2}+\sum_{i, j=1, i \neq j, i+j=\ell}^{\ell-1} \sum_{t \in \mathbf{F}_{q}} S^{n+j}\left((t-1)\left(t^{2}+\lambda\right)\right) \\
+\sum_{i, j=1, i \neq j, i+j \neq \ell}^{\ell-1} \sum_{t \in \mathbb{F}_{q}} S^{i+\jmath}\left((t-1)\left(t^{2}+\lambda\right)\right) .
\end{gathered}
$$

Then Lemma 1.3.7 yields

$$
\begin{align*}
a_{q}\left(V_{\ell, \lambda}\right)^{2}=\sum_{i=1}^{\ell-1} S^{i}\left(\lambda^{2}\right) g & \left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right)^{2}+2(q-1) \cdot\left\lfloor\frac{\ell-1}{2}\right\rfloor \\
& +\sum_{i, j=1, i \neq j, i+j \neq \ell}^{\ell-1} \sum_{t \in \mathbf{F}_{q}} S^{i+j}\left((t-1)\left(t^{2}+\lambda\right)\right) . \tag{4.3.8}
\end{align*}
$$

Since $3 \nmid \ell$ or $4 \nmid \ell$, taking $A=S^{-3 i}, C=S^{-2 i}$ and $x=\frac{1+\lambda}{\lambda}$ in Theorem 4.2.2, we obtain

$$
\begin{align*}
g\left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right)^{2}= & q^{2} \cdot \frac{S^{i}(-4 \lambda) J\left(S^{-3 i}, S^{i}\right)}{J\left(S^{-i}, S^{-i}\right)} \cdot{ }_{3} F_{2}\left(\left.\begin{array}{ccc}
S^{-3 i}, & S^{-i}, & S^{-2 i} \phi \\
& S^{-4 i}, & S^{-2 i}
\end{array} \right\rvert\, \frac{1+\lambda}{\lambda}\right) \\
& +q \cdot \frac{\phi(-\lambda) S^{i}\left(-\frac{4(1+\lambda)^{2}}{\lambda}\right) J\left(S^{-3 i}, S^{i}\right)}{J\left(S^{-i}, S^{-i}\right)} . \tag{4.3.9}
\end{align*}
$$

Now we find the value of

$$
\sum_{i, j=1, i \neq j, i+j \neq \ell}^{\ell-1} \sum_{t \in \mathbb{F}_{q}} S^{n+j}\left((t-1)\left(t^{2}+\lambda\right)\right) .
$$

Let $P\left(i_{k}\right)$ be the set of all possible values of $i$ such that $i+j \equiv k(\bmod \ell), 1 \leq i, j \leq$ $\ell-1$ and $i \neq j$. Then for odd values of $\ell$

$$
\# P\left(i_{k}\right)=\ell-3
$$

and for even values of $l$

$$
\# P\left(i_{k}\right)= \begin{cases}\ell-2, & \text { if } k \text { is odd } \\ \ell-4, & \text { if } k \text { is even }\end{cases}
$$

Therefore,

$$
\begin{aligned}
& \sum_{i, \jmath=1, i \neq j, i+\jmath \neq \ell}^{\ell-1} \sum_{t \in \mathbb{F}_{q}} S^{i+j}\left((t-1)\left(t^{2}+\lambda\right)\right) \\
& = \begin{cases}(\ell-3) \sum_{i=1}^{\ell-1} \sum_{t \in \mathbf{F}_{q}} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right), & \text { if } \ell \text { is odd; } \\
(\ell-2) \sum_{\imath=1}^{\ell-1} \sum_{t \in \mathbb{F}_{q}} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right)-2 \sum_{i=1}^{\frac{2}{2}-1} \sum_{t \in \mathbb{F}_{q}} S^{2 \imath}\left((t-1)\left(t^{2}+\lambda\right)\right), & \text { if } \ell \text { is even. }\end{cases}
\end{aligned}
$$

From (4.3.7), (4.2.3) and Theorem 4.2.1, we deduce that

$$
\begin{align*}
& \sum_{\imath, j=1, i \neq, \ell+j \neq \ell}^{\ell-1} \sum_{t \in \mathbf{F}_{q}} S^{2+j}\left((t-1)\left(t^{2}+\lambda\right)\right) \\
& = \begin{cases}-(\ell-3) a_{q}\left(V_{\ell, \lambda}\right), & \text { if } \ell \text { is odd } \\
-(\ell-2) a_{q}\left(V_{\ell, \lambda}\right) \\
-2 q \sum_{i=1}^{\frac{\ell}{2}-1} \frac{J\left(\phi, S^{2 i}\right)}{J\left(S^{-i}, S^{3 i} \phi\right)} \cdot{ }_{2} F_{1}\left(\left.\begin{array}{ll}
S^{-3 i} \phi, & S^{-3 i} \\
& S^{-4 i}
\end{array} \right\rvert\, 1+\lambda\right), & \text { if } \ell \text { is even. }\end{cases} \tag{4.3.10}
\end{align*}
$$

Using (4.3.9) and (4.3.10) in (4.3.8), we complete the proof.

Remark 4.3.3. Putting $\ell=2$ in Theorem 4.3.1, we obtain

$$
a_{q}\left(V_{2, \lambda}\right)^{2}=q^{2} \phi(-\lambda) \cdot{ }_{3} F_{2}\left(\begin{array}{ccc}
\phi, & \phi, & \phi  \tag{4.3.11}\\
\varepsilon, & \varepsilon & \left\lvert\, \frac{1+\lambda}{\lambda}\right.
\end{array}\right)+q,
$$

which yields (4.3.5) over $\mathbb{F}_{q}$.

### 4.3.2 $y^{\ell}=(x-1)\left(x^{2}+\lambda\right)$ and ${ }_{2} F_{1}$ Gaussian hypergeometric series

In the previous subsection, we have expressed the number of $\mathbb{F}_{q}$-points on the algebraic curve $V_{\ell, \lambda}$ as linear combination of ${ }_{3} F_{2}$ Gaussian hypergeometric function. Now, we prove the following result, which connects the number of points on $V_{\ell, \lambda}$ and ${ }_{2} F_{1}$ hypergeometric series over $\mathbb{F}_{q}$.

Theorem 4.3.2. Suppose that $q=p^{e} \equiv 1(\bmod \ell)$ and $\operatorname{ord}_{p}(\lambda(\lambda+1))=0$. If $3 \nmid \ell$ and $\frac{q-1}{\ell}$ is even, then

$$
-a_{q}\left(V_{\ell, \lambda}\right)=q \cdot \sum_{i=1}^{\ell-1} \frac{J\left(\phi, S^{-i}\right)}{J\left(\sqrt{S^{i}}, \sqrt{S^{-3 i}} \phi\right)} \cdot{ }_{2} F_{1}\left(\begin{array}{ccc}
\sqrt{S^{3 i}} \phi, & \sqrt{S^{3 i}} &  \tag{4.3.12}\\
& S^{2 i} & 1+\lambda
\end{array}\right)
$$

and for $\ell=3$,

$$
-a_{q}\left(V_{\ell, \lambda}\right)=2+q \cdot \sum_{i=1}^{2}{ }_{2} F_{1}\left(\begin{array}{ccc}
\phi, & \varepsilon &  \tag{4.3.13}\\
& & \\
& S^{i} &
\end{array}\right)
$$

where $S$ is a character of order $\ell$ on $\mathbb{F}_{q}$.
Proof. Following the proof of Theorem 4.3.1, we obtain

$$
\begin{equation*}
\sum_{t \in \mathbf{F}_{q}} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right)=S^{i}(-\lambda) g\left(S^{i}, S^{n} ;-\frac{1}{\lambda}\right) \tag{4.3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\lambda\right)\right\}=q+\sum_{t \in \mathbb{F}_{q}} \sum_{i=1}^{\ell-1} S^{i}\left((t-1)\left(t^{2}+\lambda\right)\right) \tag{4.3.15}
\end{equation*}
$$

Since $S^{i} \neq \varepsilon$, we have $S^{-2 i} \neq S^{-3 i}$. Putting $A=S^{-3 i}, C=S^{-2 i}$ and $x=\frac{1+\lambda}{\lambda}$ in Theorem 4.2.1, we deduce that

$$
\begin{equation*}
g\left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right)=q S^{i}\left(-\frac{8}{\lambda}\right) F^{*}\left(S^{-3 \imath}, S^{-2 \imath} ; 1+\lambda\right) . \tag{4.3.16}
\end{equation*}
$$

As $\frac{q-1}{\ell}$ is even, $S^{i}$ is a square. Also, $3 \nmid \ell$ implies that $S^{i} \neq \varepsilon$. So applying Theorem 4.2.3, we obtain

$$
g\left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right)=\frac{q S^{i}\left(-\frac{1}{\lambda}\right) J\left(\phi, S^{i}\right)}{J\left(\sqrt{S^{-i}}, \sqrt{S^{3 i}} \phi\right)} \cdot{ }_{2} F_{1}\left(\begin{array}{ccc}
\sqrt{S^{-3 i}} \phi, & \sqrt{S^{-3 i}} &  \tag{4.3.17}\\
& S^{-2 i} & \mid 1+\lambda
\end{array}\right) .
$$

From (4.3.14), (4.3.15), and (4.3.17), we have

$$
\begin{aligned}
\#\left\{(x, y) \in \mathbb{F}_{q}^{2}:\right. & \left.y^{\ell}=(x-1)\left(x^{2}+\lambda\right)\right\} \\
& =q+\sum_{i=1}^{\ell-1} S^{i}(-\lambda) g\left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right) \\
& =q+q \cdot \sum_{i=1}^{\ell-1} \frac{J\left(\phi, S^{i}\right)}{J\left(\sqrt{S^{-i}}, \sqrt{S^{3 i}} \phi\right)} \cdot{ }_{2} F_{1}\left(\begin{array}{cc}
\sqrt{S^{-3 i}} \phi, \sqrt{S^{-3 i}} & \mid 1+\lambda \\
S^{-22}
\end{array}\right) .
\end{aligned}
$$

Since $\operatorname{ord}_{p}(\lambda(\lambda+1))=0$, (4.3.3) completes the proof of (4.3.12).

Again, if $\ell=3$, then $S^{-3 i}=\varepsilon$ and $S^{-2 i}=S^{2}$. Therefore, using Proposition 4.2.4 in (4.3.16), we obtain

$$
\begin{align*}
g\left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right) & =q S^{i}\left(-\frac{8}{\lambda}\right) F^{*}\left(\varepsilon, S^{i} ; 1+\lambda\right) \\
& =q S^{i}\left(-\frac{1}{\lambda}\right)_{2} F_{1}\left(\left.\begin{array}{cc}
\phi, & \varepsilon \\
& S^{i}
\end{array} \right\rvert\, 1+\lambda\right) \tag{4.3.18}
\end{align*}
$$

Now combining (4.3.18) with (4.3.14) and (4.3.15), we deduce that

$$
\begin{aligned}
\#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\lambda\right)\right\} & =q+\sum_{i=1}^{\ell-1} S^{i}(-\lambda) g\left(S^{i}, S^{i} ;-\frac{1}{\lambda}\right) \\
& =q+q \cdot \sum_{i=1}^{2}{ }_{2} F_{1}\left(\left.\begin{array}{cc}
\phi, & \varepsilon \\
& S^{i}
\end{array} \right\rvert\, 1+\lambda\right)
\end{aligned}
$$

which yields the result because of (4.3.4).
Corollary 4.3.3. Let $p$ be an odd prime for which $\operatorname{ord}_{p}(\lambda(\lambda+1))=0$. If $p \equiv 1(\bmod$ 3) and $x^{2}+3 y^{2}=p$, then

$$
a_{p}\left(V_{3,-\frac{1}{2}}\right)=\phi(2)(-1)^{x+y-1}\left(\frac{x}{3}\right) \cdot 2 x
$$

and

$$
p \cdot \sum_{i=1}^{2}{ }_{2} F_{1}\left(\begin{array}{ccc}
\phi, & \varepsilon & \left\lvert\, \frac{1}{2}\right. \\
& \chi_{3}^{2}
\end{array}\right)=\phi(2)(-1)^{x+y}\left(\frac{x}{3}\right) \cdot 2 x-2
$$

where $\chi_{3}$ is a character on $\mathbb{F}_{p}$ of order 3 .
Proof. As mentioned in Remark 4.3.1, $V_{3,-\frac{1}{2}}$ is isomorphic over $\mathbb{Q}$ to the elliptic curve

$$
E: y^{2}=x^{3}+2^{3},
$$

which is 2-quadratic twist of $E^{\prime}: y^{2}=x^{3}+1$. It is known that if $E(d)$ is the $d$-quadratic twist of the elliptic curve $E$ and $\operatorname{gcd}(p, d)=1$, then

$$
a_{p}(E)=\phi(d) a_{p}(E(d)) .
$$

Again, from [34, Prop. 2], we have

$$
a_{p}\left(E^{\prime}\right)=(-1)^{x+y-1}\left(\frac{x}{3}\right) \cdot 2 x
$$

Since $\operatorname{gcd}(p, 2)=1$, we must have

$$
\begin{align*}
a_{p}\left(V_{3,-\frac{1}{2}}\right) & =\phi(2) a_{p}\left(E^{\prime}\right) \\
& =\phi(2)(-1)^{x+y-1}\left(\frac{x}{3}\right) \cdot 2 x \tag{4.3.19}
\end{align*}
$$

Again combining this result with the equation (4.3.13), we complete the second part of the corollary.

Now, we have the following corollary which is the finite field analog of a particular case of the Clausen Theorem of classical hypergeometric series.

Corollary 4.3.4. Let $p$ be an odd prime for which $\operatorname{ord}_{p}(\lambda(\lambda+1))=0$. If $q=p^{e} \equiv$ $1(\bmod 4)$, then

$$
{ }_{3} F_{2}\left(\right)=\phi(\lambda)_{2} F_{1}\left(\begin{array}{ccc}
\overline{\chi_{4}}, & \chi_{4} & \\
& \varepsilon & 1+\lambda
\end{array}\right)^{2}-\frac{\phi(\lambda)}{q},
$$

where $\chi_{4}$ is a character of order 4 on $\mathbb{F}_{q}$.
Proof. Putting $\ell=2$ in Theorem 4.3.2 and then squaring both sides, we have

$$
a_{q}\left(V_{2, \lambda}\right)^{2}=q^{2} \cdot \frac{J(\phi, \phi)^{2}}{J\left(\chi_{4}, \overline{\chi_{4}}\right)^{2}} \cdot{ }_{2} F_{1}\left(\begin{array}{ccc}
\overline{\chi_{4}}, & \chi_{4} & \\
& \varepsilon & 1+\lambda
\end{array}\right)^{2}
$$

By (1.3.2), we have $J(\phi, \phi)=J\left(\chi_{4}, \overline{\chi_{4}}\right)$. Hence comparing with (4.3.11), we complete the proof.

Corollary 4.3.5. Let $q=p^{e}, p>0$ a prome and $q \equiv 1(\bmod 4)$. If $\alpha \beta \neq 0$ and $\alpha \neq \pm 2$ such that $\operatorname{ord}_{p}\left(\frac{4\left(4-\alpha^{2}\right)}{\alpha^{4}}\right)=0$, then

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
\phi, & \phi & \\
& \varepsilon & \frac{\alpha-2}{\alpha+2}
\end{array}\right)^{2}=\phi\left(4-\alpha^{2}\right)_{3} F_{2}\left(\left.\begin{array}{ccc}
\phi, & \phi, & \phi \\
& \varepsilon & \varepsilon
\end{array} \right\rvert\, \frac{4}{4-\alpha^{2}}\right)+\frac{1}{q} .
$$

Proof. Replacing $\lambda$ by $\frac{4-\alpha^{2}}{\alpha^{2}}$ in Corollary 4.3.4, we have

$$
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
\overline{\chi_{4}}, & \chi_{4} \\
& \varepsilon
\end{array} \right\rvert\, \frac{4}{\alpha^{2}}\right)^{2}=\phi\left(4-\alpha^{2}\right)_{3} F_{2}\left(\begin{array}{cccc}
\phi, & \phi, & \phi & 4 \\
& \varepsilon, & \varepsilon & 4-\alpha^{2}
\end{array}\right)+\frac{1}{q} .
$$

Again, from Corollary 2.3.3, we obtain

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
\overline{\chi_{4}}, & \chi_{4} \\
& \varepsilon & \left\lvert\, \frac{4}{\alpha^{2}}\right.
\end{array}\right)^{2}={ }_{2} F_{1}\left(\begin{array}{ccc}
\phi, & \phi & \left\lvert\, \frac{\alpha-2}{\alpha+2}\right.
\end{array}\right)^{2} .
$$

Hence the proof follows.

### 4.4 On $y^{\ell}=(x-1)\left(x^{2}+\lambda\right)$ for $\lambda=\frac{1}{3}$

We now will consider the special case when $\lambda=\frac{1}{3}$ for the algebraic curve $V_{\ell, \lambda}$. In this case, simpler expressions for the Gaussian hypergeometric functions involved in Theorem 4.3.2 are known. We use a known transformation of the hypergeometric series in terms of the gamma function to simplify the expression as a binomial coefficient.

Theorem 4.4.1. If $q \equiv 1(\bmod \ell)$, then for $\lambda=\frac{1}{3}$, we have

$$
-a_{q}\left(V_{\ell, \lambda}\right)= \begin{cases}0, & \text { if } \ell \neq 3 \text { and } q \equiv 2(\bmod 3) ; \\ q \cdot \sum_{i=1}^{\ell-1} S^{2}\left(\frac{27}{8}\right)\left[\binom{\chi_{3}}{S^{2}}+\binom{\chi_{3}^{2}}{S^{2}}\right], & \text { if } \ell \neq 3 \text { and } q \equiv 1(\bmod 3) ; \\ 2+q \cdot \sum_{\imath=1}^{2}\left[\binom{\chi_{3}}{\chi_{3}^{2}}+\binom{\chi_{3}^{2}}{\chi_{3}^{2}}\right], & \imath f \ell=3\end{cases}
$$

where $S$ and $\chi_{3}$ are characters on $\mathbb{F}_{q}$ of order $\ell$ and 3 respectively.

Proof. Putting $\lambda=\frac{1}{3}$ in (4.3.1) and making the change of variables $(x, y) \rightarrow\left(\frac{x}{9}+\right.$ $\left.\frac{1}{3}, y\right)$, and then replacing $-\frac{x}{6}$ by $x$ we obtain the equivalent equation of

$$
y^{\ell}=(x-1)\left(x^{2}+\lambda\right)
$$

$$
y^{\ell}=-\frac{8}{27}\left(1+x^{3}\right) .
$$

Therefore,

$$
\begin{aligned}
\#\left\{(x, y) \in \mathbb{F}_{q}^{2}\right. & \left.: y^{\ell}=(x-1)\left(x^{2}+\frac{1}{3}\right)\right\} \\
& =\#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=-\frac{8}{27}\left(1+x^{3}\right)\right\} \\
& =\sum_{x \in \mathbf{F}_{q}, 1+x^{3} \neq 0} \#\left\{y \in \mathbb{F}_{q}: y^{\ell}=-\frac{8}{27}\left(1+x^{3}\right)\right\}+\#\left\{x \in \mathbb{F}_{q}: 1+x^{3}=0\right\}
\end{aligned}
$$

Applying Lemma 1.3.6, we obtain

$$
\#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\frac{1}{3}\right)\right\}=q+\sum_{\imath=1}^{\ell-1} \sum_{x \in \mathbf{F}_{q}} S^{i}\left(-\frac{8}{27}\right) S^{i}\left(1+x^{3}\right)
$$

Now recall that the binomial theorem (see [18]) for a character $A$ on $\mathbb{F}_{q}$ is given by

$$
A(1+x)=\delta(x)+\frac{q}{q-1} \sum_{\chi}\binom{A}{\chi} \chi(x)
$$

where $\delta(x)=1($ resp. 0$)$ if $x=0($ resp. $x \neq 0)$. Hence

$$
\begin{align*}
& \#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\frac{1}{3}\right)\right\} \\
&=q+\sum_{i=1}^{\ell-1} \sum_{x \in \mathbf{F}_{q}} S^{i}\left(-\frac{8}{27}\right)\left[\delta\left(x^{3}\right)+\frac{q}{q-1} \sum_{\chi}\binom{S^{i}}{\chi} \chi\left(x^{3}\right)\right] \\
&=q+\sum_{i=1}^{\ell-1} S^{i}\left(-\frac{8}{27}\right)+\frac{q}{q-1} \sum_{i=0}^{\ell-1} S^{i}\left(-\frac{8}{27}\right) \sum_{\chi}\binom{S^{i}}{\chi} \sum_{x \in \mathbf{F}_{q}} \chi^{3}(x) . \tag{4.4.1}
\end{align*}
$$

By Lemma 1.3.7, $\sum_{x \in \mathbb{F}_{q}} \chi^{3}(x)$ is nonzero if and only if $\chi^{3}=\varepsilon$, which is possible only for $\varepsilon, \chi_{3}$ and $\chi_{3}^{2}$. Therefore, (4.4.1) reduces to
$\#\left\{(x, y) \in \mathbb{F}_{q}^{2}: y^{\ell}=(x-1)\left(x^{2}+\frac{1}{3}\right)\right\}$

$$
= \begin{cases}q, & \text { if } q \equiv 2(\bmod 3) ; \\ q+q \cdot \sum_{i=1}^{\ell-1} S^{2}\left(\frac{27}{8}\right)\left[\binom{\chi_{3}}{S^{i}}+\binom{\chi_{3}^{2}}{S^{i}}\right], & \text { if } q \equiv 1(\bmod 3),\end{cases}
$$

which completes the proof of the result because of (4.3.3) and (4.3.4).

We now give an alternate proof of a result of McCarthy [30]. In this result, the trace of Frobenius of an elliptic curve is expressed in terms of the binomial coefficient of characters, which can be also express in terms of Gauss sums.

Theorem 4.4.2. [30, Thm. 2.3] If $q \equiv 1(\bmod 3)$, then

$$
-\frac{\phi(-2)}{q} \cdot a_{q}\left(V_{2, \frac{1}{3}}\right)=2 \operatorname{Re}\binom{\chi_{3}}{\phi}
$$

and

$$
-\phi(-2) \cdot a_{q}\left(V_{2, \frac{1}{3}}\right)=2 \operatorname{Re}\left[\frac{G\left(\chi_{3}\right) G(\phi)}{G\left(\chi_{3} \phi\right)}\right]
$$

where $\chi_{3}$ is a character of order 3 on $\mathbb{F}_{q}$ and $G(\chi)$ is a Gauss sum.
Proof. Since $q \equiv 1(\bmod 3)$, putting $\ell=2$ in Theorem 4.4.1 we find that

$$
-a_{q}\left(V_{2, \frac{1}{3}}\right)=q \phi(6)\left[\binom{\chi_{3}}{\phi}+\binom{\chi_{3}^{2}}{\phi}\right] .
$$

We know that $\phi(-3)=1$ if and only if $q \equiv 1(\bmod 3)$. Hence the first part of the theorem follows from the fact that $\overline{\binom{x_{3}}{\phi}}=\binom{x_{3}^{2}}{\phi}$.

Again the second part follows from the fact that if $\chi \bar{\psi}$ is nontrivial, then

$$
\binom{\chi}{\psi}=\frac{\psi(-1)}{q} J(\chi, \bar{\psi})=\frac{\psi(-1)}{q} \frac{G(\chi) G(\bar{\psi})}{G(\chi \bar{\psi})},
$$

where $J(\chi, \psi)$ and $G(\chi)$ are Jacobi and Gauss sums respectively.
Simplifying the expression for $a_{q}\left(V_{\ell, \lambda}\right)$ given in Theorem 4.4.1, we obtain the following result which generalizes the case $\ell=2$, treated in Theorem 4.4.2.

Corollary 4.4.3. Let $d=\operatorname{lcm}(3, \ell)$. If $q \equiv 1(\bmod d)$, then

$$
-a_{q}\left(V_{\ell, \frac{1}{3}}\right)= \begin{cases}2+2 q \cdot \operatorname{Re}\left[\binom{\chi_{3}}{\chi_{3}}+\binom{\chi_{3}^{2}}{\chi_{3}}\right], & \text { if } \ell=3 ; \\ 2 q \cdot \sum_{i=1}^{\frac{\ell-1}{2}} \operatorname{Re}\left[S^{i}\left(\frac{27}{8}\right)\left\{\binom{\chi_{3}}{S^{i}}+\binom{\chi_{3}^{2}}{S^{i}}\right\}\right], & \text { if } \ell \text { is odd, } \ell>3 ; \\ 2 q \cdot\left[\phi(-2) \operatorname{Re}\binom{\chi_{3}}{\phi}+\sum_{\imath=1}^{\frac{\ell-2}{2}} \operatorname{Re}\left\{S^{i}\left(\frac{27}{8}\right)\left(\binom{\chi_{3}}{S^{i}}+\binom{\chi_{3}^{2}}{S^{2}}\right)\right\}\right]\end{cases}
$$

where $S$ and $\chi_{3}$ are characters on $\mathbb{F}_{q}$ of order $\ell$ and 3 respectively.

Proof. Applying the same procedure as followed in the proof of Corollary 3.3.3 in the expression of Theorem 4.4.1, we can obtain the result.

## Chapter 5

## On The Polynomial $x^{d}+a x+b$ and Gaussian Hypergeometric Series

### 5.1 Introduction

In the previous chapters, we have discussed about connections between number of points on algebraic curves over $\mathbb{F}_{q}$ and Gaussian hypergeometric functions. In all those expressions only ${ }_{2} F_{1}$ and ${ }_{3} F_{2}$ Gaussian hypergeometric functions are involved containing characters of different orders as parameters.

The problem of finding special values of ${ }_{n+1} F_{n}$ Gaussian hypergeometric series for $n>2$ was discussed by many mathematicians. For $n>2$, the non-trivial values of ${ }_{n+1} F_{n}$ Gaussian hypergeometric series have been difficult to obtain. For example, Ono and Ahlgren-Ono mentioned this problem in [35] and [1], respectively. In [1], Ahlgren and Ono deduced the value of ${ }_{4} F_{3}\left(\begin{array}{cccc}\phi, & \phi, & \phi, & \phi \\ & \varepsilon & \varepsilon, & \varepsilon\end{array}\right)$ in terms of representations of $4 p$ as a sum of four squares. The deduction of the value relies on the fact that the Calabi-Yau threefold is modular. Except this, there is not much known results in literature where expressions of different mathematical 'objects can be obtained in terms of ${ }_{n+1} F_{n}$ Gaussian hypergeometric series for $n>2$.

In this chapter, we consider this problem and explicitly find the number of solutions of a polynomial equation $P_{d}(x)=0$ of degree $d$ in $\mathbb{F}_{q}$ as special values of ${ }_{d} F_{d-1}$ and ${ }_{d-1} F_{d-2}$ Gaussian hypergeometric series with characters of orders $d$ and $d-1$

[^3]as parameters. Thus these expressions partially solve a problem posed by Ken Ono [35, p. 204] on special values of ${ }_{n+1} F_{n}$ Gaussian hypergeometric series for $n>2$.

### 5.2 Main results

First of all we look into two special cases of Hasse-Davenport relation. Then we state our main results of this section in detail and subsequently prove them using the following two special cases.

Lemma 5.2.1. Let $d$ be a positive integer, $l \in \mathbb{Z}, q=p^{e} \equiv 1(\bmod d)$, and $t \in$ $\{1,-1\}$.

1. If $d>1$ as odd, then

$$
\begin{equation*}
G_{l} G_{l+t \frac{q-1}{d}} G_{l+t \frac{2(q-1)}{d}} \cdots G_{l+t} \frac{(d-1)(q-1)}{d}=q^{\frac{d-1}{2}} T^{\frac{(d-1)(d+1)(q-1)}{8 d}}(-1) T^{-l}\left(d^{d}\right) G_{l d} \tag{5.2.1}
\end{equation*}
$$

2. If $d$ is even, then

$$
\begin{equation*}
G_{l} G_{l+t \frac{t-1}{d}} G_{l+t \frac{2(q-1)}{d}} \cdots G_{l+t} \frac{(d-1)(q-1)}{d}=q^{\frac{d-2}{2}} G_{\frac{q-1}{2}} T^{\frac{(d-2)(g-1)}{8}}(-1) T^{-l}\left(d^{d}\right) G_{l d} \tag{5.2.2}
\end{equation*}
$$

Proof. Let $d>1$ be an odd integer and consider $m=d$ in Lemma 1.3.17. Since $q \equiv 1(\bmod d)$, there are $d$ multiplicative characters of order dividing $d$, namely, $\varepsilon, T^{\frac{q-1}{d}}, T^{\frac{2(q-1)}{d}}, \ldots, T^{\frac{(d-1)(q-1)}{d}}$. Applying Hasse-Davenport relation for these characters and for any arbitrary multiplicative character $T^{l}$ of $\mathbb{F}_{q}$, we have

$$
\begin{aligned}
G\left(T^{l}\right) & G\left(T^{l+\frac{q-1}{d}}\right) \cdots G\left(T^{l+\frac{(d-1)(q-1)}{d}}\right) \\
& =-G\left(T^{l d}\right) T^{l}\left(d^{-d}\right) G(\varepsilon) G\left(T^{\frac{q-1}{d}}\right) \cdots G\left(T^{\frac{(d-1)(q-1)}{d}}\right) \\
& =-G_{l d} T^{-l}\left(d^{d}\right) G_{0}\left\{G_{\frac{q-1}{d}} G_{\frac{(d-1)(q-1)}{d}}\right\} \cdots\left\{G_{\frac{(d-1)(q-1)}{2 d}} G_{\frac{(d+1)(q-1)}{2 d}}\right\} .
\end{aligned}
$$

Using Lemma 1.3.10, and the fact $G_{0}=G(\varepsilon)=-1$, we obtain

$$
\begin{aligned}
& G_{l} G_{l+\frac{q-1}{d}} \cdots G_{l+\frac{(d-1)(q-1)}{d}} \\
& \quad=G_{l d} T^{-l}\left(d^{d}\right)\left\{q T^{\frac{q-1}{d}}(-1)\right\} \cdots\left\{q T^{\frac{(d-1)(q-1)}{2 d}}(-1)\right\} \\
& \quad=q^{\frac{d-1}{2}} T^{\frac{(d-1)(d+1)(q-1)}{8 d}}(-1) T^{-l}\left(d^{d}\right) G_{l d}
\end{aligned}
$$

as required. To get the other equality, we use Hasse-Davenport relation for the $d$ characters $\varepsilon, T^{-\frac{q-1}{d}}, \ldots, T^{-\frac{(d-1)(q-1)}{d}}$. Thus we complete the proof of (5.2.1).

For even values of $d \geq 2$, the proof of (5.2.2) follows similarly to that of (5.2.1) by virtue of Hasse-Davenport relation.

We are now going to state and prove our main results. Throughout the chapter, for $d \geq 2$, we consider the polynomial

$$
P_{d}(x):=x^{d}+a x+b
$$

over $\mathbb{F}_{q}$, where $a, b \neq 0$. For even and odd values of $d$, we find separate expressions for the number of points on $P_{d}$ over $\mathbb{F}_{q}$ in terms of ${ }_{d-1} F_{d-2}$ and ${ }_{d} F_{d-1}$ Gaussian hypergeometric functions, respectively. The method of the proofs follow similarly to that given in [14] and [27].

### 5.2.1 Number of zeros of $x^{d}+a x+b$ for even $d$

Theorem 5.2.2. Let $d \geq 2$ be an even integer and $q \equiv 1(\bmod d(d-1))$. If $N_{d}$ is the number of distinct solutions in $\mathbb{F}_{q}$ of the polynomial equation $P_{d}(x)=0$, then

$$
\begin{aligned}
& N_{d}=1+q^{\frac{d-2}{2}} \times \\
& \quad{ }_{d-1} F_{d-2}\left(\begin{array}{rcccccc}
\phi, & \chi, & \ldots, & \chi^{\frac{d-2}{2}}, & \chi^{\frac{d+2}{2}}, & \ldots, & \chi^{d-1} \\
& \psi, & \ldots, & \psi^{\frac{d-2}{2}}, & \psi^{\frac{d}{2}}, & \ldots, & \psi^{d-2}
\end{array} \frac{d}{a}\left(\frac{b d}{a(d-1)}\right)^{d-1}\right)
\end{aligned}
$$

where $\psi$ and $\chi$ are characters of order $d-1$ and d, respectively.

Proof. We first recall that the polynomial $P_{d}(x)$ defined over $\mathbb{F}_{q}$ is given by

$$
P_{d}(x)=x^{d}+a x+b,
$$

where $a, b \neq 0$. We also have

$$
N_{d}=\#\left\{\alpha \in \mathbb{F}_{q}: P_{d}(\alpha)=0\right\}
$$

the number of distinct zeros of the polynomial $P_{d}(x)$ in $\mathbb{F}_{q}$. Using (1.3.1) for the polynomial $P_{d}(x)$, we have

$$
\sum_{z \in \mathbb{F}_{q}} \theta\left(z P_{d}(x)\right)= \begin{cases}q & \text { if } P_{d}(x)=0  \tag{5.2.3}\\ 0 & \text { if } P_{d}(x) \neq 0\end{cases}
$$

and hence

$$
\begin{align*}
q \cdot N_{d} & =\sum_{x, z \in \mathbf{F}_{q}} \theta\left(z P_{d}(x)\right) \\
& =q+\sum_{z \in \mathbf{F}_{q}^{\times}} \theta(z b)+\sum_{x, z \in \mathbf{F}_{q}^{\times}} \theta\left(z x^{d}\right) \theta(z a x) \theta(z b) \\
& :=q+A+B . \tag{5.2.4}
\end{align*}
$$

Now using Lemma 1.3.11 and then applying Lemma 1.3.7 repeatedly for each term of (5.2.4), we deduce that

$$
\begin{equation*}
A=\frac{1}{q-1} \sum_{z \in \mathbf{F}_{q}^{\times}} \sum_{l=0}^{q-2} G_{-l} T^{l}(z b)=\frac{1}{q-1} \sum_{l=0}^{q-2} G_{-l} T^{l}(b) \sum_{z \in \mathbf{F}_{q}^{\times}} T^{l}(z)=-1 \tag{5.2.5}
\end{equation*}
$$

The second equality follows from the facts that the innermost sum is nonzero only if $l=0$, at which it is $q-1$, and $G_{0}=-1$. Similarly,

$$
B=\frac{1}{(q-1)^{3}} \sum_{l, m, n=0}^{q-2} G_{-l} G_{-m} G_{-n} T^{m}(a) T^{n}(b) \sum_{z \in \mathbb{F}_{q}^{\times}} T^{l+m+n}(z) \sum_{x \in \mathbb{F}_{q}^{\times}} T^{l d+m}(z)
$$

This term is zero unless $m=-l d$ and $n=l(d-1)$. Plugging these values, we have

$$
\begin{equation*}
B=\frac{1}{q-1} \sum_{l=0}^{q-2} G_{-l} G_{l d} G_{-l(d-1)} T^{l}\left(\frac{b^{d-1}}{a^{d}}\right) \tag{5.2.6}
\end{equation*}
$$

Here $d \geq 2$ is even. Using the Hasse-Davenport relations for $G_{l d}$ and $G_{-l(d-1)}$ as given in (5.2.2) and (5.2.1), we deduce that
and

$$
\begin{equation*}
G_{-l(d-1)}=\frac{G_{-l} G_{-l-\frac{q-1}{d-1}} G_{-l-\frac{2(q-1)}{d-1}} \cdots G_{-l-\frac{(d-2)(q-1)}{d-1}}}{q^{\frac{d-2}{2}} T^{d(d-2)(q-1)}} \frac{8(d-1)}{d-1}(-1) T^{l}\left((d-1)^{d-1}\right) . \tag{5.2.8}
\end{equation*}
$$

Using (5.2.7) and (5.2.8) in (5.2.6), we obtain

$$
\begin{align*}
& B=\frac{T^{\frac{(d-2)(q-1)}{(d-t) 1}}(-1)}{(q-1) q^{d-2} G_{\frac{q-1}{2}}^{2}} \sum_{l=0}^{q-2}\left\{G_{l} G_{-l}\right\}\left\{G_{l+\frac{d}{2}-\frac{1}{d}} G_{-l}\right\}\left\{G_{l+\frac{(q-1)}{d}} G_{-l-\frac{q-1}{d-1}}\right\} \cdots \\
& \times\left\{G_{l+\frac{(d-2)(g-1)}{2 d}} G_{-l-\frac{(d-2)(\alpha-1)}{2(d-1)}}\right\}\left\{G_{\left.l+\frac{(\alpha+2)(q-1)}{2 d} G_{-l-\frac{d(d-1)}{2 d-1)}}\right\} \cdots}\right. \\
& \times\left\{G_{\left.l+\frac{(d-1)(\alpha-1)}{d} G_{-l-} \frac{(d-2)(q-1)}{d-1}\right\}}\right\} T^{l}(\beta), \tag{5.2.9}
\end{align*}
$$

where

$$
\beta=\frac{d}{a}\left(\frac{b d}{a(d-1)}\right)^{d-1} .
$$

To eliminate $G_{l} G_{-l}$, we use the facts that if $l \neq 0$, then $G_{l} G_{-l}=q T^{l}(-1)$; and if $l=0$, then $G_{l} G_{-l}=1=q T^{l}(-1)-(q-1)$ in appropriate identities of (5.2.9) and deduce that

$$
\begin{aligned}
B= & \frac{T^{\frac{(d-2)(q-1)}{8(d-1)}}(-1)}{(q-1) q^{d-3} G_{\frac{q-1}{2}}^{2}} \sum_{l=0}^{q-2}\left\{G_{l+\frac{q-1}{2}} G_{-l}\right\}\left\{G_{l+\frac{(q-1)}{d}} G_{-l-\frac{q-1}{d-1}}\right\} \cdots \\
& \times\left\{G_{l+\frac{(d-2)(q-1)}{2 d}} G_{-l-\frac{(d-2)(q-1)}{2(d-1)}}\right\}\left\{G_{l+\frac{(d+2)(q-1)}{2 d}} G_{-l-\frac{d(q-1)}{2 d-1)}}\right\} \cdots \\
& \times\left\{G_{l+\frac{(d-1)(q-1)}{d}} G_{-l-\frac{(d-2)(q-1)}{d-1}}\right\} T^{l}(-\beta)+\frac{T^{\frac{(d-2)(q-1)}{8(d-1)}}(-1)}{q^{d-2}}\left\{G_{\frac{(q-1)}{d}} G_{-\frac{q-1}{d-1}}\right\} \cdots \\
& \left.\times\left\{G_{\frac{(d-2)(q-1)}{2 d}} G_{\left.-\frac{(d-2)(q-1)}{2(d-1)}\right\}}\right\} G_{\frac{(d+2)(q-1)}{2 d}} G_{-\frac{d(q-1)}{2(d-1)}}\right\} \cdots\left\{G_{\frac{(d-1)(q-1)}{d}} G_{-\frac{(d-2)(q-1)}{d-1}}\right\} .
\end{aligned}
$$

Now, we rearrange the Gauss sums of the second term to get

$$
\begin{aligned}
B= & \frac{T^{\frac{(d-2)(q-1)}{8(d-1)}}(-1)}{(q-1) q^{d-3} G_{\frac{q-1}{2}}^{2}} \sum_{l=0}^{q-2}\left\{G_{l+\frac{q-1}{2}} G_{-l}\right\}\left\{G_{l+\frac{(q-1)}{d}} G_{-l-\frac{q-1}{d-1}}\right\} \cdots \\
& \times\left\{G_{l+\frac{(d-2)(q-1)}{2 d}} G_{-l-\frac{(d-2)(q-1)}{2(d-1)}}\right\}\left\{G_{l+\frac{(d+2)(q-1)}{2 d}} G_{-l-\frac{d(q-1)}{2 d(d-1)}}\right\} \cdots \\
& \times\left\{G_{l+\frac{(d-1)(q-1)}{d}} G_{-l-\frac{(d-2)(q-1)}{d-1}}\right\} T^{l}(-\beta)+\frac{T^{\frac{(d-2)(q-1)}{8(d-1) 1}}(-1)}{q^{d-2}}\left\{G_{\frac{(q-1)}{d}} G_{\left.\frac{(d-1)(q-1)}{d}\right)}\right\} \\
& \times\left\{G_{-\frac{q-1}{d-1}} G_{-\frac{(d-2)(q-1)}{d-1}}\right\} \cdots\left\{G_{\frac{(d-2)(q-1)}{2 d}} G_{\frac{(d+2)(q-1)}{2 d}}\right\}\left\{G_{-\frac{(d-2)(q-1)}{2(d-1)}} G_{-\frac{d(q-1)}{2(d-1)}}\right\} .
\end{aligned}
$$

But, $G_{\frac{(d-1)(q-1)}{d}}=G_{-\frac{(q-1)}{d}}, G_{-\frac{(d-2)(q-1)}{d-1}}=G_{\frac{q-1}{d-1}}$, and so on. Using Lemma 1.3 .12 in the first term and Lemma 1.3.10 in the second term, we have

$$
\begin{aligned}
B= & \frac{q^{2} T^{\frac{(d-2)(q-1)}{8(d-1)}}(-1)}{(q-1) G_{\frac{q-1}{2}}^{2}} \sum_{l=0}^{q-2}\binom{T^{l+\frac{q-1}{2}}}{T^{l}} G_{\frac{q-1}{2}}\binom{T^{l+\frac{(q-1)}{d}}}{T^{l+\frac{q-1}{d-1}}} G_{-\frac{q-1}{d(d-1)}} \cdots\left(\begin{array}{l}
T^{l+\frac{(d-2)(q-1)}{2(d)}} \\
\left.T^{l+\frac{(d-2)(q-1)}{2(d-1)}}\right) \times \\
\\
\\
G_{-\frac{(d-2)(q-1)}{2 d(d-1)}}\binom{T^{l+\frac{(d+2)(q-1)}{2 d}}}{T^{l+\frac{d(-1)}{2(d-1)}}} G_{\frac{(d-2)(q-1)}{2 d(d-1)}}\left(T^{l+\frac{(d-1)(q-1)}{d}}\left(\begin{array}{l}
l+\frac{(d-2)(q-1)}{d-1}
\end{array}\right) G_{\frac{q-1}{d(d-1)}} T^{l}(\beta)+\frac{T^{\frac{(d-2)(q-1)}{8(d-1)}}(-1)}{q^{d-2}}\right. \\
\\
\end{array} \quad\left\{q T^{\frac{(q-1)}{d}}(-1)\right\}\left\{q T^{\frac{(q-1)}{d-1}}(-1)\right\} \cdots\left\{q T^{\frac{(d-2)(q-1)}{2 d}}(-1)\right\}\left\{q T^{\frac{(d-2)(q-1)}{2(d-1)}}(-1)\right\} .\right.
\end{aligned}
$$

Finally, we use Lemma 1.3.10 again, and simplify to get

$$
B=1+q^{\frac{d}{2}} d-1 F_{d-2}\left(\begin{array}{cccccc}
\phi, & \chi, & \ldots, & \chi^{\frac{d-2}{2}}, & \chi^{\frac{d+2}{2}}, & \ldots, \\
& \psi, & \ldots, & \psi^{d-1} \frac{d-2}{2}, & \psi^{\frac{d}{2}}, & \ldots, \\
& \psi^{d-2}
\end{array}\right) .
$$

Substituting the values of $A$ and $B$ in (5.2.4), we have

$$
q \cdot N_{d}=q+q^{\frac{d}{2}} d-1 F_{d-2}\left(\begin{array}{ccccccc}
\phi, & \chi, & \ldots, & \chi^{\frac{d-2}{2}}, & \chi^{\frac{d+2}{2}}, & \ldots, & \chi^{d-1} \\
& \psi, & \ldots, & \psi^{\frac{d-2}{2}}, & \psi^{\frac{d}{2}}, & \ldots, & \psi^{d-2}
\end{array}\right)
$$

Canceling $q$ from both sides, we complete the proof of the theorem.

### 5.2.2 Number of zeros of $x^{d}+a x+b$ for odd $d$

Theorem 5.2.3. Let $d>2$ be an odd integer and $q \equiv 1(\bmod d(d-1))$. If $N_{d}$ is the number of distinct solutions in $\mathbb{F}_{q}$ of the polynomial equation $P_{d}(x)=0$, then

$$
\begin{aligned}
& N_{d}=1-\frac{\phi(-a d)}{q}+q^{\frac{d-1}{2}} \phi(-1) \times \\
&{ }_{d} F_{d-1}\left(\begin{array}{rrrrrr|l}
\phi, & \chi, & \ldots, & \chi^{\frac{d-1}{2}}, & \chi^{\frac{d+1}{2}}, & \ldots, & \chi^{d-1} \\
& \psi, & \ldots, & \psi^{\frac{d-1}{2}}, & \psi^{\frac{d-1}{2}}, & \ldots, & \psi^{d-2}
\end{array}\right. \\
&
\end{aligned}
$$

where $\psi$ and $\chi$ are characters of order $d-1$ and d, respectively.

Proof. We follow the same procedure as followed in the proof of Theorem 5.2.2. We have

$$
P_{d}(x)=x^{d}+a x+b
$$

and

$$
N_{d}=\left\{\alpha \in \mathbb{F}_{q}: P_{d}(\alpha)=0\right\}
$$

From the proof of Theorem 5.2.2, we know that

$$
\begin{equation*}
q \cdot N_{d}=q-1+\underbrace{\frac{1}{q-1} \sum_{l=0}^{q-2} G_{-l} G_{l d} G_{-l(d-1)} T^{l}\left(\frac{b^{d-1}}{a^{d}}\right)}_{B} \tag{5.2.10}
\end{equation*}
$$

Here $d \geq 3$ is odd. We evaluate the labeled term $B$ using the Hasse-Davenport relation for $G_{l d}$ and $G_{-l(d-1)}$ from (5.2.1) and (5.2.2). We have
and

$$
G_{-l(d-1)}=\frac{G_{-l} G_{-l-\frac{q-1}{d-1}} G_{-l-\frac{2(q-1)}{d-1}} \cdots G_{-l-\frac{(d-2)(q-1)}{d-1}}}{q^{\frac{d-3}{2}} G_{\frac{q-1}{2}} T^{\frac{(d-3)(q-1)}{8}}(-1)} T^{-l}\left((d-1)^{d-1}\right)
$$

Plugging these in the labeled term of (5.2.10), we deduce that

$$
\begin{aligned}
B= & \frac{T^{\frac{(3 d-1)(q-1)}{8 d}}(-1)}{(q-1) q^{d-2} G_{\frac{q-1}{2}}^{2}} \sum_{l=0}^{q-2}\left\{G_{l} G_{-l}\right\}\left\{G_{l+\frac{q-1}{d}} \cdots G_{l+\frac{(d-1)(q-1)}{d}}\right\} \\
& \times\left\{G_{-l} G_{-l-\frac{q-1}{d-1}} \cdots G_{-l-\frac{(d-2)(q-1)}{d-1}}\right\} T^{l}(\beta),
\end{aligned}
$$

where

$$
\beta=\frac{d}{a}\left(\frac{b d}{a(d-1)}\right)^{d-1}
$$

The facts $G_{l} G_{-l}=q T^{l}(-1)$ if $l \neq 0$, and $G_{l} G_{-l}=q T^{l}(-1)-(q-1)$ if $l=0$ together yield that

$$
\begin{align*}
B= & \frac{T^{\frac{(3 d-1)(q-1)}{8 d}}(-1)}{(q-1) q^{d-3} G_{\frac{q-1}{2}}^{2}} \sum_{l=0}^{q-2}\left\{G_{l+\frac{q-1}{d}} \cdots G_{l+\frac{(d-1)(q-1)}{d}}\right\}\left\{G_{-l} G_{-l-\frac{q-1}{d-1}} \cdots G_{-l-\frac{(d-2)(q-1)}{d-1}}\right\} \\
& \times T^{l}(-\beta)+\frac{T^{\frac{(d d-1)(q-1)}{8 d}}(-1)}{q^{d-2}}\left\{G_{\frac{(q-1)}{d}} G_{\frac{(d-1)(q-1)}{d}}\right\}\left\{G_{-\frac{q-1}{-1}} G_{-\frac{(d-2)(q-1)}{d-1}}\right\} \cdots \\
& \times\left\{G_{\frac{(d-1)(q-1)}{2 d}} G_{\frac{(d+1)(q-1)}{2 d}}^{2 d}\right\}\left\{G_{\frac{(d-3)(q-1)}{2(d-1)}} G_{-\frac{(d+1)(q-1)}{2(d-1)}}\right\} . \tag{5.2.11}
\end{align*}
$$

Again, using

$$
G_{l+\frac{q-1}{2}} G_{-l-\frac{q-1}{2}}= \begin{cases}q T^{l+\frac{q-1}{2}}(-1), & \text { if } l \neq \frac{q-1}{2} \\ q T^{l+\frac{q-1}{2}}(-1)-(q-1), & \text { if } l=\frac{q-1}{2}\end{cases}
$$

for appropriate values of $l$, we have

$$
\begin{align*}
& \sum_{l=0}^{q-2}\left\{G_{l+\frac{q-1}{d}} \cdots G_{l+\frac{(d-1)(q-1)}{d}}\right\}\left\{G_{-l} G_{-l-\frac{q-1}{d-1}} \cdots G_{-l-\frac{(d-2)(q-1)}{d-1}}\right\} T^{l}(-\beta) \\
& =\frac{1}{q T^{\frac{q-1}{2}}} \sum_{l=0}^{q-2}\left\{G_{l+\frac{q-1}{2}} G_{-l}\right\}\left\{G_{l+\frac{(q-1)}{d}} G_{-l-\frac{q-1}{d-1}}\right\} \cdots\left\{G_{l+\frac{(d-1)(q-1)}{2 d}} G_{-l-\frac{(d-1)(q-1)}{2(d-1)}}\right\} \\
& \times\left\{G_{l+\frac{(d+1)(q-1)}{2 d}} G_{-l-\frac{(d-1)(q-1)}{2(d-1)}}\right\} \cdots\left\{G_{l+\frac{(d-1)(q-1)}{d}} G_{-l-\frac{(d-2)(q-1)}{d-1}}\right\} T^{l}(\beta) \\
& -\frac{(q-1) G_{\frac{q-1}{2}}}{q T^{\frac{q-1}{2}}(-a d)}\left\{G_{\frac{(d+2)(q-1)}{2 d}} G_{\frac{(3 d-2)(q-1)}{2 d}}^{2 d}\right\}\left\{G_{-\frac{(d+1)(q-1)}{2(d-1)}} G_{-\frac{(3 d-5)(q-1)}{2(d-1)}}\right\} \cdots \\
& \times\left\{G_{\frac{(2 d-1)(q-1)}{2 d}} G_{\frac{(2 d+1)(q-1)}{2 d}}\right\}\left\{G_{-\frac{(2 d-4)(q-1)}{2(d-1)}} G_{-\frac{2 d(q-1)}{2(d-1)}}\right\} . \tag{5.2.12}
\end{align*}
$$

We use (5.2.12) and Lemma 1.3 .12 in (5.2.11), and then simplify to get

$$
\begin{aligned}
& B=\frac{q^{2} T^{\frac{(3 d-1)(q-1)}{8 d}}(-1) T^{\frac{q-1}{2}}(-1)}{(q-1) G_{\frac{q-1}{2}}^{2}} \sum_{l=0}^{q-2}\binom{T^{l+\frac{q-1}{2}}}{T^{l}} G_{\frac{q-1}{2}}\binom{T^{l+\frac{(q-1)}{d}}}{T^{l+\frac{q-1}{d-1}}} G_{-\frac{q-1}{d(d-1)}} \cdots \\
& \times\binom{ T^{l+\frac{(d-1)(q-1)}{2( }}}{T^{l+\frac{(d-1)(q-1)}{2(d-1)}}} G_{-\frac{(d-2)(q-1)}{2 d(d-1)}}\binom{T^{l+\frac{(d+1)(q-1)}{2 d( }}}{T^{l+\frac{(d-1)(\rho-1)}{2(d-1)}}} G_{\frac{(d-2)(q-1)}{2 d(d-1)}} \cdots \\
& \times\binom{ T^{l+\frac{(d-1)(q-1)}{d}}}{T^{l+\frac{(d-2)(q-1)}{d-1}}} G_{\frac{q-1}{d(d-1)}} T^{l}(-\beta)-T^{\frac{q-1}{2}}(-a d)+1 \\
& =1-\phi(-a d)+q^{\frac{d+1}{2}}{ }_{d} F_{d-1}\left(\begin{array}{ccccccc}
\phi, & \chi, & \ldots, & \chi^{\frac{d-1}{2}}, & \chi^{\frac{d+1}{2}}, & \ldots, & \chi^{d-1} \\
& \psi & \ldots, & \psi^{\frac{d-1}{2}}, & \psi^{\frac{d-1}{2}}, & \ldots, & \psi^{d-2}
\end{array}\right) .
\end{aligned}
$$

Finally, putting the value of $B$ in (5.2.10), we have

$$
\begin{aligned}
q \cdot N_{d}= & q-\phi(-a d)+q^{\frac{d+1}{2}} \phi(-1) \times \\
& { }_{d} F_{d-1}\left(\begin{array}{rrrrrrr}
\phi, & \chi, & \ldots, & \chi^{\frac{d-1}{2}}, & \chi^{\frac{d+1}{2}}, & \ldots, & \chi^{d-1} \\
& \psi, & \ldots, & \psi^{\frac{d-1}{2}}, & \psi^{\frac{d-1}{2}}, & \ldots, & \psi^{d-2}
\end{array}\right) .
\end{aligned}
$$

Thus we complete the proof of the theorem.
We have the following immediate consequence from our main results.

Corollary 5.2.4. Let $a, b \in \mathbb{F}_{q}^{\times}$and $q \equiv 1(\bmod 6)$. The polynomial $x^{3}+a x+b$ is irreducible over $\mathbb{F}_{q}$ if and only if

$$
q^{2} \cdot{ }_{3} F_{2}\left(\left.\begin{array}{ccc}
\phi, & \chi_{3}, & \chi_{3}^{2} \\
& \phi, & \phi
\end{array} \right\rvert\,-\frac{27 b^{2}}{4 a^{3}}\right)=\phi(3 a)-q \phi(-1)
$$

where $\chi_{3}$ is a character on $\mathbb{F}_{q}$ of order 3.
Again the polynomial $P_{d}$ is of degree $d$, so it can have at most $d$ zeros in $\mathbb{F}_{q}$. Thus $0 \leq N_{d} \leq d$, and hence we have the following two corollaries from our main results.

Corollary 5.2.5. Let $d \geq 2$ be an even integer and $q \equiv 1(\bmod d(d-1))$. If
$a, b \in \mathbb{F}_{q}^{\times}$, then

$$
\begin{aligned}
& \frac{-1}{q^{\frac{d-2}{2}}} \leq \\
& d-1 F_{d-2}\left(\begin{array}{ccccccc}
\phi, & \chi, & \ldots, & \chi^{\frac{d-2}{2}}, & \chi^{\frac{d+2}{2}}, & \ldots, & \chi^{d-1} \\
& \psi, & \ldots, & \psi^{\frac{d-2}{2}}, & \psi^{\frac{d}{2}}, & \ldots, & \psi^{d-2}
\end{array} \frac{d}{a}\left(\frac{b d}{a(d-1)}\right)^{d-1}\right) \\
& \leq \frac{d-1}{q^{\frac{d-2}{2}}}
\end{aligned}
$$

where $\psi$ and $\chi$ are characters of order $d-1$ and d, respectively.

Corollary 5.2.6. Let $d>2$ be an odd integer and $q \equiv 1(\bmod d(d-1))$. If $a, b \in \mathbb{F}_{q}^{\times}$, then

$$
\begin{aligned}
& \frac{\phi(a d)-q \phi(-1)}{q^{\frac{d+1}{2}}} \leq \\
& { }_{d} F_{d-1}\left(\left.\begin{array}{ccccccc}
\phi, & \chi, & \ldots, & \chi^{\frac{d-1}{2}}, & \chi^{\frac{d+1}{2}}, & \ldots, & \chi^{d-1} \\
& \psi, & \ldots, & \psi^{\frac{d-1}{2}}, & \psi^{\frac{d-1}{2}}, & \ldots, & \psi^{d-2}
\end{array} \right\rvert\,-\frac{d}{a}\left(\frac{b d}{a(d-1)}\right)^{d-1}\right) \\
& \leq \frac{q(d-1) \phi(-1)+\phi(a d)}{q^{\frac{d+1}{2}}},
\end{aligned}
$$

where $\psi$ and $\chi$ are characters of order $d-1$ and d, respectively.

## Chapter 6

## Special Values of Gaussian Hypergeometric Series

### 6.1 Introduction

Classical hypergeometric functions are well understood. Mathematicians such as Gauss, Kummer, Pfaff, and Vandermonde deduced many special values of classical hypergeometric series at different arguments, for example see $[4,5,17]$. Since the introduction of hypergeometric functions over finite fields analogous to classical hypergeometric series, mathematicians are taking interest in finding special values of Gaussian hypergeometric functions. The Gaussian hypergeometric functions are closely related to different parameters of algebraic varieties and number theoretical objects similarly as classical hypergeometric series. However, only a few special values of the Gaussian hypergeometric series are known.

For a given elliptic curve $E$ over $\mathbb{Q}$, the trace of Frobenius endomorphism $a_{p}$ are important quantities. Recall that $\Delta(E)$ denotes the discriminant of $E$, and a prime $p$ is called good or bad accordingly $p \nmid \Delta(E)$ or $p \mid \Delta(E)$. In terms of the trace of Frobenius, the Hasse-Weil $L$-function of an elliptic $E$ is defined by the Euler product

[^4]\[

$$
\begin{equation*}
L(E, s):=\prod_{p \mid \Delta(E)}\left(1-a_{p} p^{-s}\right)^{-1} \prod_{p \nmid \Delta(E)}\left(1-a_{p} p^{-s}+p^{1-2 s}\right)^{-1}, \tag{6.1.1}
\end{equation*}
$$

\]

where $s$ is a complex number. It is known from Hasse-Weil bound that $\left|a_{p}\right|<2 \sqrt{p}$. The Euler product (6.1.1) converges for $\operatorname{Re}(s)>\frac{3}{2}$ and has analytic continuation to the whole complex plane. Moreover, the Birch and Swinnerton-Dyer conjecture concerns the behavior of $L(E, s)$ at $s=1$. In fact, the conjecture predicts that $\operatorname{ord}_{\mathrm{s}=1}(L(E, s))=\operatorname{rank}(E / \mathbb{Q})$.

In Chapter 2, we have found general formulas for the trace of Frobenius endomorphism of certain families of elliptic curves in Weierstrass normal form in terms of Gaussian hypergeometric series. Thus, finding special values of Gaussian hypergeometric functions is an important and interesting problem. Earlier works of Greene [18], Ono [34], Ahlgren-Ono [1], and Evans-Greene [11, 12] pave the way to find special values of many Gaussian hypergeometric functions. Most of them have been used to solve many old conjectures [31, 32] and supercongruences [33].

In this chapter, we mainly concentrate to find special values of certain Gaussian hypergeometric series using our earlier results.

### 6.2 Main results

In this section, we give a brief description of the special values of Gaussian hypergeometric series those have been already evaluated. Then we deduce some more values of hypergeometric functions over finite fields. We start with the special values of ${ }_{2} F_{1}$ Gaussian hypergeometric series.

### 6.2.1 Values of ${ }_{2} F_{1}$ Gaussian hypergeometric series

The story of special values of Gaussian hypergeometric series begins from its inception in [18] by Greene. After introducing hypergeometric functions over finite fields,

Greene [18] deduced certain special values of ${ }_{2} F_{1}$ Gaussian hypergeometric functions at some particular arguments.

Theorem 6.2.1. [18, (4.11), (4.14) \& (4.15)] For any two characters $A, B$ on $\mathbb{F}_{q}$, we have

$$
\begin{aligned}
& \text { (i) }{ }_{2} F_{1}\left(\begin{array}{cl}
A, & B \\
& \bar{A} B
\end{array}\right)= \begin{cases}0, & \text { if } B \text { is not a square; } \\
\binom{C}{A}+\binom{\phi C}{A}, & \text { if } B=C^{2} .\end{cases} \\
& \text { (ii) }{ }_{2} F_{1}\left(\left.\begin{array}{ll}
A, & B \\
& A^{2}
\end{array} \right\rvert\, 2\right)=A(-1) \begin{cases}0, & \text { if } B \text { is not a square; } \\
\binom{C}{A}+\binom{C C}{A}, & \text { if } B=C^{2} .\end{cases} \\
& \text { (iii) }{ }_{2} F_{1}\left(\left.\begin{array}{ll}
A, & \bar{A} \\
& \bar{A} B
\end{array} \right\rvert\, \frac{1}{2}\right)=A(-2) \begin{cases}0, & \text { if } B \text { is not a square; } \\
\binom{C}{A}+\binom{\phi C}{A}, & \text { if } B=C^{2} .\end{cases}
\end{aligned}
$$

Further, Ono worked in this direction and found the following interesting results in which he explicitly deduced special values of ${ }_{2} F_{1}$ hypergeometric series over $\mathbb{F}_{p}$. He used the technique of complex multiplication of elliptic curves to establish these results.

Theorem 6.2.2. [34, Thm. 2] Let $\lambda \in\left\{-1, \frac{1}{2}, 2\right\}$. If $p$ is an odd prime, then

$$
{ }_{2} F_{1}\left(\begin{array}{ll}
\phi, & \phi \\
& \mid \lambda
\end{array}\right)= \begin{cases}0, & \text { if } p \equiv 3(\bmod 4) ; \\
\frac{2 x(-1)^{\frac{x+y+1}{2}}}{p}, & \text { if } x^{2}+y^{2}=p \equiv 1(\bmod 4), \text { and } x \text { odd } .\end{cases}
$$

Motivated by all these results, we have also deduced certain special values of ${ }_{2} F_{1}$ Gaussian hypergeometric series. We have mainly used the formulas of traces of Frobenius of elliptic curves and some transformation formulas of Gaussian hypergeometric series to prove the results.

Theorem 6.2.3. Let $q=p^{e}, p>0$ a prime with $q \equiv 1(\bmod 4)$. Then

$$
\begin{aligned}
& \text { (i) }{ }_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4}^{3} & \\
\varepsilon & & \frac{1}{9}
\end{array}\right)=\chi_{4}(-1) \phi(3)\left[\binom{\chi_{4}}{\phi}+\binom{\chi_{4}^{3}}{\phi}\right] . \\
& \text { (ii) }{ }_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4}^{3} & \frac{8}{9} \\
& \varepsilon &
\end{array}\right)=\phi(3)\left[\binom{\chi_{4}}{\phi}+\binom{\chi_{4}^{3}}{\phi}\right] \text {. } \\
& \text { (iii) }{ }_{2} \dot{F}_{1}\left(\begin{array}{ccc}
\chi_{4} & \chi_{4} & \\
\varepsilon & & -\frac{1}{8}
\end{array}\right)=\chi_{4}(-8)\left[\binom{\chi_{4}}{\phi}+\binom{\chi_{4}^{3}}{\phi}\right] \text {. } \\
& \text { (iv) }{ }_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4} & \\
& \varepsilon & -8
\end{array}\right)=\left[\binom{\chi_{4}}{\phi}+\binom{\chi_{4}^{3}}{\phi}\right] .
\end{aligned}
$$

where $\chi_{4}$ is a character of order 4 on $\mathbb{F}_{q}$.
Proof. If we put $A=B=\phi$ in Theorem 6.2.1 (iii) we obtain

$$
\begin{align*}
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
\phi, & \phi \\
\varepsilon
\end{array} \right\rvert\, \frac{1}{2}\right) & =\phi(-2) \begin{cases}0, & \text { if } q \equiv 3(\bmod 4) ; \\
{\left[\binom{\chi_{4}}{\phi}+\binom{\phi \chi_{4}}{\phi}\right],} & \text { if } q \equiv 1(\bmod 4),\end{cases} \\
& = \begin{cases}0, & \text { if } q \equiv 3(\bmod 4) ; \\
\phi(2)\left[\binom{\chi_{4}}{\phi}+\binom{\chi_{4}^{3}}{\phi}\right], & \text { if } q \equiv 1(\bmod 4),\end{cases} \tag{6.2.1}
\end{align*}
$$

This is because any character $\chi$ of order $l$ on $\mathbb{F}_{q}$ is square if and only if $\frac{q-1}{l}$ is even and hence $\phi=\chi_{4}^{2}$.
(i) Replacing $\alpha$ by 6 in Corollary 2.3.3, we have

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4}^{3} & \\
& \varepsilon & \frac{1}{9}
\end{array}\right)=\chi_{4}(-1) \phi(6)_{2} F_{1}\left(\begin{array}{ccc}
\phi, & \phi & \\
& \varepsilon & \frac{1}{2}
\end{array}\right)
$$

Hence the proof follows from (6.2.1).
(ii) Putting $x=\frac{8}{9}$ in Theorem 1.3.15 (i), we obtain

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4}^{3} & \\
& \varepsilon & \frac{8}{9}
\end{array}\right)=\chi_{4}(-1)_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4}^{3} & \left\lvert\, \frac{1}{9}\right. \\
& \varepsilon &
\end{array}\right) .
$$

Thus the result (i) completes the proof of (ii).
(iii) For $x=-\frac{1}{8}$, Theorem 1.3 .15 (ii) yields

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4} & \\
& \varepsilon & -\frac{1}{8}
\end{array}\right)=\chi_{4}^{3}\left(\frac{9}{8}\right)_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4}^{3} & \\
& \varepsilon & \frac{1}{9} \\
& &
\end{array}\right)
$$

Hence the proof of (iii) follows from the proof of (i).
(iv) Finally, putting $x=-8$ in Theorem 1.3.15 (ii), we have

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4} & \\
& \varepsilon & -8
\end{array}\right)=\chi_{4}^{3}(9)_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4}^{3} & \left\lvert\, \frac{8}{9}\right. \\
& \varepsilon &
\end{array}\right)
$$

This completes the proof due to (ii).
Moreover, if we use Theorem 1.3.15 (i) in each of Theorem 6.2 .3 (iii) \& (iv), respectively we can deduce the following Corollary.

Corollary 6.2.4. Let $q=p^{e}, p>0$ a prome and $q \equiv 1(\bmod 4)$. Then

$$
\begin{aligned}
& \text { (i) }{ }_{2} F_{1}\left(\begin{array}{ccc}
\chi_{4}, & \chi_{4} & \left\lvert\, \frac{9}{8}\right. \\
\varepsilon &
\end{array}\right)=\chi_{4}(8)\left[\binom{\chi_{4}}{\phi}+\binom{\chi_{4}^{3}}{\phi}\right] . \\
& (i i){ }_{2} F_{1}\left(\begin{array}{cc}
\chi_{4}, & \chi_{4} \\
& \varepsilon
\end{array}\right)=\chi_{4}(-1)\left[\binom{\chi_{4}}{\phi}+\binom{\chi_{4}^{3}}{\phi}\right] .
\end{aligned}
$$

where $\chi_{4}$ is a character of order 4 on $\mathbb{F}_{q}$.
The above special values of Gaussian hypergeometric functions are valid only for certain special characters of particular order in $\mathbb{F}_{q}$. we now focus on special values of hypergeometric functions over finite fields containing characters of arbitrary order.

Theorem 6.2.5. Let $S$ be a character on $\mathbb{F}_{q}$ whose order is not equal to 3 . If $S$ is
square of some character on $\mathbb{F}_{q}$, then
(i) ${ }_{2} F_{1}\left(\left.\begin{array}{cc}\sqrt{S^{-3}} \phi, & \sqrt{S^{-3}} \\ & S^{-2}\end{array} \right\rvert\, \frac{4}{3}\right)=\left\{\begin{array}{r}\text { if } q \equiv 2(\bmod 3) ; \\ \frac{S\left(\frac{8}{27}\right) J\left(\sqrt{S^{-1}}, \sqrt{S^{3}} \phi\right)}{J(\phi, S)}\left[\binom{S}{\chi_{3}}+\binom{S}{\chi_{3}^{2}}\right], \\ \text { if } q \equiv 1(\bmod 3) .\end{array}\right.$
(ii) ${ }_{2} F_{1}\left(\left.\begin{array}{ll}\sqrt{S^{-3}} \phi, & \sqrt{S^{-3}} \\ & S^{-1} \phi\end{array} \right\rvert\,-\frac{1}{3}\right)= \begin{cases}0, & \text { if } q \equiv 2(\bmod 3) ; \\ \frac{S\left(\frac{8}{27}\right) J\left(\sqrt{S^{-1}}, \sqrt{S^{3}} \phi\right)}{\sqrt{S} \phi(-1) J(\phi, S)}\left[\binom{S}{\chi_{3}}+\binom{S}{\chi_{3}^{2}}\right], \\ \text { if } q \equiv 1(\bmod 3) .\end{cases}$
(iii) ${ }_{2} F_{1}\left(\begin{array}{cc}\sqrt{S^{-3}} \phi, & \sqrt{S^{-1}} \\ & S^{-2}\end{array}\right)=\left\{\begin{array}{l}0, \quad \text { if } q \equiv 2(\bmod 3) ; \\ \frac{\sqrt{S}\left(-\frac{64}{27}\right) J\left(\sqrt{S^{-1}}, \sqrt{S^{3}} \phi\right)}{\phi(-3) J(\phi, S)}\left[\binom{S}{\chi_{3}}+\binom{S}{\chi_{3}^{2}}\right], \\ \text { if } q \equiv 1(\bmod 3) \text { and } S \neq \phi .\end{array}\right.$
$(i v){ }_{2} F_{1}\left(\left.\begin{array}{ll}\sqrt{S^{-3}} \phi, & \sqrt{S} \phi \\ & S^{-1} \phi\end{array} \right\rvert\, \frac{1}{4}\right)= \begin{cases}0, & \text { if } q \equiv 2(\bmod 3) ; \\ \frac{\sqrt{S}\left(-\frac{1}{27}\right) J\left(\sqrt{S^{-1}}, \sqrt{S^{3}} \phi\right)}{\phi(3) J(\phi, S)}\left[\binom{S}{\chi_{3}}+\binom{S}{\chi_{3}^{2}}\right], \\ & \text { if } q \equiv 1(\bmod 3) .\end{cases}$
We need the following two corollaries to deduce the above special values.
Lemma 6.2.6. Let $S$ be any character on $\mathbb{F}_{q}$. For $\lambda=\frac{1}{3}$, we have

$$
\sum_{x \in \mathbf{F}_{q}} S\left((x-1)\left(x^{2}+\lambda\right)\right)= \begin{cases}0, & \text { if } q \equiv 2(\bmod 3) \\ q S\left(-\frac{8}{27}\right)\left[\binom{S}{\chi_{3}}+\binom{S}{\chi_{3}^{2}}\right], & \text { if } q \equiv 1(\bmod 3)\end{cases}
$$

where $\chi_{3}$ is a character of order 3 on $\mathbb{F}_{\boldsymbol{q}}$.
Proof. Recall that making the change of variables $(x, y) \rightarrow\left(\frac{x}{9}+\frac{1}{3}, y\right)$, and then replacing $-\frac{x}{6}$ by $x$ we obtain the equivalent form of

$$
y^{l}=(x-1)\left(x^{2}+\frac{1}{3}\right)
$$

as

$$
y^{l}=-\frac{8}{27}\left(1+x^{3}\right) .
$$

For any multiplicative character $A$ on $\mathbb{F}_{q}$, we have the binomial theorem from [18] as

$$
A(1+x)=\delta(x)+\frac{q}{q-1} \sum_{\chi}\binom{A}{\chi} \chi(x)
$$

where $\delta(x)=1$ (resp. 0 ) if $x=0$ (resp. $x \neq 0$ ). Using this, we have

$$
\begin{aligned}
\sum_{x \in \mathbf{F}_{q}} S\left((x-1)\left(x^{2}+\frac{1}{3}\right)\right) & =\sum_{x \in \mathbf{F}_{q}} S\left(-\frac{8}{27}\right) S\left(1+x^{3}\right) \\
& =S\left(-\frac{8}{27}\right)+\frac{q}{q-1} S\left(-\frac{8}{27}\right) \sum_{x \in \mathbf{F}_{q}} \sum_{\chi}\binom{S}{\chi} \chi^{3}(x) \\
& =S\left(-\frac{8}{27}\right)+\frac{q}{q-1} S\left(-\frac{8}{27}\right) \sum_{\chi}\binom{S}{\chi} \sum_{x \in \mathbf{F}_{q}} \chi^{3}(x) .
\end{aligned}
$$

By Lemma 1.3.7, the innermost sum in the second term is nonzero only if $\chi^{3}=\varepsilon$ at which it is $q-1$. Thus $\chi=\varepsilon$, if $q \equiv 2(\bmod 3)$; and $\chi=\varepsilon, \chi_{3}$, or $\chi_{3}^{2}$, if $q \equiv 1(\bmod$ 3 ). Hence the result follows immediately.

Lemma 6.2.7. If $S$ is square of some character on $\mathbb{F}_{q}$ and $S$ is not of order 3 , then

$$
\sum_{x \in \mathbf{F}_{q}} S\left((x-1)\left(x^{2}+\lambda\right)\right)=\frac{q J(\phi, S)}{J\left(\sqrt{S^{-1}}, \sqrt{S^{3}} \phi\right)} \cdot{ }_{2} F_{1}\left(\begin{array}{ccc}
\sqrt{S^{-3}} \phi, & \sqrt{S^{-3}} & \\
& S^{-2} & 1+\lambda
\end{array}\right)
$$

Proof. Putting $A=S, B=S$ and $x=-\frac{1}{\lambda}$ in (4.2.3), we obtain

$$
\sum_{x \in \mathbf{F}_{q}} S\left((x-1)\left(x^{2}+\lambda\right)\right)=S(-\lambda) g\left(S, S ;-\frac{1}{\lambda}\right)
$$

Again, $S$ is a square of some character of $\mathbb{F}_{q}$. Hence applying Theorem 4.2.1, we deduce that

$$
g\left(S, S ;-\frac{1}{\lambda}\right)=q S^{3}(2) S\left(-\frac{1}{\lambda}\right) F^{*}\left(S^{-3}, S^{-2} ; 1+\lambda\right)
$$

and hence

$$
\begin{equation*}
\sum_{x \in \mathbf{F}_{q}} S\left((x-1)\left(x^{2}+\lambda\right)\right)=q S^{3}(2) F^{*}\left(S^{-3}, S^{-2} ; 1+\lambda\right) \tag{6.2.2}
\end{equation*}
$$

Further, $S$ is not of order 3. Thus using Theorem 4.2.3, we complete the proof.

Following the proof of Lemma 6.2.7 and applying Proposition 4.2.4 in spite of Theorem 4.2.3 in (6.2.2), we have the following result.

Lemma 6.2.8. If $S$ is a character of order 3 on $\mathbb{F}_{q}$, then

$$
\sum_{x \in \mathbb{F}_{q}} S\left((x-1)\left(x^{2}+\lambda\right)\right)=q \cdot{ }_{2} F_{1}\left(\begin{array}{lll}
\phi, & \varepsilon &  \tag{6.2.3}\\
& S
\end{array}\right)
$$

Now, we give the proof of Theorem 6.2.5 using Lemma 6.2.6 and Lemma 6.2.7. Proof of 6.2.5. (i) Putting $\lambda=\frac{1}{3}$ in Lemma 6.2.7, we have

$$
{ }_{2} F_{1}\left(\begin{array}{cc}
\sqrt{S^{-3}} \phi, & \sqrt{S^{-3}} \\
S^{-2}
\end{array} \frac{4}{3}\right)=\frac{J\left(\sqrt{S^{-1}}, \sqrt{S^{3}} \phi\right)}{q J(\phi, S)} \sum_{x \in \mathbf{F}_{q}} S\left((x-1)\left(x^{2}+\frac{1}{3}\right)\right) .
$$

Therefore, we complete the proof of (i) after using Lemma 6.2.6.
(ii) Taking $x=\frac{4}{3}$ in Theorem 1.3.15 (i), we obtain

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
\sqrt{S^{-3}} \phi, & \sqrt{S^{-3}} & \left\lvert\,-\frac{1}{3}\right. \\
& S^{-1} \phi
\end{array}\right)=\sqrt{S} \phi(-1)_{2} F_{1}\left(\begin{array}{ccc}
\sqrt{S^{-3}} \phi, & \sqrt{S^{-3}} & \left\lvert\, \frac{4}{3}\right. \\
& S^{-2}
\end{array}\right) .
$$

Now using (i), we complete the proof.
(iii) Applying Theorem 1.3.15 (ii) for $x=\frac{4}{3}$, we have

$$
{ }_{2} F_{1}\left(\begin{array}{ccc}
\sqrt{S^{-3}} \phi, & \sqrt{S^{-1}} & \mid 4 \\
& S^{-2} & \mid 4
\end{array}\right)=\sqrt{S^{3}} \phi(-3)_{2} F_{1}\left(\begin{array}{ccc}
\sqrt{S^{-3}} \phi, & \sqrt{S^{-3}} & \left\lvert\, \frac{4}{3}\right. \\
& S^{-2}
\end{array}\right)
$$

if $S \neq \phi$. Hence the result follows from (i).
(iv) Using Theorem 1.3.15 (ii) for $x=-\frac{1}{3}$, we find that

$$
{ }_{2} F_{1}\left(\left.\begin{array}{cc}
\sqrt{S^{-3}} \phi, & \sqrt{S} \phi \\
& S^{-1} \phi
\end{array} \right\rvert\, \frac{1}{4}\right)=\phi(-1) \sqrt{S^{3}} \phi\left(\frac{3}{4}\right)_{2} F_{1}\left(\left.\begin{array}{cc}
\sqrt{S^{-3}} \phi, & \sqrt{S^{-3}} \\
& S^{-1} \phi
\end{array} \right\rvert\,-\frac{1}{3}\right)
$$

and then the proof follows from the proof of (ii).

### 6.2.2 Values of ${ }_{3} F_{2}$ Gaussian hypergeometric series

The value of ${ }_{3} F_{2}$ Gaussian hypergeometric series at the argument 1 is first evaluated by Greene in his famous paper [18]. The non-trivial values of ${ }_{3} F_{2}$ hypergeometric
series over $\mathbb{F}_{p}$ are explicitly deduced by Ono. He used the technique of complex multiplication of elliptic curves to deduce the following special values of ${ }_{3} F_{2}$ Gaussian hypergeometric series.

Theorem 6.2.9. [34, Thm. 6] If $\lambda \in\left\{\frac{9}{2}, 36,8,3,-12, \frac{63}{16},-252\right\}$, then for every odd prime $p$ for which $\operatorname{ord}_{p}(\lambda(\lambda-4))=0$, the value of ${ }_{3} F_{2}\left(\frac{4}{4-\lambda}\right)$ is given by:
(i) ${ }_{3} F_{2}\left(\begin{array}{ccc}\phi, & \phi, & \phi \\ \varepsilon, & \varepsilon\end{array}\right)= \begin{cases}-\frac{1}{p}, & \text { if } p \equiv 3(\bmod 4) ; \\ \frac{4 x^{2}-p}{p^{2}}, & \text { if } p \equiv 1(\bmod 4), p=x^{2}+y^{2}, \text { and } x \text { odd. } .\end{cases}$
(ii) ${ }_{3} F_{2}\left(\begin{array}{llll}\phi, & \phi, & \phi & 1-\frac{1}{8} \\ & \varepsilon & \varepsilon & \end{array}\right)= \begin{cases}-\frac{\phi(2)}{p}, & \text { if } p \equiv 3(\bmod 4) ; \\ \frac{\phi(2)\left(4 x^{2}-p\right)}{p^{2}}, & \text { if } x^{2}+y^{2}=p \equiv 1(\bmod 4) \text { and } x \text { odd. }\end{cases}$
(iii) ${ }_{3} F_{2}\left(\begin{array}{lll}\phi, & \phi, & \phi \\ & \varepsilon & \varepsilon\end{array}\right)= \begin{cases}-\frac{\phi(2)}{p}, & \text { if } p \equiv 5,7(\bmod 8) ; \\ \frac{\phi(2)\left(4 x^{2}-p\right)}{p^{2}}, & \text { if } p \equiv 1,3(\bmod 8), p=x^{2}+2 y^{2} .\end{cases}$
(iv) ${ }_{3} F_{2}\left(\begin{array}{ccc}\phi, & \phi, & \phi \\ \varepsilon, & \varepsilon\end{array}\right)= \begin{cases}-\frac{\phi(-3)}{p}, & \text { if } p \equiv 2(\bmod 3) ; \\ \frac{\phi(-3)\left(4 x^{2}-p\right)}{p^{2}}, & \text { if } p \equiv 1(\bmod 3), p=x^{2}+3 y^{2} .\end{cases}$
$(v){ }_{3} F_{2}\left(\begin{array}{llll}\phi, & \phi, & \phi & \left\lvert\, \frac{1}{4}\right. \\ & \varepsilon & \varepsilon & \varepsilon\end{array}\right)= \begin{cases}-\frac{\phi(3)}{p}, & \text { if } p \equiv 2(\bmod 3) ; \\ \frac{\phi(3)\left(4 x^{2}-p\right)}{p^{2}}, & \text { if } p \equiv 1(\bmod 3), p=x^{2}+3 y^{2} .\end{cases}$
(vi) ${ }_{3} F_{2}\left(\begin{array}{lll}\phi, & \phi, & \phi \\ \varepsilon, & \varepsilon\end{array}\right)= \begin{cases}-\frac{\phi(-7)}{p}, & \text { if } p \equiv 3,5,6(\bmod 7) ; \\ \frac{\phi(-7)\left(4 x^{2}-p\right)}{p^{2}}, & \text { if } p \equiv 1,2,4(\bmod 7), p=x^{2}+7 y^{2} .\end{cases}$
(vii) ${ }_{3} F_{2}\left(\left.\begin{array}{lll}\phi, & \phi, & \phi \\ & \varepsilon, & \varepsilon\end{array} \right\rvert\, \frac{1}{64}\right)= \begin{cases}-\frac{\phi(7)}{p}, & \text { if } p \equiv 3,5,6(\bmod 7) ; \\ \frac{\phi(7)\left(4 x^{2}-p\right)}{p^{2}}, & \text { if } p \equiv 1,2,4(\bmod 7), p=x^{2}+7 y^{2} .\end{cases}$

The characters involve in the above formulas are only quadratic and trivial. In [11], Evans and Greene gave an expression for ${ }_{3} F_{2}\left(\frac{1}{4}\right)$ containing characters of arbitrary orders, which extend Theorem 6.2.9 (v) evaluated by Ono. To obtain the following result, Evans and Greene deduced some transformation relations between ${ }_{3} F_{2}$ and ${ }_{2} F_{1}$ hypergeometric functions over finite fields analogous to Clausen Theorem of classical hypergeometric series.

Theorem 6.2.10. [11, Thm. 1.3] Let $S$ be a character on $\mathbb{F}_{q}$ which is not trivial, cubic, or quartic. Then

$$
{ }_{3} F_{2}\left(\left.\begin{array}{lll}
\bar{S}, & S^{3}, & S \\
& S^{2}, & S \phi
\end{array} \right\rvert\, \frac{1}{4}\right)= \begin{cases}\frac{\phi(-1) S(4)}{q}, & \text { if } q \equiv 2(\bmod 3) \\
\frac{\phi(-1) S(4)}{q}\left(1+\frac{J(S, \chi)}{J(S, \bar{\chi})}+\frac{J(S, \bar{\chi})}{J(S, x)}\right), & \text { if } q \equiv 1(\bmod 3)\end{cases}
$$

where $\chi$ is a character of order 3 on $\mathbb{F}_{q}$.
Further, Evans and Greene deduced the following special value of Gaussian hypergeometric series.

Theorem 6.2.11. [12, Thm. 1.8] Suppose that $S$ is a character whose order is not equal to 1,3 or 4 over $\mathbb{F}_{q}$. Then

$$
\begin{aligned}
& { }_{3} F_{2}\left(\begin{array}{cccc}
\bar{S}, & S^{3}, & S \\
& S^{2}, & S \phi & \\
& & -\frac{1}{8}
\end{array}\right) \\
& = \begin{cases}\frac{-\phi(-1) S(-8)}{q}, & \text { if } S \text { is not a square; } \\
\frac{\phi(-1) S(8)}{q}+\frac{\phi(-1) S(2) J\left(\bar{S}, S^{3}\right)}{q^{2} J(S, S)}\left(J(S, D)^{2}+J(S, D \phi)^{2}\right), & \text { if } S=D^{2} .\end{cases}
\end{aligned}
$$

In the following theorem, we evaluate the value of ${ }_{3} F_{2}(4)$ hypergeometric series over $\mathbb{F}_{q}$, which extends another result of Ono [34] (see Theorem 6.2.9 (vi)). The result of Ono can be obtained by putting $S=\phi$, thus solving a problem posed by M. Koike [25, p. 465].

Theorem 6.2.12. If $S$ is a character on $\mathbb{F}_{q}$ with order not equal to 1,3 , or 4 , then

$$
{ }_{3} F_{2}\left(\begin{array}{ccc}
S^{-3}, & S^{-1}, & S^{-2} \phi \\
& S^{-4}, & S^{-2}
\end{array}\right)=\left\{\begin{array}{cc}
-\frac{\phi(-3) S(16)}{q}, & \text { if } q \equiv 2(\bmod 3) \\
\frac{S\left(-\frac{16}{27}\right) J\left(S^{-1}, S^{-1}\right)}{J\left(S^{-3}, S\right)}\left[\binom{S}{\chi_{3}}+\binom{S}{\chi_{3}^{2}}\right]^{2} \\
-\frac{\phi(-3) S(16)}{q}, & \text { if } q \equiv 1(\bmod 3)
\end{array}\right.
$$

where $\chi_{3}$ is a character of order 3 of $\mathbb{F}_{q}$.
We remark that in view of Theorem 1.3.14, there is a result similar to Theorem 6.2.12 in which the argument 4 is replaced by $\frac{1}{4}$. However, our result about ${ }_{3} F_{2}\left(\frac{1}{4}\right)$
will be different from Theorem 6.2 .10 obtained by Evans and Greene. We now prove the following lemma from which Theorem 6.2 .12 will follow directly after combining with Lemma 6.2.6.

Lemma 6.2.13. If $S$ is a character on $\mathbb{F}_{q}$ whose order is not equal to 1,3 or 4 , then

$$
\begin{aligned}
{ }_{3} F_{2}\left(\left.\begin{array}{ccc}
S^{-3}, \quad S^{-1}, & S^{-2} \phi \\
S^{-4}, \quad S^{-2}
\end{array} \right\rvert\, \frac{1+\lambda}{\lambda}\right)= & \frac{J\left(S^{-1}, S^{-1}\right)}{q^{2} S\left(-4 \lambda^{3}\right) J\left(S^{-3}, S\right)} \times \\
& {\left[\sum_{x \in \mathbf{F}_{q}} S\left((x-1)\left(x^{2}+\lambda\right)\right)\right]^{2}-\frac{S^{2}\left(\frac{1+\lambda}{\lambda}\right)}{q} \phi(-\lambda) . }
\end{aligned}
$$

Proof. Since $S$ is a character on $\mathbb{F}_{q}$ whose order is not equal to 1,3 or 4 , so applying Theorem 4.2.2 directly for $A=S^{-3}, C=S^{-2}$, and $x=\frac{1+\lambda}{\lambda}$, we obtain

$$
\begin{align*}
{ }_{3} F_{2}\left(\begin{array}{ccc}
S^{-3}, \quad S^{-1}, & S^{-2} \phi \\
S^{-4}, & S^{-2}
\end{array} \frac{1+\lambda}{\lambda}\right)= & \frac{J\left(S^{-1}, S^{-1}\right)}{q^{2} S(-4 \lambda) J\left(S^{-3}, S\right)} g\left(S, S ;-\frac{1}{\lambda}\right)^{2} \\
& -\frac{S^{2}\left(\frac{1+\lambda}{\lambda}\right)}{q} \phi(-\lambda) \tag{6.2.4}
\end{align*}
$$

Again, from (4.2.3), we have

$$
\begin{equation*}
g\left(S, S ;-\frac{1}{\lambda}\right)=\sum_{x \in \mathbb{F}_{q}} S^{-1}(-\lambda) S\left((x-1)\left(x^{2}+\lambda\right)\right) \tag{6.2.5}
\end{equation*}
$$

Hence combining (6.2.4) and (6.2.5), we complete the proof.
Proof of 6.2.12. Putting $\lambda=\frac{1}{3}$ in Lemma 6.2.13, we obtain

$$
\begin{aligned}
{ }_{3} F_{2}\left(\left.\begin{array}{ccc}
S^{-3}, & S^{-1}, S^{-2} \phi \\
S^{-4}, & S^{-2}
\end{array} \right\rvert\, 4\right)= & \frac{J\left(S^{-1}, S^{-1}\right)}{q^{2} S\left(-\frac{4}{27}\right) J\left(S^{-3}, S\right)}\left[\sum_{x \in \mathbf{F}_{q}} S\left((x-1)\left(x^{2}+\frac{1}{3}\right)\right)\right]^{2} \\
& -\frac{S(16)}{q} \phi(-3)
\end{aligned}
$$

Now combining this with Lemma 6.2.6, we complete the proof of the result.
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